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Abst r act

Thi s docunment describes the benefits and nmain applications of sending
explicit fast notification (FN) packets to routers in an area. FN
packets are generated and processed in the dataplane, and a single FN
service can substitute existing OAM nmet hods for renote failure
detection, such as a full nmesh of multi-hop BFD session. The FN
service, therefore, decreases network overhead considerable. The main
application is fast reroute in pure IP and in | P/ LDP- MPLS networks
called I PFRR-FN. The detour paths used when |PFRR-FN is active are in
nmost cases identical to those used after Interior Gateway Protoco
(1GP) convergence. The proposed nmechani smcan address all single
link, node, and SRLG failures in an area; noreover it is an efficient
solution to protect against BGP ASBR failures as well as VPN PE
router failures. |PFRR-FN can be a supplenmental tool to provide FRR
when LFA cannot repair a failure case, while it can be a repl acenent
of existing ASBR/ PE protection mechani sms by overcom ng their
scalability and conplexity issues.

Tabl e of Contents

Lo IntroduCti On. ... 3
2. Overview of current |IPFRR Proposals based on Local Repair...... 6
3. Requirenents of an Explicit Failure Signaling Mechanism....... 7
4. Conceptual Operation of IPFRR relying on Fast Notification..... 8
4.1. Preparation Phase.......... ... . . 8
4.2. Failure Reaction Phase.......... ... .. . .. ... 9
4.2.1. Activating Failure Specific Backups................. 10
4.2.2. SRLG Handl ing. .. ... 11

4.3, Exanple and Timing. ......... ... 11
4.4. Scoping FN Messages with TTL............. ... ... ... 12

5. Operation Details. ... ... 13
5.1. Transport of Fast Notification Messages.................. 13
5.2. Message Handling and Encoding.............. ... .. ....... 14
5.2.1. Failure ldentification Message for OSPF............. 15
5.2.2. Failure ldentification Message for ISIS............. 16

5.3. Protecting External Prefixes............ .. ... ... . ... ... 17
5.3.1. Failure on the Intra-Area Path Leading to the ASBR. .17
5.3.2. Protecting ASBR Failures: BGP-FRR. .................. 18
5.3.2.1. Primary and Backup ASBR in the Sanme Area....... 18

5.3.2.2. Primary and Backup ASBR in Different Areas..... 19

5.4. Application to LDP.......... . ... 22
5.5. Application to VPN PE Protection......................... 23

Csaszar et al. Expi res Decenber 6, 2012 [ Page 2]



Internet-Draft | PFRR- FN June 2012

5.6. Bypassing Legacy Nodes.......... ... ... 23
5.7. Capability Advertisement.......... ... .. ... .. 24
5.8. Constraining the D ssem nation Scope of Fast Notification
PaCKet S. . o 25
5.8.1. Pre-Configured FN TTL Setting....................... 25
5.8.2. Advanced FN SCOpi NQ. .. ...t 25
6. Protection against Replay Attacks.......... ... ... ... ... . ... 26
6.1. Calculating LSDB Digest. ....... ... 27
7. Security Considerati ONS. .. ... ... 28
8. TANA Considerati ONS. .. ... e 28
9. Ref erenCes. . .. 28
9.1. Normative References......... ... .. ... 28
9.2. Informative References........ ... ... . . . . .. . .. .. .. ... 29
10. Acknow edgment S. . ... . 31
Appendi x A. Menory Needs of a Naive Inplenentation............... 32
A.1l. An Exanple Inplenentation............ .. ... .. .. ... . ... 32
A. 2. Estimation of Menory Requirenments........................ 33
A. 3. Estimation of Failover Time............. ... ... ... ...... 34
Appendi x B. | npact Scope of Fast Notification.................... 35

1. Introduction
Convergence of link-state | GPs, such as OSPF or IS-1S, after a link
or node failure is known to be relatively slow. Wile this nmay be
sufficient for many applications, sonme network SLAs and applications
require faster reaction to network failures.
| GP convergence tine is conposed nainly of:
1. Failure detection at nodes adjacent to the failure
2. Advertisenent of the topol ogy change
3. Cal cul ation of new routes
4. Installing new routes to linecards
Tradi tional Hello-based failure detection nethods of link-state | GPs
are relatively slow, hence a new, optinized, Hello protocol has been
standardi zed [ BFD] which can reduce failure detection tines to the
range of 10ns even if no |ower layer notices the failure quickly
(like loss of signal, etc.).
Even with fast failure detection, reaction tinmes of |GPs may take

several seconds, and even with a tuned configuration it may take at
| east a couple of hundreds of milliseconds.
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To decrease fail-over tinme even further, |PFRR techniques [RFC5714],
can be introduced. |IPFRR solutions conpliant with [ RFC5714] are
targeting fail-over time reduction of steps 2-4 with the foll ow ng
desi gn principl es:

| GP | PFRR
2. Advertisenent of the ==> No explicit advertisenent,
t opol ogy change only local repair
3. Calculation of newroutes ==> Pre-conput ati on of new
routes
4. Installing new routes ==> Pre-installation of backup
to linecards routes

Pre-conmputing neans that the way of bypassing a failed resource is
comput ed before any failure occurs. In order to linmt conplexity,

| PFRR techni ques typically prepare for single link, single node and
single Shared Ri sk Link Goup (SRLG failures, which failure types
are undoubtedly the nost conmon ones. The pre-cal cul at ed backup
routes are al so downl oaded to linecards in preparation for the
failure, in this way sparing the | engthy communicati on between
control plane and data plane when a failure happens.

The principle of local rerouting requires forwarding a packet along a
detour even if only the inmedi ate nei ghbors of the failed resource
know the failure. |IPFRR nethods observing the |ocal rerouting
principle do not explicitly propagate the failure information.
Unfortunately, packets on detours nust be handled in a different way
than normal packets as otherw se they might get returned to the

fail ed resource. Rephrased, a node not having *any* sort of

i nformati on about the failure may | oop the packet back to the node
fromwhere it was rerouted - sinply because its default
routing/forwarding configuration dictates that. As an exanple, see
the following figure. Assuning a link failure between A and Dst, A
needs to drop packets heading to Dst. If node A forwarded packets to
Src, and if the latter had absolutely no know edge of the failure, a
| oop woul d be forned between Src and A

Csaszar et al. Expi res Decenber 6, 2012 [ Page 4]



Internet-Draft | PFRR- FN June 2012

+---+ +---+
| B J--ommooeeees | I
+---+ +---+
/ \
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+-- -+ +---+ failure +-- -+
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+---+ +---+ +---+
> > >

Primary path

Figure 1 Forwarding inconsistency in case of local repair: The path
of Src to Dst |eads through A

The basic problemthat previous |IPFRR solutions struggle to solve is,
therefore, to provide consistent routing hop-by-hop without explicit
signaling of the failure.

To provide protection for all single failure cases in arbitrary

topol ogies, the information about the failure nust be given in *sone*
way to other nodes. That is, IPFRR solutions targeting full failure
coverage need to signal the fact and to sone extent the identity of
the failure within the data packet as no explicit signaling is

al | oned. Such sol utions have turned out to be considerably conplex
and hard or inpossible to inplenment practically. The Loop Free

Al ternates (LFA) solution [ RFC5286] does not give the failure
information in any way to other routers, and so it cannot repair al
failure cases such as the one in Figure 1.

As discussed in Section 2. solutions that address full failure
coverage and rely on local repair, i.e. carrying sone failure
informati on within the data packets, present an overly conplex and
therefore often inpractical alternative to LFA. This draft,

t herefore, suggests that relaxing the local re-routing principle with
carefully engineered explicit failure signaling is an effective

appr oach.

The idea of using explicit failure notification for | PFRR has been
proposed before for Renpte LFA Paths [RLFAP]. RLFAP sends explicit
notifications and can linit the radius in which the notification is
propagated to enhance scalability. Design, inplenmentation and
enhancenents for the renote LFAP concept are reported in [Hok2007],
[ Hok2008] and [ Cev2010].
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This draft attenpts to work out in nore detail what kind of failure
di ssem nati on nechanismis required to facilitate renote repair
efficiently. Requirements for explicit signaling are given in

Section 3. This draft does not limt the failure advertisenent radius
as opposed to RLFAP. As a result, the detour paths renmain stable in
nmost cases, since they are identical to those that the 1GP will

cal cul ation after | GP convergence. Hence, micro-loop will not occur
after | GP convergence

A key contribution of this neno is to recognize that a Fast
Notification service is not only an enabler for a new | PFRR approach
but it is also a replacenent for various OAM renpte connectivity
verification procedures such as nulti-hop BFD. These previous nethods
posed consi derabl e overhead to the network: (i) managenent of many
OAM sessions; (ii) careful configuration of connectivity verification
packet interval so that no false alarmis given for network interna
failures which are handl ed by ot her nechanisnms; and (iii) packet
processi ng overhead, since connectivity verification packets have to
be transmitted continuously through the network in a mesh, even in
fault-free conditions.

2. Overview of current |IPFRR Proposals based on Local Repair

The only practically feasible solution, Loop Free

Al ternates [ RFC5286], offers the sinplest resolution of the hop-by-
hop routing consistency problem a node performng fail-over may only
use a next-hop as backup if it is guaranteed that it does not send

t he packets back. These nei ghbors are called Loop-Free

Alternates (LFA). LFAs, however, do not always exist, as shown in
Figure 1 above, i.e., node A has no LFAs with respect to Dst. while
it is true that tweaking the network configuration nmay boost LFA
failure case coverage considerably [Ret2011], LFAs cannot protect all
failure cases in arbitrary network topol ogies.

The exact way of adding extra information to data packets and its
usage for forwarding is the nost inmportant property that
differentiates nost existing | PFRR proposal s.

Packets can be marked "inplicitly", when they are not altered in any
way, but sone extra information owned by the router hel ps deciding
the correct way of forwarding. Such extra information can be for
instance the direction of the packet, e.g., the incom ng interface,
e.g. as in [FIFR]. Such solutions require what is called interface-
based or interface-specific forwarding.

I nterface-based forwarding significantly changes the well-established
nature of |IP s destination-based forwardi ng principle, where the IP
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destinati on address al one describes the next hop. One enbodi nent
woul d need to downl oad different FIBs for each physical or virtual IP
interface - not a very conpelling idea. Another enbodi nent woul d
alter the next-hop selection process by adding the incomng interface
id also to the | ookup fields, which would inpact forwarding

per f or mance consi derably.

O her solutions mark data packets explicitly. Sone proposal s suggest
using free bits in the I P header [ MRC], which unfortunately do not
exist in the | Pv4 header. O her proposals resort to encapsulating re-
routed packets with an additional |IP header as in e.g. [NotVia],

[ Eny2009] or [MRT-ARCH]. Encapsul ation raises the probl em of
fragmentation and reassenbly, which could be a perfornmance

bottl eneck, if nmany packets are sent at MIU size. Another significant
problemis the additional managenent conplexity of the encapsul ation
addresses, which have their own semantics and require cunbersone
routing calcul ati ons, see e.g. [MRT-ALG. Encapsulation in the IP
header translates to | abel stacking in LDP-MPLS. The above nenti oned
mechani sms either encode the active topology IDin a |label on the
stack or encode the failure point in a |label, and also require an

i ncreasing mesh of targeted LDP sessions to acquire a valid | abel at
the detour endpoint, which is another |evel of conplexity.

3. Requirenents of an Explicit Failure Signaling Mechani sm

Al'l local repair mechani sms touched above try to avoid explicit
notification of the failure via signaling, and instead try to hack
sonme failure-related information into data packets. This is mainly
due to relatively |l ow signaling perfornmance of |egacy hardware
Failure notification, therefore, should fulfill the follow ng
properties to be practically feasible:

1. The signaling nmechani smshould be reliable. The mechani smneeds to
propagate the failure information to all interested nodes even in
a network where a single Iink or a node is down.

2. The nechani sm shoul d be fast in the sense that getting the
notification packet to renote nodes through possible multiple hops
shoul d not require (considerably) nore processing at each hop than
pl ain fast path packet forwarding.

3. The mechani sm shoul d i nvol ve sinple and efficient processing to be
feasible for inplementation in the dataplane. This goal manifests
itself in three ways:

a. Origination of notification should be very easy, e.g. creating
a sinple | P packet, the payload of which can be filled easily.
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b. Wien receiving the packet, it should be easy to recognize by
dat apl ane linecards so that processing can commrence after
f orwar di ng.

c. No conpl ex operations should be required in order to extract
the informati on fromthe packet needed to activate the correct
backup routes.

4. The mechani sm should be trustable; that is, it should provide
means to verify the authenticity of the notifications wthout
significant increase of the processing burden in the datapl ane.

5. Duplication of notification packets should be either strictly
bounded or handl ed wi thout significant datapl ane processing
bur den.

These requirenents present a trade-off. A proper bal ance needs to be
found that offers good enough authentication and reliability while
keepi ng processing conplexity sufficiently lowto be feasible for
data plane inplenmentati on. One such solution is proposed in [fn-
transport], which is the assuned notification protocol in the
fol | owi ng.

4. Conceptual Operation of |IPFRR relying on Fast Notification

This section outlines the operation of an | PFRR nechani smrelying on
Fast Notification

4.1. Preparation Phase

As any other | PFRR solution, |PFRR-FN also requires quick failure
detection mechani sms in place, such as |ower |ayer upcalls or BFD.
The FN service needs to be activated and configured so that FN

di ssem nates the information identifying the failure to the area once
triggered by a local failure detection nethod.

Based on the detail ed topol ogy database obtained by a link state | GP
the node should pre-calcul ate alternative paths considering
*relevant* link or node failures in the area. Failure specific
alternative path conputation should typically be executed at | ower
priority than other routing processing. Note that the cal culation can
be done "offline", while the network is intact and the CP has few
things to do

Al so note the word *rel evant* above: a node does not needed to
conpute all the shortest paths with respect to each possible failure;
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only those link failures need to be taken into consideration, which
are in the shortest path tree starting fromthe node.

To provide protection for Autononobus System Border Router (ASBR)
failures, the node will need information not only fromthe | GP but
also fromBGP. This is described in detail in Section 5. 3.

After calculating the failure specific alternative next-hops, only
those which represent a change to the primary next-hop, should be
pre-installed to the Iinecards together with the identifier of the
failure, which triggers the switch-over. In order to preserve
scalability, external prefixes are handled through FIB indirection
available in nost routers already. Due to indirection, backup routes
need to be installed only for egress routers. (The resource needs of
an exanple inplenmentation are briefly discussed in Appendix A)

4.2. Failure Reaction Phase
The main steps to be taken after a failure are the follow ng:
1. Quick dataplane failure detection

2. Send information about failure using FN service right from
dat apl ane.

3. Forward the received notification as defined by the actually used
FN protocol such as the one in [fn-transport]

4, After learning about a local or renote failure, extract failure
identifier and activate failure specific backups, if needed,
directly within dataplane

5. Start forwarding data traffic using the updated FIB

After a node detects the | oss of connectivity to another node, it
shoul d make a decision whether the failure can be handled locally. If
local repair is not possible or not configured, for exanple because
LFA is not configured or there are destinations for which no LFA
exists, a failure should trigger the FN service to dissem nate the
failure description. For instance, if BFD detects a dataplane failure
it not only should invoke routines to notify the control plane but it
should first trigger FN before notifying the CP

After receiving the trigger, w thout any DP-CP comunication

i nvol ved, FN constructs a packet and adds the description of the
failure (described in Section 5.1. ) to the payload. The notification
descri bes that
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0 a node X has lost connectivity
0 to a node Z
o viaalink L.

The proposed encodi ng of the | PFRR-FN packet is described in
Section 5.1.

The packet is then dissenm nated by the FN service in the routing
area. Note the synergy of the relation between BFD and | GP Hel |l os and
between FN and IGP link state advertisenents. BFD nakes a datapl ane
optinmized inplementation of the routing protocol’s Hello mechani sm
whil e Fast Notification nakes a datapl ane optimni zed inpl ementation of
the link state adverti senent fl oodi ng mechani sm of | GPs.

In each hop, the recipient node needs to performa "punt and
forward". That is, the FN packet not only needs to be forwarded to
the FN nei ghbors as the specific FN nmechanismdictates, but a replica
needs to be detached and, after forwarding, started to be processed
by the datapl ane card.

4.2.1. Activating Failure Specific Backups

After the forwarding el enent extracted the contents of the
notification packet, it knows that a node X has |ost connectivity to
a node Z via a link L. The recipient now needs to deci de whet her the
failure was a link or a node failure. Two approaches can be thought
of . Both options are based on the property that notifications advance
in the network as fast as possible.

In the first option, the router does not inmedi ately make the
decision, but instead starts a tiner set to fire after a couple of
mlliseconds. If, the failure was a node failure, the node wll
receive further notifications saying that another node Y has | ost
connectivity to node Z through another link M That is, if node Zis
common in multiple notifications, the recipient can conclude that it
is a node failure and al ready knows which node it is (2). If link L
is common, then the recipient can decide for link failure (L). If
further inconclusive notifications arrive, then it neans multiple
failures which case is not in scope for IPFRR, and is left for
regul ar |1 GP convergence

After concludi ng about the exact failure, the data plane el enent

needs to check in its pre-installed | PFRR dat abase whether this
particular failure results in any route changes. If yes, the linecard
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repl aces the next-hops inpacted by that failure with their failure
speci fic backups which were pre-installed in the preparation phase.

In the second option, the first received notification is handled
imediately as a link failure, hence the router may start replacing
its next-hops. In many cases this is a good decision, as it has been
shown before that nost network failures are link failures. If,
however, another notification arrives a couple of mlliseconds |ater
that points to a node failure, the router then needs to start
replacing its next-hops again. This nay cause a route flap but due to
the quick dissemnmi nati on nechanismthe routing inconsistency is very
short lived and likely takes only a couple of nilliseconds.

4.2.2. SRLG Handl i ng

The above conceptual solution is easily extensible to support pre-
configured SRLGs. Nanely, if the failed link is part of an SRLG then
the dissenminated link ID should identify the SRLGitself. As a
result, possible notifications describing other link failures of the
same SRLGwill identify the sane resource.

If the control plane knows about SRLGs, it can prepare for failures
of these, e.g. by calculating a path that avoids all links in that
SRLG SRLG identifier may have been pre-configured or have been
obt ai ned by automated nechani sns such as [ RFC4203].

4.3. Exanple and Tin ng

The mai n nmessage of this section is that big delay |inks do not
represent a problemfor | PFRR-FN. The FN nessage of course propagates
on long-haul links slower but the same delay is incurred by nornal
data packets as well. Packet loss only takes place as |Iong as a node
forwards traffic to an incorrect or inconsistent next-hop. This may
happen in two cases:

First, as long as the failure is not detected, the node adjacent to
the failure only has the failed next-hop installed.

Secondl y, when a node (A) selects a new next-hop (B) after detecting
the failure locally or by receiving an FN, the question is if the
routing in the new next-hop (B) is consistent by the tinme the first
data packets get fromA to B. The following tineline depicts the

si tuati on:
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Figure 2 Timng of FN and data packet forwarding

As can be seen above, the outage tinme is only influenced by the FN
forwardi ng delay and the FIB update time. The link delay is not a
factor. Node A forwards the first re-routed packets fromtime

i nstance 3 to node B. These reach node B at tine instance 6. Node B
is doing incorrect/inconsistent forwarding when it tries to forward
t hose packets back to A which have already been put onto a detour by
A. This is the interval between time instances 6 and 7.

4.4. Scoping FN Messages with TTL

In alarge routing area it is often the case that a failure (i.e. a

t opol ogy change) causes next-hop changes only in routers relatively
close to the failure. Analysis of certain random topol ogi es and two
exanpl e | SP topol ogi es revealed that a single link failure event
generated routing table changes only in routers not nore than 2 hops
away fromthe failure site for the particul ar topol ogi es under study
[ HOk2008]. Based on this analysis, it is anticipated that in practice
the TTL for failure notification nmessages can be set to a relatively
smal | radius, perhaps as small as 2 or 3 hops.

A chief benefit of TTL scoping is that it reduces the overhead on

routers that have no use for the information (i.e. which do not need
to re-route). Another benefit (that is particularly inportant for
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links with scarce capacity) is that it helps to constrain the contro
overhead incurred on network links. Deternmining a suitable TTL val ue
for each locally originated event and controlling failure
notification dissenmnation, in general, is discussed further in
Section 5. 8.

5. Operation Details
5.1. Transport of Fast Notification Messages

This draft recommends that out of the several FN delivery options
defined in [fn-transport], the flooding transport option is
preferred, which ensures that any event can reach each node from any
source with any failure present in the network area as |ong as
theoretically possible. Flooding al so ensures that FN nmessages reach
each node on the shortest (delay) path, and as a side effect failure
notifications always reach *each* node *before* re-routed data
packets could reach that node. This nmeans that |ooping is mnimzed.

[fn-transport] describes that the datapl ane fl oodi ng procedure
requires routers to performduplicate checking before forwardi ng the
notifications to other interfaces to avoid duplicating notifications.
[fn-transport] describes that duplicate check can be perforned by a
sinpl e storage queue, where previously received notification packets
or their signatures are stored.

| PFRR- FN enabl es anot her duplicate check process that is based on the
internal state nachine. Routers, after receiving a notification but
before forwarding it to other peers, check the authenticity of the
nmessage, if authentication is used. Now the router may check what is
the stored event and what is the event described by the received
notification.

Two variables and a bit describe what is the known failure state:
0 Suspected failed node ID (denoted by N)
0 Suspected link/SRLG I D (denoted by S)

0 Bit indicating the type of the failure, i.e. link/SRLG failure or
node failure (denoted by T)

Recall that the incoming notification describes that a node X has

| ost connectivity to a node Z via a link L. Now, the state machine
can be described with the foll ow ng pseudo- code:
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[lcurrent state:

/1 N 1D of suspected fail ed node

/1 S: 1D of suspected failed |Iink/SRLG

[l T:. bit indicating the type of the failure

/1 T=0 indicates |ink/SRLG
[/ T=1 i ndi cates node
/1

Proc notification_received(Node Oiginator_X, Node Y, SRLG L) {
if (N == NULL) {
/'l this is a new event, store it and forward it
N=Y;
S=L;
T=0; //which is the default anyway
Forward_notification

}

else if (S=LANDT ==0) {
I/l this is the sane link or SRLG as before, need not do
/1 anyt hing
Di scard _notification

}
else if (N==Y) {
/[l This is a node failure

if (T ==20) {
/1l Just now turned out that it is a node failure
T=1,;

Forward _notification

el se {
/'l Known before that it is a node failure,
/!l no need to forward it
Di scard _notification

}
}
el se {

[l multiple failures
}

Fi gure 3 Pseudo-code of state machine for FN forwarding
5.2. Message Handling and Encodi ng

A failure identifier is needed that unanbi guously describes the
failed resource consistently anmong the nodes in the area. The
schemantics of the identifiers are defined by the 1 GP used to pre-
calculate and pre-install the backup forwarding entries, e.g. OSPF or
| SIS
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This draft defines a Failure Identification message class. Menbers of
this class represent a routing protocol specific Failure
Identification nmessage to be carried with the Fast Notification
transport protocol. Each nessage within the Failure Identification
message cl ass shall contain the following fields, the | engths of

whi ch are routing protocol specific. The exact values shall be
aligned with the WG of the routing protocol

0 Oiginator Router ID the identifier of the router advertising the
failure;

0 Neighbour Router ID the identifier of the neighbour node to which
the originator |ost connectivity.

o Link ID the identifier of the link, through which connectivity
was | ost to the neighbour. The routing protocol should assign the
sane Link ID for bidirectional, broadcast or multi access |inks
from each access point, consistently.

0 Sequence Nunber: [fn-transport] expects the applications of the FN
service that require replay attack protection to create and verify
a sequence nunber in FN nessages. It is described in Section 6.

Rout ers forwardi ng the FN packets should ensure that Failure
Identification nessages are not lost, e.g. due to congestion. FN
packets can be put a high precedence traffic class (e.g. Network
Control class). If the network environnent is known to be |ossy, the
FN sender shoul d repeat the sane notification a couple of tines, like
a salvo fire.

After the forwarding el enent processed the FN packet and extracted
the Failure ldentification nessage, it should deci de what backups
need to be activated if at all - as described in Section 4.2.1

5.2.1. Failure ldentification Message for OSPF

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i

[ FN Length | FN App Type | AuType|unused

T T e b i i T e i T S e T
[ Originator Router ID [
i e e i e s s e A Ch o o R
| Nei ghbour Router ID |
B i S S T s i S T st i S S S S S S S S i
| Link 1D |
T T e b i i e e s . S I SR S
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| Sequence Nunber |
B T T i I T T o S S S e b S S S
| Sequence Number (cont’d) |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

FN Header fi el ds:

FN Length
The length of the Failure Identification message for CSPF is 16
byt es.

FN App Type
The exact values are to be assigned by | ANA for the Failure
Identification message class. For exanple, FN App Type val ues
bet ween 0x0008 and Ox000F coul d represent Failure
Identification nessages, from which 0x0008 coul d nean OSPF,
0x0009 could be | SIS

AuType
| PFRR-FN relies on the authentication options offered the FN
transport service. Cryptographic authentication is recomrended.

Originator Router ID
If the routing protocol is OSPF, then the value can take the OSPF
Router ID of the advertising router

Nei ghbour Router |ID
The OSPF Router | D of the neighbour router to which connectivity
was | ost.

Link ID
If the link is a LAN, the Link ID takes the LSAID of its
representing Network LSA
If the link is a point-to-point link, the Link ID can take the
m ni mum or the nmaxi mum of the two interface I Ds. The requirenent
is that it is perforned consistently.

Sequence Nunber
This field stores a digest of the LSDB of the routing protocol, as
described in Section 6. 5.8.1.
5.2.2. Failure ldentification Message for ISIS

TBA.
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5.3. Protecting External Prefixes
5.3.1. Failure on the Intra-Area Path Leading to the ASBR

Installing failure specific backup next-hops for each external prefix
woul d be a scalability problemas the nunber of these prefixes may be
one or two orders of magnitude higher than intra-area destinations

To avoid this, it is suggested to nmake use of indirection already

of fered by router vendors.

I ndirection nmeans that when a packet needs to be forwarded to an
external destination, the IP address |ookup in the FIB will not
return a direct result but a pointer to another FIB entry, i.e. to
the FIB entry of the ASBR In LDP/MPLS this nmeans that all prefixes
reachabl e t hrough the same ASBR constitute the sane FEC

As an exanple, consider that in an area ASBRl is the primary BGP
route for prefixes Pl, P2, P3 and P4 and ASBR2 is the primary route
for prefixes P5, P6 and P7. A FIB arrangenent for this scenario could
be the one shown on the followi ng figure. Prefixes using the same
ASBR coul d be resolved to the sane pointer that references to the
next-hop leading to the ASBR Prefixes resolved to the sane pointer
are said to be part of the sanme "prefix group" or FEC

FI B | ookup [ FI B | ookup
|
ASBR2 ========> NH2 I ASBR2 ========> NH2 <----+
ASBR1 ========> NH1 | ASBR]1 ========> NH1 <-+ |
| (.
P1 | Pl Ptri -+ |
P2 | P2 Ptri -+ |
P3 | P3 Ptri -+ |
P4 [ P4 Ptrl -+ |
| |
P5 ========> NH2 | P5 —=======> Ptr2 ----+
P6 ========> NH2 | P6 —=======> Ptr2 ----+
P7 ========> NH2 | P7 —=======> Ptr2 ----+

Figure 4 FIB without (left) and with (right) indirection

If the next-hop to an ASBR changes, it is enough to update in the FIB
the next-hop of the ASBR route. In the above exanple, this nmeans that
if the next-hop of ASBRLl changes, it is enough to update the route
entry for ASBRL and due to indirection through pointer Ptrl this
updat es several prefixes at the sanme tine.
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5.3.2. Protecting ASBR Fail ures: BGP-FRR

| PFRR- FN can nake use of alternative BGP routes advertised in an AS
by new extensions of BGP such as [ BGPAddPat hs], [DiverseBGP] or

[ BGPBest Ext]. Using these extensions, for each destination prefix, a
node may | earn a "backup" ASBR besides the primary ASBR | earnt by
normal BGP operation

5.3.2.1. Primary and Backup ASBR in the Sane Area

If the failed ASBRis inside the area, all nodes within that area get
notified by FN. G ouping prefixes into FECs, however, needs to be
done carefully. Prefixes now constitute a common group (i.e. are
resolved to the same pointer) if *both* their primary AND their
backup ASBRs are the sanme. This is due to the fact that even if two
prefixes use the ASBR by default, they may use different ASBRs when
their conmmon default ASBR fails.

Consi dering the previous exanple, let us assume that the backup ASBR
of prefixes P1 and P2 is ASBR3 but that the backup ASBR of P3 and P4
is an ASBR2. Let us further assunme that P5 also has ASBR3 as its
backup ASBR but P6 and P7 have an ASBR 4 as their backup ASBR The
resulting FIB structure is shown in the follow ng figure:

FI B | ookup

ASBR4 NH4

ASBR2 NH2

ASBR3 NH3

ASBR1 NH1

P1 —=======> Ptr1 -+-> NH1L
P2 ========> Ptrl1 -+

P3 =—=======> Ptr2 -+-> NH1
P4 ========> Ptr2 -+

P5 =====—===> Ptr3 ---> NH2
P6 =—=======> Ptr4 -+-> NH2
P7 ========> Ptr4 -+

Figure 5 Indirect FIB for ASBR protection
If, for exanple, ASBR1l goes down, this affects prefixes Pl through

P4. In order to set the correct backup routes, the container
referenced by Ptrl needs to be updated to NH2 (next-hop of ASBR2) but

Csaszar et al. Expi res Decenber 6, 2012 [ Page 18]



Internet-Draft | PFRR- FN June 2012

the |l ocation referenced by Ptr2 needs to be updated to NH3 (next-hop
of ASBR3). This means that P1 and P2 may constitute the sane FEC but
P3 and P4 needs to be another FEC so that there backups can be set

i ndependent | y.

Note that the routes towards ASBR2 or ASBR3 nmy have changed, too
For exanple, if after the failure ASBR3 woul d use a new next-hop NH5,
then the container referenced by Ptr2 should be updated to NH5. A
resulting detour FIB is shown in the follow ng figure.

FI B | ookup

NH4

NH2

NH5

X

P1 ========> Ptrl1 -+-> NH2
P2 ========> Ptrl -+
P3 ========> Ptr2 -+-> NH5
P4 —=======> Ptr2 -+
P5 —=======> Ptr3 ---> NH2
P6 ========> Ptr4 -+-> NH2
P7 ========> Ptr4 -+

Figure 6 Indirect "detour” FIB in case of ASBR1 failure

During pre-cal culation, the control plane pre-downl oaded the failure
identifier of ASBRL and assigned NH5 as the failure specific backup
for routes for ASBR3 and pointer Ptr2 and assigned NH2 as the failure
specific backup for the route referenced by Ptril

5.3.2.2. Primary and Backup ASBR in Different Areas

By default, the scope of FN nessages is linmited to a single routing
ar ea.

The | PFRR-FN application of FN, nay, however, need to redistribute
some specific notifications across areas in a linmted manner.

If an ASBR1 in Areal goes down and sone prefixes need to use ASBR2 in
anot her Area2, then, besides Areal, routers in Area2 need to know
about this failure. Since communication between non-backbone areas is
done through the backbone areas, it may al so need the infornation.
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Naturally, if ASBR2 resides in the backbone area, then the FN of
ASBR1 failure needs to be | eaked only to the backbone area.

Leaking is facilitated by area border routers (ABR). During failure
preparati on phase, the routing engine of an ABR can deternine that
for an intra-area ASBR the backup ASBRis in a different area to
which it is the ABR Therefore, the routing engine installs such
intra-area ASBRs in an "FN redistribution list" at the datapl ane
cards.

The ABR, after receiving FN nessages, may conclude in its state
machi ne that a node failure happened. If this node failure is in the
redistribution list, the ABRwill generate an FN with the foll ow ng
dat a:

0 1 2 3

01234567890123456789012345678901
B E e r e s i s i o T T s S S S S 2
| 16 | 0x008 | AuType| unused |
B i s T T S T et S S T S I T s sl s ol ST S S S
| ABR Router ID |
B T i S S i S T h T i S S S S e
| ASBR Router |ID |
B E e r e s i s i o T T s S S S S 2
| 0x0 |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Sequence Numnber |
B T i S S i S T h T i S S S S e
| Sequence Nunber (cont’d) |
B E e r e s i s i o T T s S S S S 2

This message is then distributed to the nei ghbour area specified in
the redistribution Iist as a regular FN nessage. A Link ID of 0x0
specifically signals in the neighbour area that this failure is a
known node failure of the node specified by the "Nei ghbour Router |D'
field (which was set to the failed ASBR s I D).

ABRs in a non-backbone area need to prepare to redistribute ASBR
failure notifications fromwithin their area to the backbone area.

ABRs in the backbone area need to prepare to redistribute an ASBR
failure notification fromthe backbone area to that area where a
backup ASBR resi des.

Consi der the previous exanple, but now let us assume that the current

area is Area0, ASBR2 and ASBR3 reside in Areal (reachabl e through
ABR1) but ASBR 4 resides in Area2 (reachable through ABR2). The
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resulting FIBs are shown in the following figures: in case of ASBR2
failure, only Ptr4 needs an update.

FI B | ookup
ABR1l ========> NH6
ABR2 ========> NHY
( ASBR4 [/ may or may not be in the FIB
(ASBR2 [/may or may not be in the FIB
( ASBR3 [/ may or may not be in the FIB
( ASBR1 [/ may or may not be in the FIB
Pl  ========> Ptrl -+-> NHL
P2 ========> Ptrl1 -+
P3  ========> Ptr2 -+-> NHL
P4 —=======> Ptr2 -+
P5 ========> Ptr3 ---> NH6
P6 ========> Ptr4 -+-> NH6
P7 ========> Ptr4 -+

Figure 7 Indirect FIB for inter-area ASBR protection
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FI B | ookup
ABR1l ========> NH6
ABR2 ========> NH7

[/ may or may not be in the FIB
[/ may or may not be in the FIB
[/ may or may not be in the FIB
[/ may or may not be in the FIB

P1 ========> Ptrl1 -+-> NH1
P2 ========> Ptrl1 -+
P3 —=======> Ptr2 -+-> NH1L
P4 ========> Ptr2 -+
P5 ========> Ptr3 ---> NH6
P6 ========> Ptr4 -+-> NH7
P7 —=======> Ptr4 -+

Figure 8 Indirect "detour"” FIB for inter-area ASBR protection, ASBR2
failure

5.4. Application to LDP

It is possible for LDP traffic to foll ow paths other than those
indicated by the IGP. To do so, it is necessary for LDP to have the
appropriate | abels available for the alternate so that the
appropriate out-segnents can be installed in the forwarding pl ane
before the failure occurs.

This means that a Label Switching Router (LSR) running LDP nust
distribute its | abels for the Forwardi ng Equi val ence O asses (FECs)
it can provide to all its neighbours, regardl ess of whether or not
they are upstream Additionally, LDP must be acting in liberal |abe
retenti on node so that the | abels that correspond to nei ghbours that
aren’t currently the primary nei ghbour are stored. Sinmilarly, LDP
shoul d be in downstream unsolicited node, so that the | abels for the
FEC are distributed other than al ong the SPT.

The above criteria are identical to those defined in [ RFC5286].
In 1P, a received FN nessage may result in rewiting the next-hop in
the FIB. If LDP is applied, the |l abel FIB al so needs to be updated in

accordance with the new next-hop; in the LFIB, however, not only the
outgoing interface needs to be replaced but also the |abel that is
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valid to this non-default next-hop. The latter is available due to
liberal | abel retention and unsolicited downstream node.

5.5. Application to VPN PE Protection

Protecting agai nst (egress) PE router failures in VPN scenarios is
conceptually simlar to protecting against ASBR failures for Internet
traffic. The difference is that in case of ASBR protection core
routers are normally aware of external prefixes using iBGP, while in
VPN cases P routers can only route inside the domain. In case of
VPNs, tunnels running between ingress PE and egress PE decrease the
burden for P routers. The task here is to redirect traffic to a
backup egress PE.

Egress PE protection effectively calls out for an explicit failure
notification, yet existing proposals try to avoid it.

[I-D. bashandy- bgp- edge- node-frr] proposes that the P routers adjacent
to the primary PE maintain the necessary routing state and perform
the tunnel decaps/re-encaps to the backup PE, thereby proposing

consi derabl e complexity for P routers.

[I-D.ietf-pwe3-redundancy] describes a nmechani smfor pseudowi re
redundancy, where PE routers need to run nulti-hop BFD sessions to
detect the loss of a primary egress PE. This leads to a potentially
full mesh of multihop BFD session, which is a tremendous conplexity.
In addition, in sone cases the egress PE of the secondary PW mi ght
need to explicitly set the PWstate from standby to active.

FN provi des the needed mechanismto actively informall nodes
including PE routers that a failure happened, and also identifies
that a node failure happened. Furthernore, since both the ingress PE
and the secondary egress PE are inforned, all information is

avail able for a proper switch-over. This is without a full nesh of
BFD sessions running all the tine between PE routers.

5. 6. Bypassing Legacy Nodes

Legacy nodes, while cannot originate fast notifications and cannot
process themeither, can be assuned to be able to forward the
notifications. As [fn-transport] discusses, FN forwarding is based on
multicast. It is safe to assune that |egacy routers’ multicast
configuration can be set up statically so as to be able to propagate
fast notifications as needed.

When cal culating failure specific alternative routes, |PFRR-FN
capabl e nodes nust consi der | egacy nodes as being fixed directed
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I inks since | egacy nodes do not change packet forwarding in the case
of failure. There are situations when an FN-1PFRR capabl e node can
exceptional ly, bypass a non-1PFRR-FN capabl e node in order to handle
a renote failure.

As an exanpl e consider the topology depicted in Figure 9, where the
link between C and D fails. C cannot locally repair the failure.

+-- -+ +-- -+ +-- -+ +-- -+
| Ef---1 Fl---] G|---| H|
+-- -+ +-- -+ +-- -+ +-- -+

I / I

I / I

I / I
+-- -+ +-- -+ +-- -+ +-- -+
| Al---1 B|---] C|-X| D|
+-- -+ +-- -+ +-- -+ +-- -+

> > >

Traffic fromA to D

Fi gure 9 Exanple for bypassing | egacy nodes

First, let us assune that each node is | PFRR-FN capable. C would
advertise the failure information using FN. Each node | earns that the
link between C and D fails, as a result of which C changes its
forwarding table to send any traffic destined to Dvia B. B al so
makes a change, replacing its default next-hop (C) with G Note that
ot her nodes do not need to nodify their forwarding at all

Now, | et us assune that B is a |egacy router not supporting | PFRR-FN
but it is statically configured to nmulticast fast notifications as
needed. As such, A wll receive the notification. A's pre-

cal cul ati ons have been done knowi ng that B is unable to correct the
failure. Node A, therefore, has pre-calculated E as the failure
specific next-hop. Traffic entering at A and heading to D can thus be
repaired.

5.7. Capability Advertisenent
The solution requires nodes to know which other nodes in the area are
capabl e of IPFRR-FN. The nost straightforward way to achieve this is

torely on the Router Capability TLVs available both in
OSPF [ RFC4970] and in IS 1S [RFC4971].
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5.8. Constraining the Dissenination Scope of Fast Notification Packets

As discussed earlier in Section 4.4. it is desirable to constrain the
di ssem nati on scope of failure notification nessages. This section
presents three candi date nethods for controlling the scope of failure
notification: (1) Pre-configure the TTL for FN nessages in routers
based on best current practices and rel ated studi es of available ISP
and enterprise network topol ogies; (2) dynamically cal culate the

m ni mum TTL val ue needed to ensure 100% renote LFAP coverage; and (3)
dynanmical ly cal cul ate the set of neighbours for which FN nessage
shoul d given the identity of the Iink that has failed.

These candi date di ssem nation options are nechanisns with different
|l evels of optimality and conplexity. The intent here is to present
some options that will generate further discussion on the tradeoffs
bet ween di fferent FN nessage scopi ng net hods.

5.8.1. Pre-Configured FN TTL Setting

As discussed, earlier in Section 4.4. studies of various network
topol ogi es suggest that a fixed TTL setting of 2 hops may be
sufficient to ensure failure notification nessage for typical OSPF
area topol ogies. Therefore, a potentially sinple solution for
constrai ning FN nmessage di ssemination is for network managers to
configure their routers with fixed TTL setting (e.g., TTL=2 hops) for
FN messages. This TTL setting can be adjusted by network managers to
consi der inplenentation-specific details of the topol ogy such as
configuring a larger TTL setting for topol ogi es containing, say,

| arge ring sub-graph structures.

In terms of performance trades, pre-configuring the FN TTL, since it
is fixed at configuration tinme, incurs no conputational overhead for
the router. On the other hand, it represents a configurable router
paraneter that network adm nistrators nust nmanage. Furthernore, the
fixed, pre-configured FN TTL approach is sub-optinmal in terns of

constrai ning the FN di ssemination as nost single link events will not
require FN nessages send to up to TTL hops away fromthe failure
site.

5.8.2. Advanced FN Scopi ng

Wiile the static pre-configured setting of the FN TTL will likely
work in practice for a wide range of OSPF area topologies, it has at
two | east weaknesses: (1) There nay be certain topol ogies for which
the TTL setting happens to be insufficient to provide the needed
failure coverage; and (2) as discussed above, it tends to result in
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FN bei ng dissenminated to a larger radius than needed to facilitate
re-routing.

The solution to these drawbacks is for routers to dynamically conpute

the FN TTL radi us needed for each of the local links it nonitors.
Doi ng so addresses the two weakness of a pre-configured TTL setting
by conmputing a custom TTL setting for each of its local |inks that

mat ches exactly the FN nessage radius for the given topology. The
drawback, of course, is the additional computations. However, given
a quasi-static network topology, it is possible this dynamc FN TTL
conmputation is perforned infrequently and, therefore, on average
incurs relatively small conputation overhead.

While a pre-configured TTL elim nates conputation overhead at the
expense of FN di ssem nation overhead and dynami c updates of the TTL
settings achieve better dissem nation efficiency by incurring sone
conmput ational conplexity, directed FN nessage forwardi ng attenpts to
nm ninize the FN di ssem nation scope by | everagi ng additiona
conputation power. Here, rather than conputing a FN TTL setting for
each local link, a network enploying directed forwardi ng has each
router instance R conpute the sets of one-hop neighbours to which a
FN message nust be forwarded for every possible failure event in the
routing area. This has the beneficial effect of constraining the FN
scope to the direction where there are nodes that require the FN
update as opposed to dissenminating to the entire TTL hop radi us about
a failure site. The trade off here, of course, is the additiona
comput ation conplexity incurred and the mai ntenance of forwarding
state for each possible failure case. Reference [Cev2010] gives an
algorithmfor finding, for each failure event, the direct neighbours
to which the notification should be forwarded.

6. Protection agai nst Replay Attacks

To defend agai nst replay attacks, recipients should be able to ignore
a re-sent recording of a previously sent FN packet. This suggests
that sonme sort of sequence nunber should be included in the FN
packet, the verification of which should not need control plane

i nvol venent. Since the solution should be sinple to inplenment in the
dat apl ane, maintai ning and verifying per-source sequence nunbers is
not the best option

We propose, therefore, that nessages shoul d be stanped with the

di gest of the actual routing configuration, i.e., a digest of the
link state database of the link state routing protocol. The di gest
has to be picked carefully, so that if two LSDBs describe the sane
connectivity information, their digest should be identical as well,
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and different LSDBs should result in different digest values with
hi gh probability.

The conceptual way of handling these digests could be the foll ow ng:

o When the LSDB changes, the IGP re-cal cul ates the digest and
downl oads the new value to the dataplane elenment(s), in a secure
way.

0 Wihen a FN packet is originated, the digest is put into the FN
message i nto the Sequence Nunber field.

0 Network nodes distribute (forward) the FN packet.

0 \When processing, the dataplane elenent first perforns an
aut henti cation check of the FN packet, as described in [fn-
transport].

o Finally, before processing the failure notification, the datapl ane
el ement shoul d check whether its own known LSDB digest is
identical with the one in the nessage.

If due to a failure event a node dissenminates a failure notification
with FN, an attacker m ght capture the whol e packet and re-send it
later. If it resends the packet after the I GP re-converged on the new
topol ogy, the active LSDB digest is different, so the packet can be
ignored. If the packet is replayed to a recipient who still has the
same LSDB digest, then it neans that the original failure
notification was al ready processed but the | GP has not yet finished
convergi ng; the | PFRR detour is already active, the replica has no

i mpact .
6.1. Cal culating LSDB Di gest

We propose to create an LSDB digest that is conceptually simlar
to [1SISDigest]. The operation is proposed to be the foll ow ng:

0 Create a hash fromeach LSA(OSPF)/LSP(1SI'S) one by one
0 XOR these hashes together
0 Wien an LSA/LSP is renoved, the new LSDB di gest is received by

computing the hash of the renmoved LSA, and then XOR to the
exi sting digest
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0 When an LSA/LSP is added, the new LSDB digest is received by
computing the hash of the new LSA, and then XOR to the existing
di gest

7. Security Considerations

The | PFRR application of Fast Notification does not raise further
known security consideration in addition to those already present in
Fast Notification itself. If an attacker could send false Failure
Identification Messages or could hinder the transm ssion of |ega
nmessages, then the network woul d produce an undesired routing

behavi our. These issues should be sol ved, however, in [fn-transport].

| PFRR-FN relies on the authentication mechani sm provided by the Fast
Notification transport protocol [fn-transport]. The specification of
the FN transport protocol requires applications to protect against
replay attacks with application specific sequence nunbers. This
draft, therefore, describes its own proposed sequence nunber in
Section 5.8. 1.

8. | ANA Consi derations

The Failure ldentification nessage types need to be allocated a val ue
in the FN App Type field.

| PFRR- FN capability needs to be allocated within Router Capability
TLVs both for OSPF [ RFC4970] and in IS-1S [ RFC4971].
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Appendi x A Menory Needs of a Naive |nplenentation

Practi cal background m ght suggest that storing and maintai ni ng
backup next-hops for many potential renote failures could overwhel m
the resources of router linecards. This section attenpts to provide a
cal cul ation describing the approximate nmenory needs in reasonable
sized networks with a possible inplenmentation

A. 1. An Exanpl e |Inplenentation

Let us suppose that for exterior destinations the forwarding engi ne
is using recursive lookup or indirection in order to inprove updating
time such as described in Section 5.3. W are also supposing that the
concept of "prefix groups" is applied, i.e. there is an interna
entity for the prefixes using exactly the same primary and backup
ASBRs, and the next hop entry for a prefix anong themis pointing to
the next hop towards this entity. See e.g. Figure 7

In the sequel, the termof "area" refers to an extended area, made up
by the OSPF or IS 1S area containing the router, with the prefix
groups added to the area as virtual nodes. Naturally, a prefix group
is connected to the egress routers (ABRs) through which it can be
reached. W just need to react to the failure ID of an ASBR for all
the prefix groups connected to that ASBR; technically, we nust
suppose that one of the virtual links of all the affected prefix
groups go down.

Here we show a sinple naive inplenentation which can easily be beaten
in real routers. This inplenentation uses an array for all the nodes
(including real routers and virtual nodes representing prefix groups)
in the area (node array in the sequel), nmade up by two pointers and a
length filed (an integer) per record. One of the pointers points to
another array (called alternative array). That second array is

basi cally an enuneration containing the I Ds of those failures

i nfluencing a shortest path towards that node and an alternative

nei ghbor, which can be used, when such a failure occurs. Wen a
failure is detected, (either locally, or by FN), we can easily find
the proper record in all the lists. Mreover, since these arrays can
be sorted based on the failure I D, we can even use binary search to
find the needed record. The length of this array is stored in the
record of the node array pointing to the alternative list.

Now, we only need to know, which records in the FIB should be

updated. Therefore there is a second pointer in the node array
pointing to that record
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\ |/ \ |/ \ |/ \ |/

Fomm oo - Fomm oo - Fomm oo - +- - B +
| faill | fail2 | fail3 | | failk |
| alt.12 | alt.2 | alt.3 | ... | alt.k
Fomme - Fomme - Fomme - +- - . +
| fail4d | | failb |
| alt.4 | | alt.5 |
Fomm oo - + Fomm oo - +
| fail6 |
| alt.6 |
Fomme - +

Fi gure 10The way of storing alternatives
A. 2. Estimation of Menory Requirenents.

Now, suppose that there are V nodes in the extended area, the network
dianmeter is D, a neighbor descriptor takes X bytes, a failure ID
takes Y bytes and a pointer takes Z bytes. W suppose that | ookup for
external prefixes are using indirection, so we only need to deal with
destinations inside the extended area. In this way, if there is no
ECMP, this data structure takes

(2%Z+Y)*(V-1) + 2% (X+Y)*D* (V- 1)

bytes altogether. The first part is the menmory consunption of the
node array. The menory needed by alternative arrays: any path can
contain at nost D nodes and D |links, each record needs X+Y bytes;
there are records for all the other nodes in the area (V-1 nodes).
bserve that this is a very rough overestinmation, since nost of the
possible failures influencing the path will not change the next hop

For computing menory consunption, suppose that nei ghbor descriptors,
failure IDs and pointers take 4 bytes, there are 10000 nodes in the
extended area (so both real routers and virtual nodes representing
prefix groups are included) and the network diameter is 20 hops. In
this case, we get that the node array needs about 120KB, the
alternative array needs about 3.2MB, so altogether 3.4MB if there is
no ECVMP. Cbserve that the nunber of external prefixes is not

i mportant.
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If however, there are paths with equal costs, the size of the
alternative array increases. Suppose that there are 10 equal paths
bet ween ANY two nodes in the network. This would cause that the
alternative list gets 10 tines bigger, and now it needs a bit |ess
than 32MB. Cbserve that the node array still needs only about 160KB
so 32MB is a good overestimation, which is likely acceptable for
nmodern |inecards with gigs of DRAM Myreover, we need to stress here
again that this is an extrenely rough overestimation, so in reality
much | ess nenory will be enough. Furthernore, usually only protecting
outer prefixes is needed, so we only need to protect the paths
towards the prefix groups, which further decreases both the size of
node array and the nunmber of alternative |ists.

A.3. Estimation of Fail over Tine

After a failover was detected either locally or by using FN, the
nodes need to change the entries in their FIB. Here we do a rough
estinmation to show that the previous inplenmentation can do it in at
nmost a few nmilliseconds.

We are supposing that we have the data structure described in the
previ ous section. Wen a failure happens we need to decide for each
node in the node table whether the shortest path towards that
destination was influenced by the failure. W can sort the elenents
in the alternative list, so now we can use binary search, which needs
ceil (log(2D)) nenory access (log here has base 2) for worst case. W
need one nore access to get the node list entry and another to
rewite the FIB

We suppose DDR3 SDRAM with 64 byte cache line, which neans that up to
8 entries of the alternative list can be fetched fromthe RAM at a
time, so the previous formula is nodified as we need ceil (log(D/4))+2
transactions. In this way for D=20 and V=10.000 we need

(3+2)*10. 000=50. 000 transactions. |If we suppose 10 ECVP paths as
previously, D=200 and we need (5+2)*10000=70. 000 transacti ons.

We can do a very conservative estimation by supposing a recent DDR3
SDRAM nodul e whi ch can do 5MI/s with conpl etely random access, so
doi ng 50. 000 or 70.000 transaction takes 10ns or 14nms. Keep in m nd
that we assuned that there is only one nenory controller, we always
got the result of the search with the last read, and all the
alternative lists were full. Mreover, internal system|atencies
(e.g. multiple nenory requests) were overestimated seriously, since a
DDR3 SDRAM can reach even 6 tinmes this speed with random access.
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Appendi x B. | mpact Scope of Fast Notification

The menory and fail-over tine cal culations presented in Appendi x A
are based on worst-case estimation. They assune that basically in a
network with dianeter equal to 20 hops, each failure has a route
changi ng consequence on all routers in the full diameter.

This section provides experinmental results on real-world topol ogies,
showi ng that already 100% fail ure coverage can be achieved within a
2-hop radius around the failure.

We performed the coverage anal ysis of the fast reroute nechani sm
presented here on realistic topol ogies, which were generated by the
BRI TE t opol ogy generator in bottomup node [BRITE]. The coverage
percentage is defined here as the percentage of the nunber of useable
backup paths for protecting the primary paths which are fail ed
because of link failures to the nunber of all failed prinmry paths.

The realistic topol ogies include AT&T and DFN using pre-determ ned
BRI TE paraneter values from[BRI TE] and various random topol ogi es
with different nunmber of nodes and varyi ng network connectivity. For
exanpl e, the nunber of nodes for AT&T and DFN are 154 and 30,
respectively, while the nunber of nodes for other random topol ogi es
is varied from20 to 100. The BRI TE paraneters which are used in our
t opol ogy generation process are sunmmarized in Figure 11 (see [BRI TE
for the details of each paraneter). In sumary, mrepresents the
average number of edges per node and is set to either 2 or 3. A

uni form bandwi dth distribution in the range 100-1024 Mops is sel ected
and the link cost is obtained deterministically fromthe |ink

bandwi dth (i.e., inversely proportional to the Iink bandw dth as used
by many vendors). Since the values for p(add) and beta determi ne the
nunber of edges in the generated topol ogies, their values are varied
to obtain network topologies with varying connectivity (e.g., sparse
and dense).
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|- | oo |
| | Bottom up |
R AEEEEEEEEEEEE R RREEEEEEEE, |
| G ouping Mdel | Random pi ck [
| Model | GP |
| Node Pl acenent | Random |
| Gowh Type | I'ncrenental |
| Preferential Connectivity | On |
| BWDistribution |  Uniform |
| M nimum BW | 100 [
|  Maxi mum BW | 1024 |
| m | 2-3 [
| Nunber of Nodes (N) | 20, 30, 50,100, 154 |
| p(add) | 0.01,0.05,0.10,0.42

| Dbeta | 0.01,0.05,0.15,0.62 |
| oo R hEEEEEEEEEE |

Figure 11 BRI TE t opol ogy generator paraneters

The coverage percentage of our fast reroute method is reported for
different network topologies (e.g., different nunber of nodes and
varyi ng network connectivity) using nei ghborhood depths of 0, 1, and
2. (i.e., X=0, 1, and 2). For a particular failure, backup routes
protecting the failed primary paths are cal culated only by those
nodes which are within the selected radious of this failure. Note
that these nodes are determ ned by the parameter X as follows: For

X=0,
X=1,

li nks of these two nodes,

two nodes which are directly connected to the failed link, for
two nodes which are directly connected to the failed |ink and
al so nei ghboring nodes which are adjacent to one of the outgoing

and so on.

The coverage percentage for a certain topology is conputed by the
followi ng fornul a: Coverage Percentage = N _backupsexi st*100/ N_f pp
wher e N _backupsexi st

primary paths are fail ed because of
pat hs for protecting these failed paths,

i s the nunber of source-destination pairs whose

link failures and have backup

and N fpp is the nunber of

source-destination pairs whose prinmary paths are fail ed because of
link failures. The source-destination pairs, in which source and
destination nodes do not have any physical connectivity after a
failure, are excluded from N fpp. Note that the coverage percentage
i ncludes a network-wi de result which is cal culated by averaging all
coverage results obtained by individually failing all edges for a
certain network topol ogy.

Figure 12 shows the coverage percentage results for random topol ogi es
with different nunber of nodes (N) and network connectivity, and
Fi gure 13 shows these results for AT&T and DFN topol ogies. In these
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figures, E_nmean represents the average nunber of edges per node for a
certain topology. Note that the average number of edges per node is
determ ned by the paraneters m p(add), and beta. W observed that

E nean increases when p(add) and beta val ues increase. For each

t opol ogy, coverage analysis is repeated for 10 topol ogi es generated
random y by using the same BRI TE paraneters. E_nean and coverage
percentage are obtai ned by averaging the results of these ten

experi nments.

I I

| p(add)=0.01 |20 |3. . . .

|beta=0.01 |50 |3.86 |82.10 |98.69 |100.0 |
| 3

I I

| p(add)=0.05 |20 | 3. . . .

| beta=0.05 |50 |4.01 |84.17 [99.09 |100.0 |
| 4 .

I I

|p(add)=0.1 |20 |5.52 |93.24 |100.0 |100.0 |

|beta=0.15 |50 |6.21 |91.46 |99.87 |100.0 |
|6.39 |91.17 |99.86 |100.0

Figure 12 Coverage percentage results for random topol ogi es

| p(add) =0. 42 | 154 (AT&T) |6.88 |91.04 |99.81 |100.0
| beta=0.62 |30 (DFN) |8.32 |93.76 |100.0 |100.0

Fi gure 13 Coverage percentage results for AT&T and DFN topol ogi es

There are two nmain observations fromthese results:

1. As the nei ghborhood depth (X) increases the coverage percentage
i ncreases and the conplete coverage is obtained using a | ow

nei ghbor hood depth value (i.e., X=2). This result is significant
since failure notification nessage needs to be sent only to nodes
whi ch are two-hop away fromthe point of failure for the conplete
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coverage. This result supports that our nethod provides fast
convergence by introducing mninmal signaling overhead within only the
t wo- hop nei ghbor hood.

2. The topol ogies with higher connectivity (i.e., higher E nean

val ues) have better coverage conpared to the topol ogies with | ower
connectivity (i.e., lower E_nmean values). This is an intuitive result
since the nunber of possible alternate hops in dense network
topol ogi es is higher than the nunber of possible alternate hops in
sparse topol ogi es. This phenonenon increases the |ikelihood of
findi ng backup paths, and therefore the coverage percentage.
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