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Abst ract

This docunent specifies a franmework for support of conposite link in
MPLS networks. A conposite link consists of a group of honmbgenous or
non- honogenous |inks that have the sanme forward adjacency and can be
considered as a single TElink or an IP link in routing. A conposite
link relies on its conmponent links to carry the traffic over the
conmposite link. Applicability is described for a single pair of
MPLS- capabl e nodes, a sequence of MPLS-capabl e nodes, or a set of

| ayer networks connecting MPLS-capabl e nodes.
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1.

1.

I nt roducti on

Conposite Link functional requirenents are specified in
[I-Dietf-rtgwg-cl-requirenment]. Conposite Link use cases are
described in [I-D.symmvo-rtgwg-cl -use-cases]. This docunent
specifies a framework to neet these requiremnents.

Classic multipath, including Ethernet Link Aggregation has been

wi dely used in today’'s MPLS networks [ RFC4385][ RFC4928]. dd assic
mul ti path using non-Ethernet |inks are often advertised using MPLS

Li nk bundling. A link bundle [ RFC4201] bundl es a group of
honmogeneous links as a TE link to make | GP-TE i nformati on exchange
and RSVP-TE signaling nore scalable. A conposite link allows
bundl i ng non- honbgenous |inks together as a single logical link. The
nmotivations for using a conposite link are descried in
[I-D.ietf-rtgwg-cl-requirenment] and [I-D. symvo-rtgwg-cl -use-cases].

Thi s docunment describes a conposite link framework in the context of
MPLS networks using an | GP-TE and RSVP-TE MPLS control plane with
GWPLS ext ensi ons [ RFC3209] [ RFC3630] [ RFC3945] [ RFC5305] .

A conposite link is a single logical link in MPLS network that
contains nultiple parallel conponent |inks between two MPLS LSR
Unlike a Iink bundle [ RFC4201], the conponent links in a conposite
link can have different properties such as cost or capacity.

Speci fic protocol solutions are outside the scope of this docunent,
however a framework for the extension of existing protocols is

provi ded. Backwards conpatibility is best achieved by extending

exi sting protocols where practical rather than inventing new
protocols. The focus is on exani ning where existing protoco

mechani sms fall short with respect to [I-D.ietf-rtgwg-cl-requirenent]
and on extensions that will be required to accommopdate functionality
that is called for in [I-Dietf-rtgwg-cl-requirenent].

1. Architecture Summary

Net wor ks aggregate information, both in the control plane and in the
data plane, as a neans to achieve scalability. A tradeoff exists
bet ween the needs of scalability and the needs to identify differing
path and link characteristics and differing requirenents anong fl ows
contained within further aggregated traffic flows. These tradeoffs
are discussed in detail in Section 3.

Sone aspects of Conposite Link requirenents present challenges for
which nultiple solutions may exist. In Section 4 various challenges
and potential approaches are di scussed.
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A subset of the functionality called for in
[I-D.ietf-rtgwg-cl-requirement] is avail able through MPLS Link
Bundl i ng [ RFC4201]. Link bundling and ot her existing standards
applicable to Conposite Link are covered in Section 5.

The nost straightforward neans of supporting Conposite Link
requirenents is to extend MPLS protocols and protocol semantics and
in particular to extend link bundling. Extensions which have already
been proposed in other docunments which are applicable to Conposite
Link are discussed in Section 6.

Goal s of nobst new protocol work within IETF is to reuse existing
protocol encapsul ati ons and nmechani sns where they nmeet requirenents
and extend existing nmechani sns such that additional conplexity is
m nimzed while nmeeting requirenments and such that backwards
conpatibility is preserved to the extent it is practical to do so.
These goals are considered in proposing a franmework for further
prot ocol extensions and nmechani sns in Section 7.

1.2. Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

1.2.1. Term nol ogy

Term nol ogy defined in [I-D.ietf-rtgwg-cl-requirenent] is used in
t hi s docunent.

The abbreviation IG>-TE is used as a shorthand indicating either
OSPF- TE [ RFC3630] or |SIS-TE [ RFC5305] .

2. Conposite Link Key Characteristics

[I-Dietf-rtgwg-cl-requirement] defines external behavior of
Conposite Links. The overall franmework approach invol ves extendi ng
exi sting protocols in a backwards comnpati bl e manner and reusing
ongoi ng work el sewhere in | ETF where applicable, defining new
protocol s or senantics only where necessary. G ven the requirenents,
and this approach of extending MPLS, Conposite Link key
characteristics can be described in greater detail than given

requi renents al one
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2.1. Flow ldentification

Traffic mapping to conponent links is a data pl ane operation

Control over how the mapping is done nay be directly dictated or
constrained by the control plane or by the nanagenent plane. Wen
unconstrained by the control plane or managenment plane, distribution
of traffic is entirely a local matter. Regardless of constraints or
| ack or constraints, the traffic distribution is required to keep
packets belonging to individual flows in sequence and neet QS
criteria specified per LSP by either signaling or managenent

[ RFC2475] [ RFC3260] . A key objective of the traffic distribution is
to not overload any conponent |ink, and be able to performloca
recovery when one of conponent link fails.

The networ k operator may have ot her objectives such as placing a
bidirectional flow or LSP on the sane conponent link in both
direction, |oad balance over conponent |inks, conposite |ink energy
saving, and etc. These new requirenents are described in
[I-Dietf-rtgwg-cl-requirenment].

Exanpl es of neans to identify a flow may in principle include:
1. an LSP identified by an MPLS | abel

2. a sub-LSP [I-D. konpel | a-npl s-rsvp-ecnp] identified by an MPLS
| abel ,

3. a pseudowire (PW [RFC3985] identified by an MPLS PW /| abel

4. a flow or group of flows within a pseudowire (PW [RFC6391]
identified by an MPLS fl ow | abel

5. aflowor flowgroup in an LSP [I-D.ietf-npls-entropy-|abel]
identified by an MPLS entropy | abel

6. all traffic between a pair of IP hosts, identified by an IP
source and destination pair,

7. a specific connection between a pair of |IP hosts, identified by
an | P source and destination pair, protocol, and protocol port
pair,

8. a layer-2 conversation within a pseudowire (PW, where the
identification is PWpayl oad type specific, such as Ethernet MAC
addresses and VLAN tags within an Ethernet PW (RFC4448).

Al though in principle a |ayer-2 conversation within a pseudowi re
(PW, rmay be identified by PWpayload type specific information, in
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practice this is inpractical at LSP nidpoints when PWare carri ed.
The PWingress may provide equivalent information in a PWflow | abe
[ RFC6391]. Therefore, in practice, item #8 above is covered by

[ RFC6391] and rmay be dropped fromthe |ist.

An LSR nust at |east be capable of identifying fl ows based on MPLS

| abel s. Most MPLS LSP do not require that traffic carried by the LSP
are carried in order. MLS- TP is a recent exception. If it is
assuned that no LSP require strict packet ordering of the LSP itself
(only of flows within the LSP), then the entire | abel stack can be

used as flowidentification. |f sonme LSP may require strict packet
ordering but those LSP cannot be distingui shed fromothers, then only
the top | abel can be used as a flowidentifier. |If only the top

| abel is used (for exanple, as specified by [ RFC4201] when the "all -
ones" conponent described in [RFC4201] is not used), then there may
not be adequate flow granularity to acconplish well balanced traffic
distribution and it will not be possible to carry LSP that are |arger
t han any individual conmponent |ink

The nunber of flows can be extrenely large. This nmay be the case
when the entire | abel stack is used and is always the case when IP
addresses are used in provider networks carrying Internet traffic.
Current practice for native IP load balancing at the tinme of witing
were docunented in [ RFC2991], [RFC2992]. These practices as

descri bed, make use of | P addresses. The commopn practices were
extended to include the MPLS | abel stack and the common practice of
| ooking at I P addresses within the MPLS payl oad. These extended
practices are described in [ RFC4385] and [ RFC4928] due to their

i mpact on pseudow res without a PWE3 Control Wrd. Additional detai
on current nmultipath practices can be found in the appendi ces of
[1-D.synmvo-rt gwg-cl -use-cases] .

Using only the top | abel supports too coarse a traffic bal ance.

Using the full label stack or | P addresses as flow identification
provides a sufficiently fine traffic balance, but is capable of

i dentifying such a high nunber of distinct flows, that a techni que of
groupi ng flows, such as hashing on the flow identification criteria,
becones essential to reduce the stored state, and is an essentia
scaling technique. Oher means of grouping flows nmay be possible.

In summary:

1. Load bal ancing using only the MPLS | abel stack provides too
coarse a granularity of |oad bal ance

2. Tracking every flowis not scalable due to the extrenely |arge
nunber of flows in provider networks.
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3. Existing techniques, |IP source and destination hash in
particul ar, have proven in over tw decades of experience to be
an excellent way of identifying groups of flows.

4, If a better way to identify groups of flows is discovered, then
that nmethod can be used.

5. I P address hashing is not required, but use of this technique is
strongly encouraged given the technique s |long history of
successful depl oynent.

2.2. Conposite Link in Control Plane

A composite Link is advertised as a single logical interface between
two connected routers, which forns forwardi ng adjacency (FA) between
the routers. The FA is advertised as a TE-link in a link state | GP
using either OSPF-TE or ISIS-TE. The |IGP-TE advertised interface
paraneters for the conposite link can be preconfigured by the network
operator or be derived fromits conmponent links. Conposite |ink
adverti senent requirenments are specified in
[I-D.ietf-rtgwg-cl-requirement].

In IGP-TE, a conposite link is advertised as a single TE |link between
two connected routers. This is sinmlar to a link bundl e [ RFC4201].

Li nk bundl e applies to a set of honogenous component Iinks.

Conposite link all ows honogenous and non- honbgenous conponent | i nks.
Due to the simlarity, and for backwards conpatibility, extending
link bundling is viewed as both sinple and as the best approach

In order for a route conputation engine to calculate a proper path
for a LSP, it is necessary for conposite link to advertise the
summari zed avail abl e bandwi dth as well as the maxi mum bandwi dt h t hat
can be made available for single flow (or single LSP where no finer
flowidentification is available). |If a conposite Iink contains sone
non- honogeneous conponent |inks, the conposite Iink also should
advertise the sumari zed bandwi dth and the naxi mum bandwi dth for
single flow per each honbgeneous conponent |ink group

Bot h LDP [ RFC5036] and RSVP-TE [ RFC3209] can be used to signal a LSP
over a conposite link. LDP cannot be extended to support traffic
engi neering capabilities [ RFC3468].

When an LSP is signaled using RSVP-TE, the LSP MJST be placed on the
component link that nmeets the LSP criteria indicated in the signaling
nessage.

When an LSP is signaled using LDP, the LSP MJST be placed on the
conponent link that neets the LSP criteria, if such a conponent |ink
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is available. LDP does not support traffic engineering capabilities,
i mposi ng restrictions on LDP use of Conposite Link. See
Section 4.2.5 for further details.

A conposite link may contai n non-honbgeneous conponent |inks. The
route conputing engi ne nay sel ect one group of conponent links for a
LSP. The routing protocol MJST make this grouping available in the
TE-LSDB. The route conputation used in RSVP-TE MJST be extended to
i nclude only the capacity of groups within a conposite |ink which
meet LSP criteria. The signaling protocol MJST be able to indicate
either the criteria, or which groups may be used. A conposite link
MUST pl ace the LSP on a conponent link or group which neets or
exceeds the LSP criteria.

Conposite link capacity is aggregated capacity. LSP capacity MAY be
| arger than individual conponent |ink capacity. Any aggregated LSP
can determ ne a bounds on the largest nicroflow that could be carried
and this constraint can be handl ed as foll ows.

1. If no information is avail abl e through signaling, managenent
pl ane, or configuration, the largest mcroflow is bound by one of
the foll ow ng:

A. the largest single LSP if nost traffic is RSVP-TE signal ed
and further aggregated,

B. the largest pseudowire if nost traffic is carrying pseudow re
payl oads that are aggregated w thin RSVP-TE LSP

C. or the largest source and sink interface if a | arge anount of
IP or LDP traffic is contained within the aggregate.

If a very large anmount of traffic being aggregated is IP or LDP
then the largest mcroflowis bound by the | argest conponent I|ink
on which IP traffic can arrive. For exanple, if an LSRis acting
as an LER and IP and LDP traffic is arrving on 10 Gb/s edge
interfaces, then no microflow larger than 10 Gb/s will be present
on the RSVP-TE LSP that aggregate traffic across the core, even
if the core interfaces are 100 Gb/s interfaces.

2. The prior conditions provide a bound on the |argest mcroflow
when no signaling extensions indicate a bounds. |If an LSP is
aggregating smaller LSP for which the | argest expected nicrofl ow
carried by the smaller LSP is signaled, then the | argest
m crof | ow expected in the containing LSP (the aggregate) is the
maxi mum of the | argest expected mcroflow for any contai ned LSP
For exanple, RSVP-TE LSP nmay be | arge but aggregate traffic for
whi ch the source or sink are all 1 Go/s or smaller interfaces
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(such as in nobile applications in which cell sites backhauls are
no larger than 1 Gb/s). |If this information is carried in the
LSP originated at the cell sites, then further aggregates across
a core may make use of this infornmation

3. The I GP nust provide the bounds on the largest nicroflow that a
conposite link can accommodate, which is the naxi num capacity on
a conponent link that can be made avail abl e by novi ng ot her
traffic. This information is needed by the ingress LER for path
det ermi nati on.

4. A neans to signal an LSP whose capacity is larger than individua
conponent |ink capacity is needed [I-D.ietf-rtgwg-cl-requirenent]
and al so signal the largest mcroflow expected to be contained in
the LSP. If a bounds on the largest microflowis not signaled
there is no neans to determine if an LSP which is |arger than any
conmponent link can be subdivided into flows and therefore shoul d
be accepted by adm ssion control

When a bidirectional LSP request is signaled over a conposite |ink
if the request indicates that the LSP nust be placed on the sane
conmponent link, the routers of the conposite link MJST place the LSP
traffic in both directions on a sane conponent link. This is
particularly challenging for aggregated capacity which nmakes use of
the | abel stack for traffic distribution. The two requirenents are
mutual Iy exclusive for any one LSP. No one LSP rmay be both I arger
than any i ndividual conmponent |ink and require symetrical paths for
every flow Both requirenents can be accomodated by the sane
conposite link for different LSP, with any one LSP requiring no nore
t han one of these two features.

I ndi vi dual conponent link nmay fail independently. Upon comnponent
link failure, a conposite |ink MJST support a mnimally disruptive
| ocal repair, preenpting any LSP which can no | onger be supported.
Avai |l abl e capacity in other conmponent |inks MJST be used to carry
i npacted traffic. The available bandwi dth after failure MJUST be
advertised inmmedi ately to avoid | ooped crankback.

When a conposite link is not able to transport all flows, it preenpts
sonme flows based upon | ocal nmanagenent configuration and inforns the
control plane on these preenpted flows. The conposite |ink MJST
support soft preenption [RFC5712]. This action ensures the remaining
traffic is transported properly. FR#10 requires that the traffic be
restored. FR#12 requires that any change be minimally disruptive.
These two requirements are interpreted to include preenption anong
the types of changes that nust be mninally disruptive.
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2.3. Conposite Link in Data Pl ane

The data plane nust first identify groups of flows. Flow
identification is covered in Section 2.1. Having identified groups
of flows the groups nust be placed on individual conponent |inks.
This second step is called traffic distribution or traffic placenent.
The two steps together are known as traffic bal ancing or | oad

bal anci ng.

Traffic distribution may be deternmined by or constrained by contro

pl ane or managenent plane. Traffic distribution nmay be changed due
to conponent |ink status change, subject to constraints inposed by

ei ther the managenment plane or control plane. The distribution
function is local to the routers in which a conmposite link belongs to
and is not specified here.

When performng traffic placenent, a conposite |link does not
differentiate nulticast traffic vs. unicast traffic.

In order to maintain scalability, existing data plane forwarding
retains state associated with the top label only. The use of flow
group identification is in a second step in the forwardi ng process.
Data pl ane forwardi ng nakes use of the top label to select a
composite link, or a group of conponents within a conposite link or
for the case where an LSP is pinned (see [ RFC4201]), a specific
component link. For those LSP for which the LSP selects only the
composite link or a group of components within a conposite |link, the
| oad bal anci ng nakes use of the flow group identification

The nmost conmon traffic placenent techni ques uses the a flow group
identification as an index into a table. The table provides an
indirection. The nunber of bits of hash is constrained to keep table
size small. Wiile this is not the best technique, it is the nost
common. Better techniques exist but they are outside the scope of
this docunent and sone are considered proprietary.

Requirements to limt frequency of |oad bal anci ng can be adhered to
by keeping track of when a flow group was | ast noved and i nposing a

m ni mum peri od before that flow group can be noved again. This is
straightforward for a table approach. For other approaches it may be
| ess straightforward but is acheivable.

3. Architecture Tradeoffs
Scalability and stability are critical considerations in protoco

desi gn where protocols nmay be used in a |arge network such as today’s
service provider networks. Conposite Link is applicable to networks
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whi ch are large enough to require that traffic be split over nultiple
paths. Scalability is a major consideration for networks that reach
a capacity large enough to require Conposite Link

Sone of the requirenents of Conposite Link could potentially have a
negative inpact on scalability. For exanple, Conposite Link requires
additional information to be carried in situations where conponent
links differ in sone significant way.

3.1. Scalability Mtivations

In the interest of scalability information is aggregated in
situations where information about a | arge anmount of network capacity
or a large anmount of network demand provides is adequate to neet
requirenents. Routing information is aggregated to reduce the anmount
of information exchange related to routing and to sinplify route
conputation (see Section 3.2).

In an MPLS network | arge routing changes can occur when a single
fault occurs. For exanple, a single fault may inpact a very large
nunber of LSP traversing a given link. As new LSP are signaled to
avoid the fault, resources are consuned el sewhere, and routing

prot ocol announcenents nust flood the resource changes. |If
protection is in place, there is |less urgency to convergi ng quickly.
If multiple faults occur that are not covered by shared risk groups
(SRG, then sonme protection may fail, adding urgency to converging
qui ckly even where protection was depl oyed.

Reduci ng the anmount of information allows the exchange of infornation
during a large routing change to be acconplished nore quickly and
simplifies route conputation. Sinplifying route conputation inproves
convergence tine after very significant network faults which cannot
be handl ed by preprovisioned or preconputed protection mechani sns.
Aggregating smaller LSP into larger LSP is a neans to reduce path
conmputation | oad and reduce RSVP-TE signaling (see Section 3.3).

Negl ecting scaling issues can result in performance issues, such as
sl ow convergence. Neglecting scaling in sone cases can result in
net wor ks whi ch perform so poorly as to becone unstable.

3.2. Reducing Routing Informati on and Exchange

Li nk bundling at the very | east provides a nmeans of aggregating
control plane information. Even where the all-ones conponent |ink
supported by link bundling is not used, the ampbunt of contro
information is reduced by the average nunber of conponent links in a
bundl e.
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Fully deaggregating link bundle information would negate this
benefit. |If there is a need to deaggregate, such as to distinguish
bet ween groups of links within specified ranges of delay, then no
nor e deaggregation than is necessary should be done.

For exanple, in supporting the requirement for heterogeneous
conponent links, it nmakes little sense to fully deaggregate link
bundl es when addi ng support for groups of conponent |inks with conmon
attributes within a Iink bundle can maintain nost of the benefit of
aggregation while adequately supporting the requirenent to support
het er ogeneous conponent |i nks.

Routing information exchange is al so reduced by maki ng sensibl e

choi ces regarding the amount of change to link paraneters that
require link readvertisenment. For exanple, if delay nmeasurements

i ncl ude queui ng delay, then a nuch nore coarse granularity of del ay
measur enent woul d be called for than if the delay does not include
queui ng and is doni nated by geographi c del ay (speed of |ight delay).

3.3. Reducing Signaling Load

Aggregating traffic into very large hierarchical LSP in the core very
substantially reduces the nunber of LSP that need to be signal ed and
the nunber of path conputations any given LSR will be required to
perform when a maj or network fault occurs.

In the extrenme, applying MPLS to a very | arge network wi thout

hi erarchy coul d exceed the 20 bit | abel space. For exanple, in a
network with 4,000 nodes, with 2,000 on either side of a cutset,
woul d have 4,000,000 LSP crossing the cutset. Even in a degree four
cutset, an uneven distribution of LSP across the cutset, or the |oss
of one Iink would result in a need to exceed the size of the | abe
space. Anong provider networks, 4,000 access nodes is not at al

| ar ge.

In | ess extrene cases, having each node terninate hundreds of LSP to
achieve a full mesh creates a very |arge conputational |oad. The
time conplexity of one CSPF computation is order(Nlog N), where L is
proportional to N, and N and L are the nunber of nodes and nunber of

links, respectively. |If each node nust performorder(N) conputations
when a fault occurs, then the conputational |oad increases as
order(N*"2 log N) as the nunber of nodes increases. |In practice at

the time of witing, this inposes a linit of a few hundred nodes in a
full mesh of MPLS LSP before the conputational load is sufficient to
result in unacceptabl e convergence tines.

Two solutions are applied to reduce the anount of RSVP-TE signaling.
Bot h i nvol ve subdividing the MPLS domain into a core and a set of
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regi ons.
3.3.1. Reducing Signaling Load using LDP

LDP can be used for edge-to-edge LSP, using RSVP-TE to carry the LDP
intra-core traffic and al so optionally also using RSVP-TE to carry
the LDP intra-region traffic within each region. LDP does not
support traffic engineering, but does support nultipoint-to-point
(MPTP) LSP, which require | ess signaling than edge-to-edge RSVP-TE
poi nt-to-point (PTP) LSP. A drawback of this approach is the
inability to use RSVP-TE protection (FRR or GWLS protection) against
failure of the border LSR sitting at a core/regi on boundary.

3.3.2. Reducing Signaling Load using Hierarchy

When t he nunber of nodes grows too |arge, the anmpbunt of RSVP-TE
signaling can be reduced using the MPLS PSC hi erarchy [ RFC4206]. A
core within the hierarchy can divide the topology into Mregions of
on average NNM nodes. Wthin a region the conputational load is
reduced by nore than M*2. Wthin the core, the conputational I|oad
general ly becones quite small since Mis usually a fairly small
nunber (a few tens of regions) and each region is generally attached
to the core in typically only two or three places on average.

Using hierarchy inproves scaling but has two consequences. First,

hi erarchy effectively forces the use of platforml|abel space. Wen a
containing LSP is rerouted, the |labels assigned to the contai ned LSP
cannot be changed but nay arrive on a different interface. Second,
hierarchy results in much larger LSP. These LSP today are | arger
than any single conmponent link and therefore force the use of the

al | -ones conponent in |ink bundles.

3.3.3. Using Both LDP and RSVP-TE Hi erarchy

It is also possible to use both LDP and RSVP-TE hi erarchy. MPLS
networks with a very large nunber of nodes nmay benefit fromthe use
of both LDP and RSVP-TE hierarchy. The two techniques are certainly
not nutual |y excl usive.

3.4. Reducing Forwarding State
Both LDP and MPLS hierarchy have the benefit of reducing the anount
of forwarding state. Using the exanple from Section 3.3, and using
MPLS hi erarchy, the worst case generally occurs at borders with the
core.

For exanple, consider a network with approximtely 1,000 nodes
divided into 10 regions. At the edges, each node requires 1,000 LSP
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to other edge nodes. The edge nodes also require 100 intra-region
LSP. Wthin the core, if the core has only 3 attachnents to each
region the core LSR have | ess than 100 intra-core LSP. At the border
cutset between the core and a given region, in this exanple there are
100 edge nodes with inter-region LSP crossing that cutset, destined
to 900 other edge nodes. That yields forwarding state for on the
order of 90,000 LSP at the border cutset. These same routers need
only reroute well under 200 LSP when a multiple fault occurs, as |ong
as only links are affected and a border LSR does not go down.

In the core, the forwarding state is greatly reduced. |If inter-
region LSP have different characteristics, it makes sense to make use
of aggregates with different characteristics. Rather than exchange

i nformati on about every inter-region LSP within the intra-core LSP it
makes nore sense to use nmultiple intra-core LSP between pairs of core
nodes, each aggregating sets of inter-region LSP with comon
characteristics or common requirenents.

3.5. Avoiding Route Gscillation

Net wor ks can becone unstabl e when a feedback | oop exists such that
nmoving traffic to a link causes a netric such as delay to increase,
whi ch then causes traffic to nove el sewhere. For exanple, the
ori gi nal ARPANET routing used a delay based cost netric and proved
prone to route oscillations [DBP].

Del ay may be used as a constraint in routing for high priority
traffic, where the novenent of traffic cannot inpact the delay. The
safest way to neasure delay is to nake neasurenents based on traffic
which is prioritized such that it is queued ahead of the traffic
which will be affected. This is a reasonabl e neasure of delay for
high priority traffic for which constraints have been set which allow
this type of traffic to consune only a fraction of |ink capacities
with the renmaining capacity available to lower priority traffic.

Any measurenent of jitter (delay variation) that is used in route
decision is likely to cause oscillation. Jitter that is caused by
queui ng effects and cannot be neasured using a very high priority
measurenent traffic flow

It may be possible to find Iinks with constrai ned queui ng del ay or
jitter using a theoretical nmaxinumor a probability based bound on
queuing delay or jitter at a given priority based on the types and
anounts of traffic accepted and conbining that theoretical limt wth
a measured delay at very high priority.

Instability can occur due to poor performance and interaction with
protocol tinmers. 1In this way a conputational scaling problemcan
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beconme a stability problem when a network becones sufficiently Iarge.
For this reason, [I-D.ietf-rtgwg-cl-requirenment] has a nunber of
requirenents focusing on mnimally inpacting scalability.

4. New Chal | enges

New t echni cal chall enges are posed by [I-D.ietf-rtgwg-cl-requirenent]
in both the control plane and data pl ane.

Anong the nore difficult challenges are the foll ow ng.
1. requirenments related delay or jitter (see Section 4.1.1),

2. the conbination of ingress control over LSP placenent and
retaining an ability to nove traffic as demands dictate can pose
chal | enges and such requirenents can even be conflicting (see
target="sect.local -control" />),

3. path symetry requires extensions and is particularly chall enging
for very large LSP (see Section 4.1.3),

4. accommobdating a very w de range of requirenents anong cont ai ned
LSP can lead to inefficiency if the nost stringent requirenments
are reflected in aggregates, or reduce scalability if a large
nunber of aggregates are used to provide a too fine a reflection
of the requirenents in the contained LSP (see Section 4.1.4),

5. backwards conpatibility is sonmewhat linmted due to the need to
acconmodat e | egacy nultipath interfaces which provide too little
information regarding their configured default behavior, and
| egacy LSP which provide too little information regarding their
requirenents (see Section 4.1.5),

6. data plane challenges include those of accommpdating very | arge
LSP, large microflows, traffic ordering constraints inposed by a
subsent of LSP, and accounting for IP and LDP traffic (see
Section 4.2).

4.1. Control Plane Chall enges

Some of the control plane requirements are particularly chall enging.
Handling large flows which aggregate snaller flows nust be
acconplished with mininmal inpact on scalability. Potentially
conflicting are requirements for jitter and requirenents for
stability. Potentially conflicting are the requirenents for ingress
control of a large nunber of paranmeters, and the requirenents for

| ocal control needed to achieve traffic bal ance across a conposite
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link. These challenges and potential solutions are discussed in the
foll owi ng sections.

4.1.1. Delay and Jitter Sensitive Routing

Delay and jitter sensitive routing are called for in
[I-Dietf-rtgwg-cl-requirement] in requirements FR#2, FR#7, FR#S,
FR#9, FR#15, FR#16, FR#17, FR#18. Requirenent FR#17 is particularly
probl ematic, calling for constraints on jitter

A tradeof f exists between scaling benefits of aggregating

i nformation, and potential benefits of using a finer granularity in
delay reporting. To maintain the scaling benefit, neasured |ink
del ay for any given conposite |ink SHOULD be aggregated into a snall
nunber of delay ranges. |GP-TE extensions MJST be provided which
advertise the available capacities for each of the sel ected ranges.

For path selection of delay sensitive LSP, the ingress SHOULD bi as
link metrics based on avail able capacity and select a | ow cost path
which neets LSP total path delay criteria. To comunicate the
requirenents of an LSP, the ERO MUST be extended to indicate the per
link constraints. To communicate the type of resource used, the RRO
SHOULD be extended to carry an identification of the group that is
used to carry the LSP at each link bundl e hop

4.1. 2. Local Control of Traffic Distribution

Many requirenents in [I-D.ietf-rtgwg-cl-requirenent] suggest that a
node i medi ately adjacent to a conponent |ink should have a high
degree of control over howtraffic is distributed, as |ong as network
performance objectives are met. Particularly relevant are FR#18 and
FR#19.

The requirenents to allow local control are potentially in conflict
with requirenment FR#21 which gives full control of conponent |ink
select to the LSP ingress. Wile supporting this capability is
mandat ory, use of this feature is optional per LSP

A given network deploynment will have to consider this pair of
conflicting requirenents and make appropriate use of |ocal control of
traffic placenent and ingress control of traffic placenent to best
nmeet network requirements.

4.1.3. Path Symmetry Requirenents
Requirement FR#21 in [I-D.ietf-rtgwg-cl-requirenent] includes a

provision to bind both directions of a bidirectional LSP to the sane
conponent. This is easily achieved if the LSP is directly signal ed
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across a conposite link. This is not as easily achieved if a set of
LSP with this requirenent are signaled over a |arge hierarchical LSP
which is in turn carried over a conposite link. The basis for |oad
distribution in such as case is the | abel stack. The labels in
either direction are conpletely independent.

This could be accompdated if the ingress, egress, and all nidpoints
of the hierarchical LSP make use of an entropy label in the
distribution, and use only that entropy |label. A solution for this
probl em may add conplexity with very little benefit. There is little
or no true benefit of using synmetrical paths rather than conmponent
links of identical characteristics.

Traffic symmetry and | arge LSP capacity are a second pair of
conflicting requirenents. Any given LSP can neet one of these two
requirenents but not both. A given network depl oynent will have to
make appropriate use of each of these features to best neet network
requirenents.

4.1.4. Requirenments for Contained LSP

[I-Dietf-rtgwg-cl-requirenment] calls for new LSP constraints. These
constraints include frequency of |oad bal anci ng rearrangenent, del ay
and jitter, packet ordering constraints, and path synmetry.

When LSP are contained within hierarchical LSP, there is no signaling
avail abl e at midpoint LSR which identifies the contained LSP |et

al one providing the set of requirenents unique to each contai ned LSP
Defining extensions to provide this information would severely inpact
scalability and defeat the purpose of aggregating control information
and forwarding information into hierarchical LSP. For the sane

scal ability reasons, not aggregating at all is not a viable option
for | arge networks where scalability and stability problenms may occur
as a result.

As pointed out in Section 4.1.3, the benefits of supporting synmetric
pat hs anong LSP contai ned within hierarchical LSP may not be
sufficient to justify the complexity of supporting this capability.

A scal abl e sol ution which accommpdates nmultiple sets of LSP between
given pairs of LSRis to provide nmultiple hierarchical LSP for each
given pair of LSR, each hierarchical LSP aggregating LSP with conmon
requi renents and a common pair of endpoints. This is a network
design technique available to the network operator rather than a
prot ocol extension. This technique can accommodate nultiple sets of
delay and jitter paraneters, multiple sets of frequency of |oad

bal anci ng paraneters, nultiple sets of packet ordering constraints,
etc.
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4.1.5. Retaining Backwards Conpatibility

Backwar ds conpatibility and support for increnmental deploynent
requires considering the inpact of legacy LSRin the role of LSP
i ngress, and considering the inpact of |egacy LSR advertising
ordinary links, advertising Ethernet LAG as ordinary |inks, and
advertising |ink bundl es.

Legacy LSR in the role of LSP ingress cannot signal requirenments

whi ch are not supported by their control plane software. The
additional capabilities supported by other LSR has no inpact on these
LSR. These LSR however, being unaware of extensions, may try to nake
use of scarce resources which support specific requirenents such as
low delay. To a limted extent it may be possible for a network
operator to avoid this issue using existing mechani snms such as |ink
adm nistrative attributes and attribute affinities [ RFC3209].

Legacy LSR advertising ordinary links will not advertise attributes
needed by sone LSP. For exanple, there is no way to determnine the
delay or jitter characteristics of such a link. Legacy LSR
advertising Ethernet LAG pose additional problenms. There is no way
to determ ne that packet ordering constraints would be violated for
LSP with strict packet ordering constraints, or that frequency of

| oad bal anci ng rearrangenent constraints night be viol at ed.

Legacy LSR advertising link bundles have no way to advertise the
configured default behavior of the |ink bundle. Sonme |ink bundles
may be configured to place each LSP on a single conponent |ink and
therefore may not be able to accommpdate an LSP which requires
bandwi dth in excess of the size of a conponent link. Some |ink
bundl es may be configured to spread all LSP over the all-ones
component. For LSR using the all-ones conmponent link, there is no
docunent ed procedure for correctly setting the "Maxi mum LSP

Bandwi dth". There is currently no way to indicate the |argest

m crofl ow that could be supported by a Iink bundle using the all-ones
component i nk.

Havi ng received the RRO it is possible for an ingress to |ook for
the all-ones conponent to identify such Iink bundles after having
signal ed at | east one LSP. Wether any LSR collects this information
on |l egacy LSR and nekes use of it to set defaults, is an

i mpl emrent ati on choi ce.

4.2. Data Plane Chall enges
Flow identification is briefly discussed in Section 2.1. Traffic

distribution is briefly discussed in Section 2.3. This section
di scusses issues specific to particular requirenents specified in
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[I-Dietf-rtgwg-cl-requirenment].
4.2.1. \Very Large LSP

Very large LSP nmay exceed the capacity of any single conponent of a
conmposite link. In sone cases contained LSP nay exceed the capacity
of any single conponent. These LSP may the use of the equival ent of
the all-ones conponent of a link bundle, or may use a subset of
components which neet the LSP requirenents.

Very large LSP can be accomvbdated as | ong as they can be subdivi ded
(see Section 4.2.2). A very large LSP cannot have a requirenment for
symetric paths unless conpl ex protocol extensions are proposed (see
Section 2.2 and Section 4.1.3).

4.2.2. \Very Large Mcrofl ows

Wthin a very large LSP there may be very large nmicroflows. A very
large microflowis a very large flows which cannot be further

subdi vided. Fl ows which cannot be subdivi ded nust be no | arger that
the capacity of any single conponent.

Current signaling provides no way to specify the |argest nicrofl ow
that a can be supported on a given link bundle in routing
advertisements. Extensions which address this are discussed in
Section 6.4. Absent extensions of this type, traffic containing

m croflows that are too large for a given conposite |ink may be
present. There is no data plane solution for this problemthat would
not require reordering traffic at the conposite |ink egress.

Sone techniques are susceptible to statistical collisions where an
algorithmto distribute traffic is unable to disanbiguate traffic
anong two or nore very large mcrofl ow where their sumis in excess
of the capacity of any single conponent. Hash based al gorithns which
use too small a hash space are particularly susceptible and require a
change in hash seed in the event that this were to occur. A change
in hash seed is highly disruptive, causing traffic reordering anong
all traffic flows over which the hash function is applied.

4.2.3. Traffic Ordering Constraints

Sone LSP have strict traffic ordering constraints. Myst notable
among these are MPLS-TP LSP. In the absence of aggregation into

hi erarchi cal LSP, those LSP with strict traffic ordering constraints
can be placed on individual conponent links if there is a nmeans of

i dentifying which LSP have such a constraint. |f LSP with strict
traffic ordering constraints are aggregated in hierarchical LSP, the
hi erarchi cal LSP capacity may exceed the capacity of any single
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4.

conponent link. In such a case the |oad bal ancing for the containing
may be constrained to look only at the top label and the first
contained label. This and related issues are discussed further in
Section 6. 4.

2.4. Accounting for I P and LDP Traffic

Net wor ks whi ch carry RSVP-TE signaled MPLS traffic generally carry

| ow volumes of native IP traffic, often only carrying control traffic
as native IP. There is no architectural guarantee of this, it is
just how network operators have made use of the protocols.

[I-Dietf-rtgwg-cl-requirement] requires that native |IP and native
LDP be accommopdated. |In some networks, a subset of services may be
carried as native IP or carried as native LDP. Today this may be
acconmodat ed by the network operator estimating the contribution of

I P and LDP and configuring a | ower set of avail able bandw dth figures
on the RSVP-TE adverti sements.

The only inprovenent that Conposite Link can offer is that of
measuring the IP and LDP traffic | evels and automatically reducing
the avail abl e bandwi dth figures on the RSVP-TE advertisenents. The
measur enents woul d have to be significantly filtered. This is
simlar to a feature in existing LSR comonly known as

"aut obandwi dt h" with a key difference. In the "autobandw dth"
feature, the bandw dth request of an RSVP-TE signaled LSP is adjusted
in response to traffic neasurenents. In this case the IP or LDP

traffic neasurenents are used to reduce the link bandwi dth directly,
wi thout first encapsulating in an RSVP-TE LSP

This may be a subtle and perhaps even a neaningl ess distinction if
Conposite Link is used to forma Sub-Path Mintenance El enent (SPME)
A SPME is in practice essentially an unsignaled single hop LSP with
PHP enabl ed [ RFC5921]. A Conposite Link SPME | ooks very nuch |ike
classic multipath, where there is no signaling, only nanagenent plane
configuration creating the nultipath entity (of which Ethernet Link
Aggregation is a subset).

4.2.5. |P and LDP Limtations

| P does not offer traffic engineering. LDP cannot be extended to

of fer traffic engineering [ RFC3468]. Therefore there is no traffic
engi neered fallback to an alternate path for IP and LDP traffic if
resources are not adequate for the IP and/or LDP traffic alone on a
given link in the primary path. The only option for |IP and LDP woul d
be to declare the Iink down. Declaring a link down due to resource
exhaustion would reduce traffic to zero and elimninate the resource
exhaustion. This would cause oscillations and is therefore not a
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vi abl e sol uti on.

Congestion caused by IP or LDP traffic |loads is a pathol ogi c case
that can occur if IP and/or LDP are carried natively and there is a
high volune of IP or LDP traffic. This situation can be avoi ded by
carrying | P and LDP within RSVP-TE LSP

It is also not possible to route LDP traffic differently for

different FEC. LDP traffic engineering is specifically disallowed by
[RFC3468]. It nmay be possible to support nulti-topol ogy |IGP
extensions to acconmodate nore than one set of criteria. |f so, the
additional 1GP could be bound to the forwarding criteria, and the LDP
FEC bound to a specific IGP instance, inheriting the forwarding
criteria. Alternately, one |IGP instance can be used and the LDP SPF
can nmake use of the constraints, such as delay and jitter, for a
given LDP FEC. [Note: WG needs to discuss this and decide first
whether to solve this at all and then if so, how]

5. Existing Mechani snms

In MPLS the one nechani sns which support explicit signaling of
multiple parallel links is Link Bundling [ RFC4201]. The set of

t echni ques known as "classis nultipath" support no explicit
signaling, except in tw cases. |In Ethernet Link Aggregation the

Li nk Aggregation Control Protocol (LACP) coordinates the addition or
renoval of menbers from an Ethernet Link Aggregati on G oup (LAG.

The use of the "all-ones" conponent of a link bundle indicates use of
classis multipath, however the ability to deternmine if a Iink bundle
makes use of classis nultipath is not yet supported.

5.1. Link Bundling

Li nk bundling supports advertisenent of a set of honpbgenous |inks as
a single route advertisenent. Link bundling supports placenent of an
LSP on any single conmponent link, or supports placenent of an LSP on
the all-ones conmponent link. Not all link bundling inplenentations
support the all-ones component link. There is no way for an ingress
LSR to tell which potential mdpoint LSR support this feature and use
it by default and which do not. Based on [RFC4201] it is unclear how
to advertise a link bundle for which the all-ones conponent link is
avai | abl e and used by default. Comon practice is to violate the
specification and set the Maxi num LSP Bandwi dth to the Avail abl e
Bandwi dth. There is no neans to deternmine the |argest m crofl ow that
could be supported by a link bundle that is using the all-ones
conmponent i nk.

[ RFC6107] extends the procedures for hierarchical LSP but al so
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extends link bundles. An LSP can be explicitly signaled to indicate
that it is an LSP to be used as a conponent of a link bundle. Prior
to that the common practice was to sinply not advertise the conponent
link LSP into the I1GP, since only the ingress and egress of the link
bundl e needed to be aware of their existence, which they would be
aware of due to the RSVP-TE signaling used in setting up the
conmponent LSP.

Wil e I'ink bundling can be the basis for conposite links, a
significant nunber of small extension needs to be added.

1. To support link bundles of heterogeneous |inks, a nmeans of
advertising the capacity available within a group of honmpbgeneous
needs to be provided.

2. Attributes need to be defined to support the follow ng paraneters
for the link bundle or for a group of honbgeneous |inks.

A. delay range

B. jitter (delay variation) range

C. group netric

D. all-ones conponent capable

E. capable of dynam cally bal ancing | oad
F. largest supportable mcroflow

G abilities to support strict packet ordering requirenments
wi thin contained LSP

3. For each of the prior extended attributes, the constraint based
routing path selection needs to be extended to reflect new
constrai nts based on the extended attri butes.

4. For each of the prior extended attributes, LSP adnission contro
needs to be extended to reflect new constraints based on the
ext ended attri butes.

5. Dynanic |oad bal ance nust be provided for flows within a given
set of links with common attributes such that NPO are not
viol ated including frequency of |oad bal ance adjustment for any
gi ven fl ow
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5.2. dassic Miltipath
Classic multipath is defined in [I-D.symmvo-rtgwg-cl - use-cases].

Classic nmultipath refers to the nost common current practice in

i mpl ement ati on and depl oyment of nultipath. The nost common current
practice makes use of a hash on the MPLS | abel stack and if |1Pv4 or

I Pv6 are indicated under the | abel stack, nmakes use of the |IP source
and destination addresses [ RFC4385] [ RFC4928].

Classic nmultipath provides a highly scal abl e neans of | oad bal anci ng.
Adaptive multipath has proven value in assuring an even | oadi ng on
component link and an ability to adapt to change in offerred | oad
that occurs over periods of hundreds of mlliseconds or nore.

Classic multipath scalability is due to the ability to effectively
work with an extrenely |large nunber of flows (1P host pairs) using
relatively little resources (a data structure accessed using a hash
result as a key or using ranges of hash results).

Classic multipath nmeets a small subset of Conposite Link
requirenents. Due to scalability of the approach, classic nultipath
seens to be an excellent candidate for extension to neet the full set
of Conposite Link forwarding requirenents.

Addi tional detail can be found in [I-D. symmvo-rtgwg-cl -use-cases].

6. Mechanisns Proposed in O her Docunents

A nunber of documents which at the tine of witing are works in
progress address parts of the requirenments of Conposite Link, or
assi st in making sone of the goals achievabl e.

6.1. Loss and Del ay Measurenent

Procedures for measuring | oss and delay are provided in [ RFC6374].
These are OAM based nmeasurenments. This work could be the basis of
del ay neasurenents and del ay variation nmeasurenent used for netrics
called for in [I-Dietf-rtgwg-cl-requirenent].

Currently there are two additional Internet-Drafts that address del ay
and delay variation nmetrics.

draft -wang- ccanp-l atency-te-netric
[1-D.wang-ccanmp-1 atency-te-nmetric] is designed specifically to
meet this requirenent. OSPF-TE and | SI S-TE extensions are
defined to indicate Iink delay and delay variance. The RSVP-TE
ERO i s extended to include service |evel requirenents. A |latency
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accunul ation object is defined to provide a nmeans of verification
of the service level requirenments. This draft is intended to
proceed in the CCAMP Wa It is currently and individual

submi ssion. The 03 version of this draft expired in Septenber
2012.

draft-gi acal one- ospf-te-express-path
Thi s docunment proposes to extend OSPF-TE only. Extensions
support del ay, delay variance, |oss, residual bandw dth, and
avai | abl e bandwi dth. No extensions to RSVP-TE are proposed.
This draft is intended to proceed in the CCAMP Wa It is
currently and individual submssion. The 02 version will expire
in March 2012.

A possi bl e course of action nmay be to conbine these two drafts. The
del ay variance, |oss, residual bandw dth, and avail abl e bandw dth
extensions are particular prone to network instability. The question
as to whether queuing delay and delay variation should be consi dered,
and if so for which diffserv Per-Hop Service Oass (PSC) is not

addr essed.

Note to co-authors: The ccanp-latency-te-netric draft refers to
[I-Dietf-rtgwg-cl-requirenent] and is well natched to those
requirenents, including stability. The ospf-te-express-path draft
refers to the "Alto Protocol" (draft-ietf-alto-protocol) and
therefore may not be intended for RSVP-TE use. The authors of the
two drafts nmay be able to resolve this. It may be best to drop ospf-
te-express-path fromthis franmework docunent

6. 2. Link Bundl e Extensions

A set of link bundling extensions are defined in
[I-D.ietf-npls-explicit-resource-control-bundle]. This docunent
provi des extensions to the ERO and RROto explicitly control the
| abel s and resources within a bundl e used by an LSP

The extensions in this docunent could be further extended to support
i ndi cating a group of conmponent links in the ERO or RRO, where the
group is given an interface identification |like the bundle itself.
The extensions could also be further extended to support
specification of the all-ones conponent link in the ERO or RRO

[I-D.ietf-npls-explicit-resource-control-bundle] does not provide a
means to advertise the |ink bundle components. It is not certain how
the ingress LSR woul d deternine the set of |ink bundl e conmponent
links available for a given |ink bundle.

[1-D. ospf-cc-stlv] provides a baseline draft for extending |ink
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bundling to advertise conponents. A new conponent TVL (C-TLV) is
proposed, which nmust reference a Conposite Link Link TLV.
[I-D.ospf-cc-stlv] is intended for the OSPF WG and subnitted for the
"Experinmental" track. The 00 version expired in February 2012

6.3. Fat PWand Entropy Labels

Two docunents provide a neans to add entropy for the purpose of

i nproving | oad bal ance. MPLS encapsul ation can bury information that
is needed to identify microflows. These two docunents allow a
pseudowi re ingress and LSP ingress respectively to add a | abel solely
for the purpose of providing a finer granularity of microflow groups

[ RFC6391] all ows pseudowi res which carry a |large volunme of traffic,
where nicroflows can be identified to be | oad bal anced across

mul tiple menbers of an Ethernet LAG or an MPLS Iink bundle. This is
acconpl i shed by adding a flow | abel bel ow the pseudowire |abel in the
MPLS | abel stack. For this to be effective the link bundle I oad

bal ance nust nmake use of the |abel stack up to and including this
flow | abel.

[I-D.ietf-npls-entropy-label] provides a neans for a LER to put an
addi tional |abel known as an entropy |abel on the MPLS | abel stack.
As defined, only the LER can add the entropy | abel

Core LSR acting as LER for aggregated LSP can add entropy | abels
based on deep packet inspection and place an entropy | abel indicator
(ELlI) and entropy |abel (EL) just below the | abel being acted on
This would be hel pful in situations where the |abel stack depth to
which load distribution can operate is linited by inplenentation or
is limted for other reasons such as carrying both MPLS-TP and MPLS
with entropy labels within the sanme hierarchical LSP

6.4. Miltipath Extensions

The mul tipath extensions drafts address one aspect of Conposite Link
These drafts deal with the issue of accomodating LSP whi ch have
strict packet ordering constraints in a network containing nultipath.
MPLS- TP has beconme the one inportant instance of LSP with strict
packet ordering constraints and has driven this work.

[I-D.villamzar-npls-tp-nultipath] outlines requirenents and gives a
nurmber of options for dealing with the apparent incompatibility of
MPLS-TP and multipath. A preferred option is described.

[I-D.villam zar-npls-tp-nultipath-te-extn] provides protoco

ext ensi ons needed to inplenent the preferred option described in
[1-D.villamzar-npls-tp-nultipath].
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O her issues pertaining to nultipath are al so addressed. Means to
advertise the |l argest m crofl ow supportable are defined. Means to
indicate the | argest expected mcroflow within an LSP are defi ned.
I ssues related to hierarchy are addressed.

7. Required Protocol Extensions and Mechani sns

Prior sections have reviewed key characteristics, architecture
tradeoffs, new chal |l enges, existing nechani sns, and rel evant
mechani sns proposed in existing new docunents.

This section first summari zes and groups requirenents. A set of

docunents coverage groupi ngs are proposed with existing works-in-
progress noted where applicable. The set of extensions are then
grouped by protocol affected as a convenience to inplenentors.

7.1. Brief Review of Requirenents

The following list provides a categorization of requirenments
specified in [I-D.ietf-rtgwg-cl-requirenent] along with a short
phrase indication what topic the requirenent covers.

routing information aggregation
FR#1 (routing sunmarization), FR#20 (conposite link may be a
component of another composite |ink)

restoration speed
FR#2 (restoration speed neeting NPO, FR#12 (minimally disruptive
| oad rebal ance), DR#6 (fast convergence), DR#7 (fast worst case
failure convergence)

| oad distribution, stability, mnimal disruption
FR#3 (automatic load distribution), FR#5 (nust not oscillate),
FR#11 (dynam c placenent of flows), FR#12 (mininmally disruptive
| oad rebal ance), FR#13 (bounded rearrangenent frequency), FR#18
(flow placenent nust satisfy NPO, FR#19 (flow identification
finer than per top level LSP), MR#6 (operator initiated flow
r ebal ance)

backward conpatibility and mgration
FR#4 (smooth increnental deploynent), FR#6 (nanagenent and
di agnostics nmust continue to function), DR#1 (extend existing
protocol s), DR#2 (extend LDP, no LDP TE)
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7

7

del ay and del ay variation
FR#7 (expose | ower | ayer neasured del ay), FR#8 (precision of
| atency reporting), FR#9 (limt latency on per LSP basis), FR#15
(m ni rum del ay path), FR#16 (bounded delay path), FR#17 (bounded
jitter path)

admi ssion control, preenption, traffic engineering
FR#10 (admi ssion control, preenption), FR#14 (packet ordering),
FR#21 (ingress specification of path), FR#22 (path symretry),
DR#3 (1P and LDP traffic), M#3 (managenent specification of
pat h)

single vs nultiple domain
DR#4 (1 GP extensions allowed within single domain), DR#5 (IGP
extensions disallowed in nultiple domain case)

general network nmanagenent
MR#1 (polling, configuration, and notification), MR#2 (activation
and de-activation)

pat h determi nation, connectivity verification
MR#4 (path trace), MR#5 (connectivity verification)

The above list is not intended as a substitute for
[I-D.ietf-rtgwg-cl-requirenment], but rather as a conci se groupi ng and
rem nder or requirenents to serve as a nmeans of nore easily

determ ning requirenents coverage of a set of protocol docunents.

2. Required Docunent Coverage

2

The primary areas where additional protocol extensions and nmechani sns
are required include the topics described in the foll ow ng
subsecti ons.

There are candi date docunents for a subset of the topics below. This
groupi ng of topics does not require that each topic be addressed by a
separate docunment. In sone cases, a document may cover nultiple
topics, or a specific topic may be addressed as applicable in
mul ti pl e documents.

1. Conponent Link G ouping

An extension to link bundling is needed to specify a group of
components with common attributes. This can be a TLV defined within
the link bundle that carries the same encapsul ations as the |ink
bundle. Two interface indices would be needed for each group

Ni ng, et al. Expi res Decenber 31, 2012 [ Page 28]



Internet-Draft Conposi te Link Franmework June 2012

a. An index is needed that if included in an ERO would indicate the
need to place the LSP on any one conponent within the group

b. A second index is needed that if included in an ERO woul d
i ndi cate the need to balance flows within the LSP across al
components of the group. This is equivalent to the "all-ones"
component for the entire bundle.

[1-D.ospf-cc-stlv] can be extended to include nultipath treatnent
capabilities. An ISIS solution is also needed. An extension of
RSVP-TE signaling is needed to indicate nultipath treatnent

pr ef erences.

If a conmponent group is allowed to support all of the parameters of a
link bundle, then a group TE metric would be acconmodated. This can
be supported with the conponent TLV (CTLV) defined in

[I-D. ospf-cc-stlv].

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 is the "routing information aggregation" set of
requirenents. The "restoration speed”, "backward conmpatibility and
m gration", and "general network nanagenment" requirenments nust al so
be consi der ed.

7.2.2. Delay and Jitter Extensions

A extension is needed in the | GP-TE adverti senent to support del ay
and delay variation for links, link bundles, and forwarding

adj acenci es. \Watever nechanismis described nust take precautions
that insure that route oscillations cannot occur
[1-D.wang-ccanp-1atency-te-netric] may be a good starting point.

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 is the "delay and delay variation" set of
requirenents. The "restoration speed", "backward conpatibility and
m gration", and "general network nanagenment" requirenments nust al so
be consi der ed.

7.2.3. Pat h Sel ecti on and Adm ssion Contro

Pat h sel ecti on and adni ssion control changes nmust be docunented in
each docunent that proposes a protocol extension that advertises a
new capability or parameter that nust be supported by changes in path
sel ection and admi ssion control

The primary focus of this docunent, anong the sets of requirenents

listed in Section 7.1 are the "load distribution, stability, mninal
di sruption" and "adnission control, preenption, traffic engineering"
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sets of requirements. The "restoration speed"” and "path

determ nati on, connectivity verification" requirenments nust al so be
considered. The "backward conpatibility and m gration", and "genera
net wor k managenent" requirenents nust al so be consi dered.

7.2.4. Dynanic Miltipath Bal ance

FR#11 explicitly calls for dynam c | oad balancing simlar to existing
adaptive nultipath. |In inplenentations where flow identification
uses a coarse granularity, the adjustnents would have to be equally
coarse, in the worst case noving entire LSP. The inpact of flow
identification granularity and potential adaptive multipath
approaches may need to be docunented in greater detail than provided
her e.

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 are the "restoration speed" and the "l oad
distribution, stability, mininmal disruption" sets of requirenents.
The "path determination, connectivity verification" requirenments nust
al so be considered. The "backward conpatibility and m gration", and
"general network nanagement” requirenments nust al so be considered

7.2.5. Frequency of Load Bal ance

| GP- TE and RSVP- TE ext ensions are needed to support frequency of | oad
bal anci ng rearrangenent called for in FR#13, and FR#15- FR#17
Constraints are not defined in RSVP-TE, but could be nodel ed after
adm nistrative attribute affinities in RFC3209 and el sewhere.

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 is the "load distribution, stability, mninmal
di sruption" set of requirenments. The "path determ nation
connectivity verification" nust also be considered. The "backward
conpatibility and migration" and "general network managenent"”

requi renents nust al so be consi dered.

7.2.6. Inter-Layer Communi cation

Lower | ayer to upper layer conmunication called for in FR#7 and
FR#20. This is addressed for a subset of paraneters related to
packet ordering in [I-D.villam zar-npls-tp-nultipath] where | ayers
are MPLS. Renmining paraneters, specifically delay and del ay

vari ation, need to be addressed. Passing information froma | ower
non- MPLS | ayer to an MPLS | ayer needs to be addressed, though this
may | argely be generic advice encouraging a coupling of MPLS to | ower
| ayer managenent plane or control plane interfaces. This topic can
be addressed in each docunent proposing a protocol extension, where
appl i cabl e.
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The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 is the "restoration speed" set of requiremnents.
The "backward conpatibility and migration” and "general network
managenent" requirenents nust al so be consi dered

7.2.7. Packet Ordering Requirenents

A docunent is needed to define extensions supporting various packet
ordering requirenments, ranging fromrequirenents to preservce

m crofl ow ordering only, to requirenents to preservce full LSP
ordering (as in MPLS-TP). This is covered by

[I-D.villan zar-npls-tp-multipath] and
[I-D.villanizar-npls-tp-multipath-te-extn].

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 are the "adm ssion control, preenption, traffic
engi neering" and the "path determ nation, connectivity verification"
sets of requirenments. The "backward conpatibility and nigration" and
"general network managenent" requirenments nust al so be considered

7.2.8. Mnimally Disruption Load Bal ance

The behavi or of hash nethods used in classic nultipath needs to be
described in terms of FR#12 which calls for mininmally disruptive |oad
adj ustnents. For exanple, reseeding the hash violates FR#12. Using
nmodul o operations is significantly disruptive if a link comes or goes
down, as pointed out in [RFC2992]. In addition, backwards
conpatibility with ol der hardware needs to be accommbdat ed

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 is the "load distribution, stability, mninmal
di sruption" set of requiremnents.

7.2.9. Path Synmetry

Prot ocol extensions are needed to support dynami c | oad bal ance as
called for to neet FR#22 (path symretry) and to neet FR#11 (dynanic
pl acement of flows). Currently path symretry can only be supported
in link bundling if the path is pinned. Wen a flowis noved both

i ngress and egress nust nake the nove as close to sinultaneously as
possible to satisfy FR#22 and FR#12 (mininmally disruptive |oad

rebal ance). |If a group of flows are identified using a hash, then
the hash nust be identical on the pair of LSR at the endpoint, using
the sane hash seed and with one side swapping source and destination
If the label stack is used, then either the entire |abel stack nust
be a special case flowidentification, since the set of labels in
either direction are not correlated, or the two LSR nust conspire to
use the sane flow identifier. For exanple, using a conmon entropy
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| abel val ue, and using only the entropy label in the flow
identification wuld satisfy this requirenent.

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 are the "load distribution, stability, mninal
di sruption” and the "adni ssion control, preenption, traffic

engi neering" sets of requirements. The "backward conpatibility and
m gration" and "general network managenent" requirenents nust al so be
considered. Path symetry sinplifies support for the "path

determ nation, connectivity verification" set of requirenents, but
with significant conplexity added el sewhere.

7.2.10. Perfornmance, Scalability, and Stability

A separate docunent providing anal ysis of performance, scalability,
and stability inpacts of changes nmay be needed. The topic of traffic
adj ustnent oscillation nmust also be covered. |If sufficient coverage
is provided in each docunent covering a protocol extension, a

separ ate docunment woul d not be needed

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 is the "restoration speed" set of requirenents.
This is not a sinple topic and not a topic that is well served by
scattering it over nultiple docunents, therefore it nmay be best to
put this in a separate docunment and put citations in docunents called
for in Section 7.2.1, Section 7.2.2, Section 7.2.3, Section 7.2.9,
Section 7.2.11, Section 7.2.12, Section 7.2.13, and Section 7.2.14.
Citation may al so be hel pful in Section 7.2.4, and Section 7.2.5.

7.2.11. |P and LDP Traffic

A docunent is needed to define the use of neasurenents native |P and
native LDP traffic levels to reduce |ink adverti sed bandw dth
anount s.

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 are the "load distribution, stability, mininal
di sruption"” and the "adm ssion control, preenption, traffic

engi neering" set of requirenents. The "path determ nation
connectivity verification" nust also be considered. The "backward
conpatibility and migration" and "general network managenent"”

requi renents nust al so be consi dered.

7.2.12. LDP Extensions
Extending LDP is called for in DR#2. LDP can be extended to couple

FEC admi ssion control to local resource availability w thout
providing LDP traffic engineering capability. Oher LDP extensions
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such as signaling a bound on mcrofl ow size and LDP LSP requirenents
woul d provide useful information w thout providing LDP traffic
engi neering capability.

The primary focus of this docunent, anobng the sets of requirenents
listed in Section 7.1 is the "admi ssion control, preenption, traffic
engi neering" set of requirenments. The "backward conpatibility and

m gration" and "general network managenent" requirenents nust al so be
consi der ed.

7.2.13. Pseudow re Extensions

PW ext ensi ons such as signaling a bound on mnicroflow size and PW
requi renents woul d provide useful information

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 is the "adnmission control, preenption, traffic
engi neering" set of requirenments. The "backward conpatibility and

nm gration" and "general network managenent” requirenents nust al so be
consi der ed.

7.2.14. Milti-Domain Conposite Link

DR#5 calls for Conposite Link to span nultiple network topol ogies.
Conponent LSP may al ready span nultiple network topol ogi es, though
nmost often in practice these are LDP signaled. Conponent LSP which
are RSVP-TE signaled may al so span nultiple network topol ogi es using
at |least three existing nmethods (per dommi n [ RFC5152], BRPC

[ RFC5441], PCE [ RFC4655]). Wen such conponent links are conbined in
a Conposite Link, the Conposite Link spans multiple network
topologies. It is not clear in which docunent this needs to be
descri bed or whether this description in the franework is sufficient.
The aut hors and/or the WG may need to discuss this. DR#5 nandates
that | GP-TE extension cannot be used. This would disallow the use of
[ RFC5316] or [RFC5392] in conjunction with [ RFC5151].

The primary focus of this docunent, anong the sets of requirenents
listed in Section 7.1 are "single vs multiple domain" and "adm ssion
control, preenption, traffic engineering”. The "routing information
aggregation" and "load distribution, stability, mninmal disruption”
requirenents need attention due to their use of the IGP in single
domai n Conposite Link. Oher requirements such as "delay and del ay
variation", can nore easily be acconodated by carrying nmetrics within
BGP. The "path determination, connectivity verification"
requirenents need attention due to requirenments to restrict

di scl osure of topology informati on across donmains in nulti-domain
depl oynents. The "backward conpatibility and nmigration" and "genera
net wor k management” requirenents nust al so be consi dered.
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7.3. (Open |Issues Regardi ng Requirenents

Note to co-authors: This section needs to be reduced to an enpty
section and then renoved.

The followi ng topics in the requirenments docunent are not addressed.
Since they are explicitly mentioned in the requirenments docunent sone
mention of how they are supported is needed, even if to say nother
needed to be done. If we conclude any particular topic is
irrelevant, maybe the topic should be renoved fromthe requirenent
docunent. At that point we could add the nmanagenent requirenents
that have conme up and were nissed

1. L3VPN RFC 4364, RFC 4797, L2VPN RFC 4664, VPW5, VPLS RFC 4761, RFC
4762 and VPMS VPMS Fr anewor k

(draft-ietf-12vpn-vpns-frmk-requirenents). It is not clear what
addi ti onal Conposite Link requirenents these references inply, if
any. |If no additional requirenents are inplied, then these

references are considered to be informational only.

2. Mgration may not be adequately covered in Section 4.1.5. It
m ght al so be necessary to say nore here on perfornance,
scalability, and stability as it related to mgration. Coments
on this fromco-authors or the W&?

3. W& may need a performance section in this docunent to
specifically address #DR6 (fast convergence), and #DR7 (fast
wor st case failure convergence), though we do al ready have
scal ability discussion. The perfornance section would have to
say "no worse than before, except were there was no alternative
to nake it very slightly worse" (in a bit nore detail than that).
It would al so have to better define the nature of the perfornmance
criteria.

7.4. Franmework Requirenent Coverage by Protoco
As an aid to inplenmentors, this section sunmarizes requirenent
coverage listed in Section 7.2 by protocol or LSR functionality
af f ect ed.
Sone docunentation nmay be purely informational, proposing no changes
and proposing usage at nost. This includes Section 7.2.3,
Section 7.2.8, Section 7.2.10, and Section 7.2.14.

Section 7.2.9 may require a new protocol
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7.4.1. OSPF-TE and | SI S-TE Protocol Extensions
Many of the changes listed in Section 7.2 require |GP-TE changes,
t hough nost are small extensions to provide additional information
This set includes Section 7.2.1, Section 7.2.2, Section 7.2.5,
Section 7.2.6, and Section 7.2.7. An adjustment to existing
advertised paranmeters is suggested in Section 7.2.11.

7.4.2. PWProtocol Extensions

The only suggestion of pseudowire (PW extensions is in
Section 7.2.13.

7.4. 3. LDP Protocol Extensions
Potential LDP extensions are described in Section 7.2.12.
7.4.4. RSVP-TE Protocol Extensions

RSVP- TE protocol extensions are called for in Section 7.2.1
Section 7.2.5, Section 7.2.7, and Section 7.2.9.

7.4.5. RSVP-TE Path Sel ection Changes

Section 7.2.3 calls for path selection to be addressed in individua
docunents that require change. These changes woul d i ncl ude those
proposed in Section 7.2.1, Section 7.2.2, Section 7.2.5, and
Section 7.2.7.

7.4.6. RSVP-TE Adni ssion Control and Preenption
When a change is needed to path selection, a correspondi ng change is
needed in adm ssion control. The sane set of sections applies:
Section 7.2.1, Section 7.2.2, Section 7.2.5, and Section 7.2.7. Sone
resource changes such as a link delay change might trigger
preenption. The rules of preenption remain unchanged, still based on
hol ding priority.

7.4.7. Flow ldentification and Traffic Bal ance
The follow ng describe either the state of the art in flow

identification and traffic bal ance or propose changes: Section 7.2.4,
Section 7.2.5, Section 7.2.7, and Section 7.2.8.

8. Security Considerations

The security considerations for MPLS/ GWLS and for MPLS-TP are
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10.

10.

docunmented in [ RFC5920] and [I-D.ietf-npls-tp-security-franework].

The types protocol extensions proposed in this franmework docunent
provi de additional infornmation about |inks, forwarding adjacencies,
and LSP requirenments. The protocol senantics changes described in
this franmework docunent propose additional LSP constraints applied at
path conputation tinme and at LSP admi ssion at mdpoints LSR  The
additional information and constraints provide no additional security
consi derati ons beyond the security considerations al ready documented
in [RFC5920] and [I-D.ietf-npls-tp-security-framework].
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