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Abstract

Thi s docunment specifies nechanisns for fast and |ight-wei ght

di ssemi nation of event notifications. The purpose is to enable
dat apl ane di ssenination of Fast Notifications (FNs). The draft

di scusses the design goals, the nessage container and options for
delivering the notifications to all routers within a routing area.
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1. Introduction

Enabl i ng fast dissenination of a network event to routers in a
limted area could benefit rmultiple applications. Existing use cases
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1.1

1.2

Lu,

are centered around new approaches for | P Fast ReRoute such as
[I-D.csaszar-ipfrr-fn]. In the future, however, nultiple innovative
applications nmay take advantage of a Fast Notification service.

A hop by hop control plane based floodi ng nechanismis used widely
today in link state routing protocols such as OSPF and ISIS to
propagate routing information throughout an area. In this nechanism
the information is processed in the control plane at each hop before
being forwarded to the next. The extra processing, scheduling, and
conmmuni cati ons overhead causes unnecessary del ays in the

di ssemi nation of the information.

This draft proposes a generic fast notification (FN) protocol as a
separate transport |ayer, which focuses on delivering notifications
quickly in a secure manner. |t can be used by many existing
applications to enhance the perfornmance of those applications, as
well as to enable new services in the network. This draft does not
specify the payl oad of the notification. Each application is
required to create an own spec and define its payload as well as the
preferred transport options separately.

Requi renents Language
The key words "MJST', "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Acr onyns
FN - Fast Notification
IGP - Interior Gateway Protoco
IS 1S - Internediate Systemto Internediate System
VD5 -  Message Digest 5
OSPF - (Open Shortest Path First
RPF - Reverse Path Forwarding
SHA - Secure Hash
SPT - Shortest Path Tree
STP - Spanning Tree Protocol
et al. Expires February 21, 2014 [ Page 3]
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2. Design Goals

A light-weight event notification nechanismthat could be used to
facilitate quick dissemnation of information in a linted area
shoul d have the follow ng properties.

1. The nechani smshould be fast. It should provide | ow end to end
propagati on delay for the notifications.

2. The signaling mechani smshould offer a high degree of reliability
under network failure conditions.

3. The mechani sm shoul d be secure; that is, it should provide nmeans
to verify the authenticity of the notifications.

4. The new protocol should not be dependent upon routing protoco
fl oodi ng procedures.

5. The mechani sm shoul d have | ow processi ng over head.

These design goals present a trade-off. Proper bal ance needs to be
found that offers good authentication and reliability while keeping
processing conmplexity sufficiently low to enable inplenentation in

dat apl ane. This draft proposes solutions that take the above goals
and trade-offs into considerations.

It is inmportant to note that information contained by the
notification packet may needed to be processed at nultiple points in
the router (e.g. multiple linecards nmay need to react on that
message). This docunent describes the way of sending the information
bet ween nodes, but distributing this information inside the node (if
needed) is out of the scope of this docunent.

3. Transport Logic - Distribution of the Notifications

The distribution of a notification to nmultiple receivers can be

i mpl erented in nmany ways. The main body of this draft describes sone
such options, however, other application specific distribution
mechani sms may exist. Sone nore details can be found in the

Appendi X.

3.1. Floodi ng node
In flooding node, the I GP configures the dataplane cards to replicate

each received FN nessage to each interface with a nei ghbour router in
the same area

Lu, et al. Expires February 21, 2014 [ Page 4]



I nt

3. 1.

Lu,

ernet-Draft Transport of Fast Notification Messages August 2013

Thi s happens by naking use of bidirectional multicast forwarding. In
bidir multicast, all interfaces added to the nulticast group can be

i ncom ng and outgoing interfaces as well. The principle is that a
router replicates the incom ng packet to *all* assigned interfaces
except the incomng interface. |If the local router is the source of
the packet to be forwarded, then the packet is replicated to al
interfaces. That is, the decision about which interfaces shoul d
actually be used as outgoing is determ ned on demand.

First, the FN service is assigned a nulticast group address, let us
call this MC-FN address. Then, the IGP assigns all interfaces to M:
FN which |l ead to nei ghbouring routers selected by the | GP

When the FN service is instructed to dissem nate a nmessage, it
creates an | P packet (as described belowin Section 4) and sets its
| P destination address to the MC-FN nulticast address. This IP
packet is then nulticasted to all |1GP neighbours in the area.

Reci pients of FN nmulticast-forward the packet according to the rules
of bidirectional nulticast, i.e. to all interfaces which the |oca

| GP pre-configured except the incoming interface. As this may cause
| oops without pre-caution (consider three routers in a triangle),
before forwarding, therefore, the forwardi ng engine has to perform
dupl i cat e check.

1. Duplicate Check with Fl ooding
Duplicate check can be performed i n numeruous ways.

Duplicate check can be performed by naintaining a short queue of
previously forwarded FN nessages. Before forwarding, if the FN
message is found in the queue, then it was forwarded beforehand, so
it may be dropped. Oherwise it should be forwarded and it should be
added to the queue.

Al ternatively, the queue may contain a signature of the previously
forwarded FN nessages, such as an MD5 or SHA256 signature or any
other hash. This signature may be carried in the packet, e.g. due to
aut henti cati on purposes, such as with the authentication mechani sns
described in Section 4.2.1.

In either of the above queue-based nechani sns, the size of the queue
can be set to a value that corresponds to the naxi mal nunber of |ega
FN messages generated by a single event. For instance, if FNis used
to broadcast failure identifiers in case of failures, then it is
likely that the failure of the node with the nost nei ghbours will
trigger the nost FN nessages (1 from each nei ghbour).

et al. Expires February 21, 2014 [ Page 5]
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It is also possible to use application-dependent duplicate check: the
state machine of the FN-application can be left responsible to decide
whet her the information carried in the packet contains new
information or it is a duplicate. This is only useful in the case if
the application can performthe duplicate check nore efficiently than
t he above generic nmechanisnms. Presently, [I-D.csaszar-ipfrr-fn]
specifies an application-specific duplicate check procedure.

Spanni ng Tree Mbde

If reliable forwarding of notification packet is not always a strict
requi renent, spanning trees nay be used for forwarding. 1In the

si npl est case, the nodes can build up a single spannig tree, and
notification packets can be forwarded along this tree with
bidirectional forwarding. This solution has the advantage that no
duplicate check is needed. The tree may be built up with
bidirectional PIM[RFC5015].

Anot her possibility is to use Maximally Redundant Trees
[I-D.ietf-rtgwg-nrt-frr-architecture], a pair of spanning trees which
give sonme failure tolerance. Since the comobn root of these trees
can always be reached in the case of a single failure, and since the
root can reach all the nodes, notification packets sent on both trees
can tolerate any single failure, if the root propagates the packets
it received on both trees. Further details about spanning trees are
described in the Appendi x.

Message Encodi ng

4.1. Seaml ess Encapsul ation

An application may define its own nessage for FN to distribute
quickly. In this case, only the special destination address (e.qg.
MC- FN) shows that the nessage was sent using the FN service

In this case, the entire payload of the | P packet is determ ned by
the application including sequence nunberi ng and aut hentication. The
| P packet’s protocol field can al so be set by the application.

4.2. Dedicated FN Message

Lu,

An alternative option is for the FN nmessages to be distributed in UDP
datagranms with well-known port values in the UDP header that need to
be all ocated by | ANA

The FN packet format inside a UDP datagramis the foll ow ng:

et al. Expires February 21, 2014 [ Page 6]
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0 1 2 3
01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

I
+- -+
| | P Header |
+- . + -+
| | Protocol =UDP| |
+- TSRS + -+
I I
+- -+
I I
T N +
| UDP Source Port = FN | UDP Destination Port = FN |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
[ UDP Header cont’d [
S .. +
| FN Header |
T N +
I I

FN Payl oad

T i T S T i T S S e S T e e

Aut henti cation (optional)

R R R R Rt s e s i SE S S +; .+; B et s i T o S S S
Figure 1: FN packet format as a UDP dat agram
The encoding of the FN Header is as foll ows:

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i

[ FN Length | FN App Type | AuType|unused
B i i S S i I e i S S R L e e e e

Fi gure 2: FN Header encoding
FN Length (16 bits)
The I ength of the FN nessage in bytes including the FN Header and

the FN Payl oad. The authentication data optionally appended to
the FN packet is not considered part of the FN nessage: the
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aut hentication data is not included in the FN Length field,
although it is included in the length field of the packet’'s IP
header .

FN App Type (8 bits)
Identifies the application which should be the receiver of the
notification. A value for each application needs to be assigned
by | ANA.

AuType
Identifies the authentication procedure to be used for the packet.
Aut hentication options are discussed in Section 4.2.1 of the
speci fication.

1. Authentication

Fast Notification intends to provide a trustable service option, so
that receivers of FN packets are able to verify that the packet is
sent by an authentic source. Sinple password authenticati on and hash
based aut hentication methods (with MD5 or SHA256) are described in
the foll ow ng subsections.

If AuType is set to 0x0, then the FN packet is not carrying an
Aut hentication field at the end of the packet. Note that even in
this case the FN application in the payload may still use its own
aut henti cati on mechani sm

If AuType is non null, an Authentication field nust be appended after
the FN nessage. The encoding of this field is as described bel ow.

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ AulLengt h [ ... Authentication Data ... [
B i i S S i I e i S S R L e e e e

Figure 3: Authentication field in FN packets

AulLengt h
Describes the length of the entire Authentication field in bytes.

The aut hentication type may be manual ly pre-configured or may be

sel ected automatically. For automatic selection, the nodes have to
know what type of authentication is applicable for the rest of the
nodes. This may achi eved by extending the |GP to advertise the FN
aut hentication capabilities. The nost straightforward way to achi eve

et al. Expires February 21, 2014 [ Page 8]
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this is to extend the Router Capability TLVs avail able both in OSPF
[ RFC4970] and in IS 1S [ RFC4971].

4.2.1.1. Area-scoped and Link-scoped Aut hentication

Since FN is a solution to dissem nate an event notification from one
source to a whol e area of nodes, the sinplest approach would be to
use per-area authentication, e.g., a comon password, a comon pre-
shared key anobng all nodes in the area as described in the foll ow ng
sub-sections, or digital signatures.

Carriers may, however, prefer per-link authentication. |In order not
to | ose the speed (sinple per-hop processing, fast forwarding
property) of FN, |ink-scoped authentication is suggested only if the
forwardi ng pl ane supports it, i.e. if there is hardware support to
verify and re-generate authentication hop-by-hop. 1In such cases, the
operator nmay need to configure a conmmon pre-shared key only on
routers connected by the sane link. It is even possible that there
is no authentication on sonme |inks considered safe.

4.2.1.2. Sinple Password Aut hentication

Si npl e password aut hentication guards against routers inadvertently
joining the routing area; each router nust first be configured with a
password before it can participate in Fast Notification

The password is stored in the Authentication Data field. AulLength is
set to the length of the password in bytes plus 1. Two AuType val ues
for sinple password authentication need to be allocated by | ANA: one
for area-scope and another for |ink-scoped.

Wth per-link authentication node, the Authentication field nust be
stripped and regenerated hop-by-hop

Si npl e password aut hentication, however, can be easily conpronised as
anyone with physical access to the network can read the password.

4.2.1.3. Cryptographic Authentication for FN

Using this authentication type, a secret key is used to generate/
verify a "nessage digest" that is appended to the end of the FN
packet. The nmessage digest is a one-way function of the FN packet
and the secret key. This authentication nmechani smresenbles the
crypt ographi ¢ authentication mechani sm of [RFC2328].

4.2.1.3.1. Mb

Lu, et al. Expires February 21, 2014 [ Page 9]
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The packet signature is created by an MD5 hash perfornmed on an object
which is the concatenation of the FN nessage, including the FN
header, and the pre-shared secret key. The resulting 16 byte M5
message di gest is appended to the FN nessage into the Authentication
field as shown bel ow.

The AuType in the FN header is set to indicate cryptographic
aut hentication, the specific value is to be assigned by | ANA both for
area-scoped and for |ink-scoped versions.

1 2 3
1234567890123456789012345678901
T S i i S S i i S S
| AulLengt h | Key I D | Unused |
B i S S T s i S T st i S S S S S S S S i
[ Message Digest (bytes 1-4) [
T o T i S S i S S S ik e s
| Message Di gest (bytes 5-8) |
+-
I
+-
I
+-

0
0

e e it e e o e R et s o i ol S R R S
Message Digest (bytes 9-12) |

B T s T S i S S S i (T S I S S S o S i
Message Di gest (bytes 13-16) [

i i S S e T e s s i I S SRR S

Figure 4: Authentication field in FN packets with MD5 cryptographic
aut henti cati on.

AulLengt h
AulLength is set to 20 bytes.

Key I D
This field identifies the algorithmand secret key used to create
the message di gest appended to the FN packet. This field allows
that nmultiple pre-shared keys may exist in parallel.

Message Di gest
The 16 byte | ong MD5 hash perforned on an object which is the
concat enati on of the FN nmessage, including the FN header, and the
pre-shared secret key identified by Key ID.

When receiving an FN nessage, if the FN header indicates M5

aut hentication, then the last 20 bytes of the FN nmessage are set

asi de. The recipient forwardi ng plane el ement cal cul ates a new MD5
di gest of the remainder of the FN nessage to which it appends its own
known secret key identified by Key ID. The cal cul ated and received
di gests are conpared. |In case of msmatch, the FN nessage is

di scar ded.
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In per-link authentication node, the Authentication field nust be
regener at ed hop-by-hop using the key of the outgoing |ink.

4.2.1.3.2. SHA256

Lu,

Simlarly to how MD5 authentication works, it is possible to use
Secure Hash 256 hash. Currently this is a nore secure hash function
than MD5. The Authentication field would | ook like this:

0 1 2 3
01234567890123456789012345678901
B E e r e s i s i o T T s S S S S 2
[ AulLengt h [ Key 1D [ Unused [
B T T i I T T o S S S e b S S S
| Message Digest (bytes 1-4) |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Message Di gest (bytes 5-8) |
B E e r e s i s i o T T s S S S S 2
I+- B I I e T i i o T T T e S S S S S S I+
| Message Di gest (bytes 25-28) |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Message Di gest (bytes 29-32) |
B E e r e s i s i o T T s S S S S 2

Figure 5: Authentication field in FN packets with MD5 cryptographic
aut henti cati on.

AulLengt h
AulLength is set to 36 bytes.

Key ID
This field identifies the algorithmand secret key used to create
the nmessage di gest appended to the FN packet. This field allows
that multiple pre-shared keys may exist in parallel

Message Di gest
The 32 bytes | ong SHA256 val ue cal cul ated on an object which is
the concatenation of the FN nessage, including the FN header, and
the pre-shared secret key identified by Key ID.

When receiving an FN nessage, if the FN header indicates SHA256

aut hentication, then the last 68 bytes of the FN nessage are set

asi de. The recipient forwardi ng plane el ement cal cul ates a new
SHA256 di gest of the remainder of the FN nessage to which it appends
its own known secret key identified by Key ID. The cal cul ated and
recei ved digests are conpared. |In case of msnmatch, the FN nessage
i s discarded.
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In per-link authentication node, the Authentication field nust be
regener at ed hop-by-hop using the key of the outgoing |ink

4.2.1.3.3. Digital Signatures

Lu,

A router may choose to use public key cryptography to digitally sign
the notification to provide certification of authenticity. This
mechani sm can avoi d shared secret that is required for other

aut henti cati on mechani snms described in this docunent. This

aut henti cati on mechani smresenbl es the authentication nechani sm of
OSPF with digital signatures as defined in [ RFC2154].

Security Considerations

This draft has described basic optional procedures for
aut hentication. The nechanism however, does not protect against
replay attacks.

If an application of FN require protection against replay attacks,
then these applications should provide their own specific sequence
nunbering within the FN payl oad. Recipient applications should
accept FN nessages only if the included sequence nunber is valid.

Si nce the nessage di gest of cryptographic authentication also covers
the payl oad, even if an attacker knew how to construct the new
sequence nunmber, it would not be able to generate a correct nessage
di gest without the pre shared key. This way, a sequence nunber in

t he payl oad conbined with FN' s cryptographic authentication offers
sufficient protection against replay attacks.

FN Packet Processing Summary

When receiving an FN packet, a node has to performthe follow ng
st eps.

It has to identify that the packet is an FN packet. This can be done
utilising the destination |P address (MC-FN) or by inspecting the UDP
port field.

If the flooding Iike transport |ogic described in Section 3 is used
the node has to performduplicate check followi ng the teachings in
Section 3.1.1.

If AuType is non-null, the node has to perform authentication check
as discussed in Section 4.2.1.

To protect against replay attacks, the node shall perform
verification of the sequence nunber provided by the application
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Punt and forward. The notification my need to be nulticasted but it
al so needs to be punted to the | ocal application on the linecard to
start processing.

Aut henti cati on check, sequence nunber check and punting/forwarding
may comence in any order deened necessary by the operator. |If the
operator prefers highest |evel of security, then both checks shoul d
be performed before forwarding. |If, however, the operator prefers
per-hop performance but still wants to ensure that nalice packets
cannot harmthe network, then authentication and sequence nunber
checks may al so happen after punting the packet, i.e. before
processing the information contained inside the FN payload. |In this
case, mmlicious packets may get propagated to every node but they
still do not cause any change in the configuration

| ANA Consi der ati ons

A UDP port value needs to be assigned by | ANA for FN. | ANA al so
needs to maintain values for FN App Type as applications are being
pr oposed.

Mul ti cast addresses used for the distribution trees are either
al | ocated by | ANA or they can be a configuration paraneter within the
| ocal donmi n.

Acknowl edgenent s

The aut hors owe thanks to Acee Lindem Joel Hal pern and Jakob Heitz
for their review and cooments. Al so thanks to Alia Atlas for
constructive feedback.

Ref er ences
Nor mat i ve Ref er ences

[I-D. enyedi-rtgwg-nrt-frr-algorithn
Envedi, G, Csaszar, A, Atlas, A, cbowers@ uniper.net,
c., and A. Gopalan, "Algorithms for conputing Maximally
Redundant Trees for |P/LDP Fast- Reroute", draft-enyedi-
rtgwg-mrt-frr-algorithmO03 (work in progress), July 2013

[I-Dietf-rtgwg-nrt-frr-architecture]
Atlas, A, Kebler, R, Envedi, G, Csaszar, A, Tantsura,
J., Konstantynowicz, M, and R Wite, "An Architecture
for 1 P/LDP Fast-Reroute Using Maxi mally Redundant Trees"
draft-ietf-rtgwg-nrt-frr-architecture-03 (work in
progress), July 2013.

et al. Expires February 21, 2014 [ Page 13]



Internet-Draft Transport of Fast Notification Messages August 2013

9. 2.

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi rement Level s", BCP 14, RFC 2119, March 1997.

[ RFC2328] Muy, J., "OSPF Version 2", STD 54, RFC 2328, April 1998.

[ RFC4970] Lindem A., Shen, N., Vasseur, JP., Aggarwal, R, and S
Shaf fer, "Extensions to OSPF for Advertising Optional
Rout er Capabilities", RFC 4970, July 2007.

[ RFC4971] Vasseur, JP., Shen, N., and R Aggarwal, "Internedi ate
Systemto Internediate System (1S-1S) Extensions for
Advertising Router Information", RFC 4971, July 2007.

[ RFC5015] Handley, M, Kouvelas, |., Speakman, T., and L. Vicisano,
"Bidirectional Protocol |Independent Multicast (BID R
PIM", RFC 5015, Cctober 2007.

I nformati ve Ref erences

[ Eny2009] Enyedi, G, Retvari, G, and A Csaszar, "On Finding
Maxi mal | y Redundant Trees in Strictly Linear Tine, |EEE
Synposi um on Conputers and Conmuni cations (ISCC)", 2009.

[1-D.csaszar-ipfrr-fn]
Csaszar, A., Envedi, G, Tantsura, J., Kini, S, Sucec,
J., and S. Das, "IP Fast Re-Route with Fast Notification",
draft-csaszar-ipfrr-fn-03 (work in progress), June 2012.

[ RFC2154] Murphy, S., Badger, M, and B. Wellington, "OSPF with
Digital Signatures", RFC 2154, June 1997.

Appendi x A.  Further Options for Transport Logic

A1l

Lu,

The options described in this appendi x represent alternative
solutions to the fl ooding based approach described in
Section Section 3.

It is left for WG di scussion and further evaluation to deci de whet her
any of these options should potentially be preferred instead of
redundant trees.

Mul ticast Tree-based Transport

One way of transporting an identical piece of information to several
receivers at the sanme time is to use nmulticast distribution trees. A
tree based transport solution is beneficial since nulticast support
is already inplenented in all forwarding entities, so it is possible
to use existing inplenentations.

et al. Expires February 21, 2014 [ Page 14]
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Wth multicast or tree based transport, the Fast Notification (FN)
packet can be recogni zed by a pre-configured or well known
destination |IP address, denoted by MC-FN in the followi ng, which is
the group address of the FN service.

If the FN service is triggered to send out a notification, the
notification will be encapsulated in a new | P packet, where the
destination I P address is set to MC FN.

1. Fault Tolerance of a Single Distribution Tree

Several solutions described in this draft use a single tree to
di sseminate a notification fromone given source.

The single tree solution is sinple, however it is not redundant: a
single failure may partition the tree, which will prevent
notifications fromreaching sonme nodes in the area.

Different applications may have different needs for reliability. For
exanpl e, when we use fast notification to dissem nate network failure
i nformation, all nodes surrounding the failure can detect and
originate the failure notifications independently. Any one of these
notifications (or a subset of then) may be sufficient for the
application to make the right decision. This draft provides severa
different transport options fromwhich an applications can choose.

2. Pai r of Redundant Trees

If an FN application needs the exact sane data to be distributed in
the case of any single node or any single link failure, the FN
service could opt to run in "redundant tree node".

A pair of "maxinmally redundant trees”
[I-D.enyedi-rtgwg-nrt-frr-algorithni ensures that at each single node
or link failure each node still reaches the common root of the trees
through at |east one of the trees. A redundant tree pair is a known
prior-art graph-theoretical object that is possible to find on any
2-node connected network. Even better, it is even possible to find
maxi mal | y redundant trees in networks where the 2-node connected
criterion does not "fully" hold (e.g. there are a few cut vertices)

[ Eny2009], [I-D.ietf-rtgwg-mt-frr-architecture].

Note that the referenced algorithm(s) build a pair of trees
considering a specific root. The root can be selected in different
ways, the only thing that is inportant that each node nmakes the sane
sel ection, consistently. For instance, the node with the highest or
| owest router ID can be used.

et al. Expires February 21, 2014 [ Page 15]
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the root has only one child in order to protect against the failure

of the root itself.

Al gorithns presented in [ Eny2009],
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notification on both trees, if it
Redundant trees require two nmulticast group addresses.
and MC-FN-2 identifies the other

of the trees.

MC-FN identifies one of the trees,

tree.

but at |
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i s possible,

east al ong one

Each node nulticast forwards the received notification packet (on the

same tree).
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it forwards a replica of the incomng notification in which it
repl aces the destination address identifying the other nulticast

distribution tree.
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connectivity fromB to Ais lost) will reach Ron tree #1
Notifications originating fromA (e.g. reporting that the
connectivity fromAto Bis lost) will reach Ron tree #2. FromR,
each node is reachabl e through one of the trees, so each node wll be
notified about both events.

Uni cast

This method addresses the need in a unique way. It has the follow ng
properties:

Plain sinple, without the need of any forwardi ng pl ane change or
cooperati on;

Short turnaround tinme (i.e. ready for next hit);

100% | i nk break coverage (may not work in certain node failure
cases);

Little change to OSPF (need encapsulation for IS-195)
1. Method

The method is sinple in design, easy to inplenent and quick to
deploy. It requires no topol ogy changes or specific configurations.
It adds little overhead to the overall system

The met hod sends the event nessage to every router in the area in an
| P packet. This appears burdensone to the sending router which has
to duplicate the packet sending effort many tines. Practica

experi ence has shown, however, that the amount of effort is not a big
concern in reasonabl e sized networks.

Normal flooding (regular or fast) process requires a router to
duplicate the packet to all flooding eligible interfaces. Al
routers have to be fast-flooding-aware. This inplies new code to
every router in control plane and/or forwarding plane.

The met hod uses a different approach. It takes advantage of the
given routing/forwarding table in each router in the |IP domain. The
originating router of the flooding information sinply sends nultiple
copi es of the packet to each and every router in the donmain. These
packets are forwarded to the destination routers at forwarding plane
speed,

just like the way the regular IP data traffic is handled. No specia
handling in any other routers is needed.

et al. Expires February 21, 2014 [ Page 17]
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This small delay on the sender can be mnimzed by pre-downl oadi ng
the |ink-broken nessage packets to the forwardi ng plane. Since the
forwardi ng pl ane already has the list of all routers which are part
of the I1GP routing table, the forwardi ng pl ane can di spatch the
packet directly.

In essence, the flooding in this method is tree based, just like a
multicast tree. The key is that no special tree is generated for
this purpose; the normal routing table which is an SPF tree (SPT)
plays a role of the flooding tree. This |ogic guarantees that the
flooding follows the shortest path and no flooding | oop is created.

A . 2.2. Sanple Operation

Figure 7 depicts a scenario where router A wants to flood its nessage
to all other routers in the domain using the unicast flooding nethod.

I nstead of sending one packet to each of its neighbor, and letting
t he nei ghbor flood the packet further, router A directly send the

same packet to each router in the domain, one at a time. |In this

sampl e network, router A sends out 5 packets.

A---B---C---D
\
--E---F

Packet (A->B);
Packet (A->C);
Packet (A->D);
Packet ( A- >E)

Packet (A->F).

aorwNE

Figure 7: Miltiple Unicast Packets
The unicast flooding procedure is solely controlled by the sending
router. No action is needed fromother routers other than their
normal forwarding functionalities. This nethod is extrenely sinple
and useful for quick prototypi ng and depl oynent.
A. 3. Gated Milticast through RPF Check
This nethod fulfills the purpose with the follow ng characters:

1. No need to build the nulticast tree. It is the same as the SPT
computed by the I GP routing process;

2. Flooding | oops are prevented by RPF Check

Lu, et al. Expires February 21, 2014 [ Page 18]
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The method has all the benefits of nulticast flooding. |It, however,
does not require running nulticast protocol to setup the nulticast
tree. The unicast shortest path tree is used as a nmulticast tree.

1. Loop Prevention - RPF Check

In this nmechanism the distribution tree is not explicitly built.

Rat her, each node will first do a Reverse Path Forwardi ng (RPF) check
before it floods the notification to other |inks.

A special multicast address is defined and is subject to | ANA

approval. This address is used to qualify the notification packet
for fast flooding. Wen a notification packet arrives, the receiving
node will performan |IP unicast routing table | ookup for the

originator I P address of the notification and find the outgoing
interface. Only when the arriving interface of the notification is
the sane as the outgoing interface |eading towards the originator IP
address, will the notification be flooded to other interfaces.

IP Multicast forwarding with RPF check is avail able on nost of the
routing/switching platforns. To support flooding with RPF check, a
special IP nmulticast group nust be used. A bi-directional IP

mul ticast forwarding entry is created that consists of all interfaces
within the flooding scope, typically an | GP area.

2. (Qperation
The Gated flooding operation is illustrated in Figure 8.

Al'l Routers, |IGP Process:
i f (SPT ready) {
duplicate the SPT as Bidir_Milticast_tree
downl oad the nulticast_tree to forwardi ng pl ane;

add FNF_rul ticast_group_addr

Sender of the FNF notification:
i f (breakage detected) {
pack the notification in a packet;
send the packet to the FNF_nulticast_group_addr

}

Recei ver of the FNF notification
if (notification received) {
if (RPC_.interface == incom ng_interface) {
multicast the notification to all other interfaces;

forward the notification to | GP for processing;

et al. Expires February 21, 2014 [ Page 19]
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Figure 8: Gated fl ooding operation

Figure 9 shows a sanple operation on a four-router nesh network. The
left figure is the topology. The right figure is the shortest path
tree rooted at A

Router A initiates the flooding. But the downstreamrouters B, C
and Dwill drop all messages except the ones that cone fromtheir
shortest path parent node. For exanple, A's nessage to Cvia Bis
dropped by C, because C knows that its reverse path forwardi ng (RPF)
nexthop is A

A A
I\ I\
B---C B C
\ |/ \

D D

Figure 9: Loop Prevention through the RPF check

A. 4. Further Multicast Tree based Transport Options

A.4.1. Source Specific Trees

A 4.

Lu,

One inplenentation option is to rely on source specific nulticast.

This nmeans that even though there is only a single nulticast group
address (MC-FN) allocated to the FN service, the FIB of each router
is configured with forwarding information for as many trees as nany

FN sources (nodes) there are in the routing area, i.e. to each (S.i
, MC-FN) pair.
2. A Single Bidirectional Shared Tree

In the previous solution each source specific tree is a spanning
tree. It is possible to reduce the conmplexity of managi ng and
configuring n spanning trees in the area by using bidirectiona
shared trees. By building a bidirectional shared tree, all nodes on
the tree can send and receive traffic using that single tree. Each
sent packet fromany source is nulticasted on the tree to all other
receivers

The tree nmust be consistently conputed at all routers. For this, the
followi ng rules nmay be given:

The tree can be conputed as a shortest path tree rooted at e.g. the
hi ghest router-id. Wen nultiple paths are available, the

et al. Expires February 21, 2014 [ Page 20]
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nei ghbouring node in the graph e.g. with highest router-id can be
pi cked. When multiple paths are avail able through multiple
interfaces to a neighbouring node, e.g. a nunbered interface may be
preferred over an unnunbered interface. A higher |IP address may be
preferred anong nunbered interfaces and a higher iflndex nay be
preferred anong unnunbered interfaces.

Not e, however, that the inportant point is that the rules are

consi stent anobng nodes. That is, a router may pick the | ower router
IDs if it is ensured that ALL routers will do the sanme to ensure
consi st ency.

Mul ticast forwarding state is installed using such a tree as a bi-
directional tree. Each router on the tree can send packets to al
other routers on that tree.

Note that the nulticast spanning tree can be built using [ RFC5015] so
that each router within an area subscribes to the sane nulticast
group address. Using BIDDR-PIMin such a way will eventually build a
mul ticast spanning tree anong all routers within the area. (BID R
PIMis normally used to build a shared, bidirectional nmulticast tree
anong nul tiple sources and receivers.)

Layer 2 Networks

Layer 2 (e.g. Ethernet) networks offer further options for
distributing the notification (e.g. using spanning trees offered by
STP). Definition of these is being considered and will be included
in a future revision of this draft.
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