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Abst ract

This draft considers an approach to the optim zation of the traffic
generated by the overlay (peer-to-peer) applications, where some
informati on on inter-AS (Autononobus Systen) paths is obtained with
t he usage of dedi cated conmmunicati on schene known as inter-ALTO
conmuni cati on.

The | arge anobunt of network traffic generated by overlay applications
requires effective managenent. This traffic traverses inter-AS |inks
and t hus generates substantial costs for the operators and poses
problens with overload on the external and internal links. The
traffic is not time-stable as the peers connect and di sconnect very
often. Additionally, when the overlay traffic is observed on
inter-AS links, it can be seen that sources and destinations change
in a very short period of tine. The ALTO (Application-Layer Traffic
Optinization) service provides the information that enables nore

ef ficient managenent of the overlay traffic. Such applications can
use the information to perform better-than-random peer selection

The ALTO servers are responsible for a pre-selection procedure; the
final selection is done by overlay clients and then the ALTO protoco
conveys network information to applications. To be credible, this

i nformati on should be as close to real network situation as possible.
However, sone types of data are not hold by an operator, but they
shoul d be gained on the basis of the additional information exchange
with other AS operators. This docunent presents rationale for the
need of introduction of the inter-ALTO conmuni cation

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering

Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-

Dul i nski, et al. Expi res January 12, 2012 [ Page 1]



Internet-Draft I nter-ALTO Probl em St at enent July 2011

Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 12, 2012
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.

Dul i nski, et al. Expi res January 12, 2012 [ Page 2]



Internet-Draft I nter-ALTO Probl em St at enent

Tabl e of Contents
1. I ntroduction .
2. Definitions

3. The Problem and Mtivation .
Route Asymmretry . .
Many ASes within One ISP
D fferent Types of Business Rel at| ons
Congesti on Avoi dance .
Proximty Awareness
Renote | SP's Preference ..
Coordi nation of |SPs’ Policies .
Sensitivity of Topol ogy Information
. CQutdated Information . .
0. Mobil e Networks
1. Route Aggregation

PPRPOO~NOO~WNE

4. Usage of the Mechanisms O fered by the ALTO Prot ocol
5. Security Considerations
6. | ANA Consi derations
7. Acknow edgenents .
8. References . .
8.1. Normative Ref erences .

8.2. Informative References .

Aut hors’ Addresses .

Dul i nski, et al. Expi res January 12, 2012

July 2011

(&)

© OO

10
11
11
11
12
12
13
14
14
15
15
15

15

[ Page 3]



Internet-Draft I nter-ALTO Probl em St at enent July 2011

1.

I nt roducti on

Thi s docunent describes the rationale for a communication to be used
bet ween ALTO servers located in different autononous systens (AS)
Such an inter-ALTO conmmuni cati on extends the ALTO service

[ RFC5693] capabilities and provides additional information on renote
peers, i.e., peers located in other ASes. To nake the consideration
more clear we distinguish |ocal AS and renpte ASes. Local AS is the
one from whi ch perspective we describe the comuni cation. Loca
peers are located in the local AS and are served by a local ALTO
server. On the contrary, all other peers are located in renote ASes.
Those peers are referred to as renote and are served by renmpte ALTO
server. This basic term nology adheres to najority of considerations
in this docunent.

The notivation for the ALTO service as discussed in the ALTO probl em
statenent [RFC5693] focuses on the overlay traffic optimzation based
on information gathered fromthe Internet Service Provider (ISP)
domain, i.e., an Autonompous System (AS). Due to the suggested
approach, information on the AS internal topology and sone routing

i nformati on obtained fromthe global Internet (the BGP routing

tabl es) may be used for the peer selection procedures. The data
transfer cost can be also incorporated. However, there are sone
paraneters whi ch can be used for the better peer selection nechani sm
but they are not available in the | ocal AS and must be obtained from
outside, i.e., froma renote AS. For exanmple, the BGP routing
information available in the AS identifies only the upstreamtraffic.
The informati on about the downstreamtraffic is not present or is

i nconplete and the full BGP information for this traffic could be
obtained fromthe renote AS containing the subnetwork where the peer
sendi ng downstreamtraffic is attached. |In order to obtain such
data, we propose the inter-ALTO comuni cation

It is assuned that the ALTO servers are deployed in the |local and
renote ASes. The ALTO server located in the client AS can request
desired information fromthe ALTO server which is located in the
renote AS. FEach server is managed by a respective |SP. Each ISP
deci des what type of information can be exposed to the requesting
party. The ALTO server responds with the type of information that
was previously agreed to exchange. Each local ALTO server has to
di scover the address of the renpte ALTO server before starting the
communi cati on. The di scovery procedure nmay use the | P addresses of
renote peers for the establishnment of | P addresses of renmpte ALTO
servers. The detailed analysis of this functionality is out of scope
of this docunent.

The information delivered by renote ALTO servers nay be used by a
| ocal ALTO server to perform advanced rating/ranking procedure of
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peers. The general idea is as follows.

1. A peer receives a list of other peers froma tracker, i.e., a
list of potential candidates to communicate with.

2. A peer uses the ALTO protocol [I-D.ietf-alto-protocol] to send
the list of peers to its local ALTO server.

3. Local ALTO server obtains additional information on renote peers
by conmmuni cating respective renote ALTO servers. |f sufficient
information is available locally and the inter-ALTO comruni cati on
is not needed, this step is omtted.

4. Using ISP specific policies and val ues of paraneters associ ated
with renote peers the | ocal ALTO server perforns rating/ranking
procedur e.

5. Sorted/rated list of peers is sent back to the peer with usage of
the ALTO protocol .

The requirenents, syntax and detail ed operation of the inter-ALTO
conmmuni cation as well as the rating/ranking procedure is out of scope
of this docunent.

2. Definitions
In the scope of this docunent we use all the definitions specified in
the Section 2 of ALTO problem statenent [ RFC5693]. Mbdreover, the

followi ng terns have the special neaning.

Local Peer: A peer which belongs to the sanme Autononbus Systemto
whi ch the ALTO client bel ongs.

Renote Peer: A peer which belongs to anot her Autononbus Systemthan
the one to which the ALTO client bel ongs.

Local AS: The Autononous Systemto which the ALTO client bel ongs.
Renote AS: An Autononobus Systemto which a renote peer bel ongs.

Local ALTO Server: The ALTO server serving the ALTO client and the
| ocal peers.

Renote ALTO Server: An ALTO server serving renote peers.
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3.

The Probl em and Moti vati on

ALTO server optim zation capabilities are limted by the fact that
they use information available locally only. It can be shown that
nmore information on renote peers, a routing path, or renote ISP
preferences would be useful. The data fromrenote ASes obtai ned by
the external interface as shown in Figure 1 of the ALTO protoco
draft [I-D.ietf-alto-protocol] may have a substantial significance
for the managenent of overlay traffic (e.g. with respect to peer
rating, ranking, or the choice of the best peers). The suggested
approach to deliver these types of information is defined in the

i nter-ALTO communi cation di scussed in this docunent.

The ALTO service may al so be used by the client-server applications,
supporting the best choice of the mrror servers. |If sone nmirror
servers are in other ASes than the client’s AS, sone information
about the network conditions in the renote ASes nay be delivered only
by the ALTO servers localized in these ASes. Both clients and mirror
servers may conmunicate with their |ocal ALTO servers for delivering
traffic optimzation parameters. As an ALTO client comunicates only
with its | ocal ALTO server, the information fromrenmote ASes is
accessible only via inter-ALTO conmuni cati on.

The ALTO based traffic optinization nmay be al so used in the context
of the Content Delivery Networks (CDNs)
[1-D.jenkins-alto-cdn-use-cases]. The draft by N ven-Jenkins et al.
shows how CDNs may benefit fromthe information provided by the ALTO
protocol. Local information, however, nmay be not sufficient to
optinize the request routing process. The information gathered from
ALTO servers in other donains may be needed.

The basic ALTO architecture presented in Figure 1 of the ALTO
protocol draft [I-D.ietf-alto-protocol] defines the external
interface used to conmmunicate with other information sources |ike
remote ALTO servers. The ALTO Protocol draft, however, does not
define what information should be exchanged between ALTO servers to
optinmize the traffic. The inter-ALTO comuni cation proposed by the
current docunent inplenents the external interface as defined by the
ALTO protocol draft.
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Figure 1: Inter-ALTO conmuni cation architecture.
The architecture of the Inter-ALTO comunication is shown in
Figure 1. Both ALTO servers gather the information fromtheir
i nformati on sources |like routing protocols, provisioning policies, or
dynanmi ¢ network information sources. The |local ALTO server needs to
comruni cate with a renote ALTO server to obtain information which is
available only at the entities in the renote AS.

In particular, the follow ng key aspects notivate the proposal of the
i nter-ALTO conmmuni cati on.

0 Route asymmetry.

o Different types of business relations.

o Congestion avoi dance.

0o Proximty awareness (distance to the renote AS), e.g.:

* nunmber of inter-AS hops;
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* delay (RTT).
0 Renote |ISP's preference
0 Coordination of ISPs’ policies.
0 Qutdated information.
3.1. Route Asymetry

The conmuni cation between two ASes does not need to follow the sane
path in the upstream and downstreamdirection. It was shown that
about 29% of paths between AS pairs in the Internet are fully
symretric, i.e., upstreamand downstreamtraffic foll ows exactly the
same path [ICC.optimal]. |In 51% of cases the nunber of inter-AS hops
is different for the upstream and downstream direction

Additionally, in 50.5%of all path pairs a neighbor AS for upstream
and downstream paths are different.

The ALTO server can obtain routing information locally (e.g. from BGP
routers) and can determ ne the upstream path. Information about the
downstream path is usually not easily available. Sone additiona
routing informati on can be obtained from Looking d ass Servers, but
not all ASes provide them The inter-ALTO conmmunication provides the
ability to exchange the rel evant infornation between ALTO servers.
Especially, the downstream path can be reliably determ ned using the
i nformati on provided by renote ALTO server. 1In the light of route
asymetry in the Internet such informati on appears to be necessary
for a better optimzation of a peer rating/ranking algorithm as
assunption that the inter-AS routes follow symetrical paths can give
not only sub-optinmal, but msleading and, in effect, harnful results.

3.2. Many ASes within One ISP

An | SP nmay possess a conpl ex topol ogy network conposed of nany

aut ononous systens. Current ALTO specification allows for depl oynent
of independent ALTO servers in each AS. In such a case the overlay
traffic managenent performed by the ALTO server is restricted to a
single AS since cost maps have a local nmeaning. An ISP operating a
multi-AS network may be interested in managing the traffic in the
whol e admini strative domain in a consistent and coordi nated manner.
The i nformati on possessed by a single ALTO server is insufficient.
To obtain a conpl ete knowl edge on the multi-AS network a

communi cati on between ALTO servers is needed. As a result, |oca
cost maps originating fromdifferent autononobus systens may be
coordinated. A uniformcost map reflecting the whol e network
structure may be created and distributed between ALTO servers.
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3.3. Different Types of Business Relations
Two basic business rel ations between | SPs may be di stingui shed.

When two | SPs agree to exchange the traffic wi thout any charge, such
arelation is called peering. The inter-domain |ink between the
respective ASes is also called a peering link. Usually, there is no
charge if the difference between traffic vol unes passing such a link
in different directions does not exceed a previously agreed linmt.

The ot her case occurs when one | SP serves as a network provider to
another ISP (e.g. relation between tier 2 and tier 3 ISPs). In such
a case one ISP (acting as a custoner) has to pay the other ISP
(acting as provider) for the traffic sent over the inter-AS |ink
connecting them The real nonetary cost of the traffic vol une
exchanged on such a |ink depends on agreenents between |SPs. In
general, sone |inks may be considered as cheaper or nore expensive.

AS may be connected to many other ASes with various agreenents. The
cost of the inter-AS traffic transfer may differ dependi ng on which
nei ghbor AS the path passes. For this reason an ISP rmay prefer that
its own custoners exchange data with renote peers | ocated in such
ASes that the path directed to them passes cheaper links. The ALTO
server may sort peers taking into account these criteria. To receive
al nost conplete information on routing paths to and fromdifferent
renote domains the information provided by renote ALTO server using

i nter-AS comuni cation may be hel pful

3.4. Congestion Avoi dance

A peer rating/ranking procedure may al so take into account the
congestions on inter-AS links. An ISP is able to nonitor queues on
its inter-domain |inks and assign nmetrics indicating the buffer
occupancy or bandwi dth utilization. These netrics can express
percentage use of buffers or bandwi dth on a particular inter-AS |ink
If one inter-domain link is congested it is desirable to pronote
peers reachable through lightly loaded Iinks. Again, information
provi ded by the renmpte ALTO server woul d support such optim zation
The aimof the inter-ALTO comunication is not to replace the

exi sting congestion avoi dance nechani sns. The idea is to support the
present nmechani sm by the exchange of paraneters describing the |oad
on the inter-AS |links.

3.5. Proximty Awareness
For a set of reasons (e.g. the perfornmance of an application) the

ALTO server nmmy suggest its customers to connect to renbte peers
located in its proximty. The sinplest nmeasure of proximty is the
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nunber of inter-AS hops. As indicated above, due to the route
asymetry, the nunber of hops may significantly differ between the
upstream and downstream paths. Such information for the downstream
path may be provided by the renpte ALTO server. A nore advanced
metric of proximity can be found in the delay that can be
appr oxi mat ed by exchangi ng nessages between ALTO servers. The ALTO
servers can be equipped with an application-layer ping functionality
whi ch only operates between ALTO servers. By exchangi ng speci al
packets prepared by the ALTO servers, these servers can estimate
del ay and packet | oss.

3.6. Renpte |SP's Preference

If two | SPs agree on a cooperation, the renote ALTO server may
provide its preference paraneters (renote preference paraneters)

i ndi cating which peers are better fromthe point of view of the
remote | SP. For instance, the AS in which the renote ALTO server is
| ocated may possess two subnetworks connected to the operator’s core
network by distinct links. It may happen that a connection to one of
the subnetworks is cheaper than the other. The renote operator may
prefer connections through cheaper link, so peers located in the
subnetwork transferring data via this cheaper link are preferred.

The renote preference paraneter nay be al so used when a renote | SP
wants to suggest peers which are connected to the Internet through
access |links of higher capacity. This way, the renote ALTO server,

wi t hout exposing the exact values of access |ink bandw dth, may

i ndi cate peers with higher throughput. The renote preference
paraneters have only |l ocal nmeaning, i.e., their values are conparabl e
for peers located in the same AS only.

If a remote | SP does not want to reveal nunerical values of network
paraneters related to its peers (such information m ght be considered
as confidential) the renote ALTO server may performa rating/ranking
procedure and assign priority paraneter to its peers. The rating/
ranking criteria may remain hidden for the requesting |ocal ALTO
server.

3.7. Coordination of |ISPs’ Policies

Operators nmay have an incentive to coordinate their efforts in order
to decrease transfer costs on inter-AS links or inprove quality
experienced by peers, i.e., coordinate their peer rating/ranking
strategies. This way, operators may avoid contradictory strategies
resulting in inefficiency of rating/ranking algorithnms. Operators
may agree to pronote each other’s peers.

For exanple, it may happen that operator A wanting to decrease
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3.

3.

3.

traffic on one of its links discourages its own peers from

comruni cating with peers located in operator B s domain. On the

ot her hand, operator B would consider peers |located in a domain of
operator A as very attractive for its own peers. As a result,
rating/ranki ng procedures perfornmed by respective ALTO servers give
contradictory results what may decrease the effectiveness of these
procedures. To avoid such a situation, the inter-ALTO conmuni cati on
i s needed.

Anot her exanpl e of a useful ness of coordination of policies is
clustering of ASes. Recent studies [IJNM unfairness] have shown that
| ocality pronotion might be ineffective or even harnful if used in AS
with small nunber of peers. A proposed solution is to create a
cluster of two or nmore ASes. Then ALTO servers serving different
ASes in the cluster treat all peers located in the cluster as if they
were in a single AS. In other words, froma point of view of

|l ocality pronotion algorithmall peers located in the cluster are

| ocal, regardless of their honme AS.

8. Sensitivity of Topol ogy Information

The mininmuminformation that the renote AS provides to the lIocal ALTO
server via the inter-ALTO communi cati on nay be the nunber of inter-AS
hops and the nunber of the local AS s nei ghbor in the downstream path
(the full downstream AS_PATH may be not exchanged). Such information
does not reveal any sensitive information neither on the ISP interna
topol ogy details nor renote AS connections with other ASes, but does
provi de basic and very useful information for the | ocal ALTO server

9. CQutdated Information

It is expected that some information (paraneters) fromrouting
protocols that will be used in the rating/ranking procedures may
outdate. Also information related to the network performance is
constantly changing. Therefore, the information obtained fromthe
renote AS requires updates. This updates may be generated on request
(pull mechani sm, on event base schema or periodically (push
mechani sm). The inter-ALTO comuni cation shoul d be equi pped with
mechani sms for updates. The need for the present information
descri bi ng network conditions and sonme routing paraneters are
argunents for introducing specific protocol for the conmunication
bet ween ALTO servers.

10. Mbbil e Networks
The inter-ALTO conmuni cati on may be very useful for nobile network

operators and content providers serving nobile clients. An ALTO
server may recognize nobile clients and properly assign themto Pl Ds.
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Sorme information about the nobile network resources gathered from
mobi | e network nodes | ocated in different networks should be
exchanged between operators for better then random peer sel ection
ALTO servers shoul d posses infornmation which allows to nake proper
peer selection, taking into account, e.g., the nobile network | oad
(including the load in the radio access network and in the circuit-
and packet-sw tched donmai ns).

After collecting the load information, the ALTO server may assign
priorities. These priorities my exenplify the load in sone parts of
the radi o access network. Via the inter-ALTO comuni cation, the
priorities may be passed to the other operator’s networks where other
clients are located. Relying on this infornmation, the ALTO server
may optim ze the connections between clients.

3.11. Route Aggregation

The BGP protocol allows the aggregation of specific routes into one

route. In such a case the aggregate route is advertised. The ful
path is either lost conpletely or the AS set information is
available. 1In the latter case only the set of ASes behind the

aggregating router is known but the detailed information about the
routing path, including AS sequence and AS-hop count, is lost. From
the overlay traffic optimzation point of view the know edge on ASes
| ocat ed behi nd aggregating router and the nunber as well as sequence
of inter-AS hops may be useful, e.g., because of route asymetry
probl em descri bed earlier (Section 3.1). The solution for this
problemis informati on exchange between ALTO servers |ocated in ASes
ahead and behind the router aggregating routes.

4. Usage of the Mechanisnms O fered by the ALTO Protoco

The basic ALTO protocol architecture allows an ALTO server to
communi cate with a third party through the external interface. The
i nter-ALTO communi cati on may use sone functionalities offered by the
ALTO protocol [I-D.ietf-alto-protocol]

Server Information Service: This service defined by the ALTO
protocol may be extended in order to provide information about
server’'s ability to cooperate with other ALTO servers. Thanks
to this service, the other ALTO servers may acquire the
i nformati on about avail able paranmeters and their definitions.
These paraneters may be used by cooperating ALTO servers for
the peer rating/ranking procedures. The access for this
service may be restricted. Sone information may be accessible
only by the privileged ALTO servers after the successfu
aut henti cati on.
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5.

ALTO Information Services: These services has been defined to
provide the query information services for ALTO clients. Al
the informati on delivered by these services has | ocal neaning.
This information is related to the locally defined paraneters
describing a particular ISP's network. Sone part of this
i nformati on managed by a renote ALTO server may be useful for
the requesting |l ocal ALTO server. The requesting ALTO server
obtains this information via inter-ALTO comuni cation. After
receiving the response, the local ALTO server has to perform
some cal cul ations, scaling, nmerging, or adaptation of the
received parameters. In this way the |ocal ALTO server nay
conformto both its internal network topol ogy and nmeasurenents,
and the external ones. However, it should be stressed that the
ALTO Information Services is designed for comuni cati on between
ALTO clients and servers, not for the inter-ALTO comuni cation

Network Map: This structure is defined by the ISP and reflects the
internal structure of the ISP network. This structure has only
a local nmeaning and, generally, it is not unique for al
entities within the Internet.
A particular network map can be used by different operators.
The requesting ALTO server usually has to perform sone
prediction of the external topology on its own. The ALTO
server has to apply its own rules and definitions. The PI Ds,
defined in the renote ALTO server, have to be nmapped on the PID
structure defined in the | ocal AS.

Cost Map: This structure also has the | ocal neaning. The local ALTO
server nmay receive the network map and the cost map froma
renote ALTO server. These costs nmay require recalculation in
order to unify the cost neasures in the local AS. After these
operations, if it is needed, the rating/ranking procedure can
be perforned.

Security Considerations

The conmuni cati on between ALTO servers requires authentication and
aut hori zati on procedures. In sone cases it may require establishnment
of the secured tunnels between the partner ALTO servers. The mini num
security requirenments for the inter-ALTO comunication is out of
scope of this docunent.

The inter-ALTO comruni cati on allows ALTO servers to exchange any
paraneters which i nprove the performance of the overlay traffic, or

generally, allows themto nanage overlay traffic. 1In order to
achieve this results a group | SP may exchange sensitive data, the
exchanged paraneters may be confidential. They should not be
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accessible by a third party, e.g., sone other |SPs or peers.

An ISP may have its own policy how organize the overlay traffic and
this policy may use a nunber of paraneters during the eval uation
procedure. The policy result may be delivered to peers in nmany ways.
It can take the formof a sorted peer list wthout any paraneters, a
sorted list with sone paraneters which are derived fromthe
paraneters exchanged in the inter-ALTO conmuni cation, or raw
exchanged paraneters. |SPs may have an incentive not to expose these
paraneters in the raw formto peers. The nentioned sensitive
paraneters require applying a higher |evel of the security
procedur es.

In order to keep the exchanged parameters confidential it may be
reasonabl e to keep the conmmuni cati ons between peers and ALTO server
from communi cati on anong ALTO servers by the protocol differentiation
separated. Different security procedures may be easier to nmanage if
t hese communi cation procedures take the formof two distinct
protocols. This protocol separation allows to define mechani sms
whi ch are specific for the inter-ALTO conmuni cation only. The
protocol should not allow to use this mechani sm by overlay peers.
The set of procedures for the inter-ALTO conmunication is expected to
be separated fromthe client ALTO conmunication and this can be
achi eved by distinct protocols.

6. | ANA Consi derations

Thi s docunent has no actions for | ANA
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