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Abst r act

This draft describes two generic use-cases that illustrate
application layer traffic optimzation concepts applied to high
bandwi dth core networks. For the purposes here high bandwi dth will
mean bandwi dth that is significant with respect to the capacity of a
wavel ength in a wavel ength division nultiplexed optical transport
system e.g., 10-40CGhps or nore. For each of these generic use cases,
we present a generic optinization problem |ook at the type of

i nformati on needed (query interface) to performthe optinization,
investigate a reservation interface to request network resources, and
al so consi der enhanced availability and recovery scenari os.
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I ntroduction

Cl oud Computing, network applications, software as a service (SaaS),
Platformas a service (PaaS), and Infrastructure as a Service (laaS),
are just a few of the terns used to describe situations where

mul tiple conputation entities interact with one another across a

net wor k. When t he conmuni cation resources consuned by these
interacting entities is significant conpared with |link or network
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capacity then opportunities may exist for nore efficient utilization
of avail abl e conmputation and network resources if both conputation
and network stratunms cooperate in some way. The application |ayer
traffic optimzation (ALTO working group is tackling the simlar
probl em of "better-than-random peer sel ection" for distributed
applications based on peer to peer (P2P) or client server
architectures [16]. In addition, such optim zation is inportant in
content distribution networks (CDNs) as illustrated in [17].

General multi-protocol |abel switching (GWLS) [18] can and is being
applied to various core networking technol ogi es such as SONET/ SDH
[19] and wavel ength division multiplexing (WOM [20]. GWLS provi des
dynani ¢ network topol ogy and resource information, and the capability
to dynamically allocation resources (provision |abel swtched paths).
Furt hernmore, the path conputation elenment (PCE) [21] provides for
traffic engineered path optim zation

However, neither GWPLS nor PCE provide interfaces that are
appropriate for an application layer entity to use for the foll ow ng
reasons:

GWPLS routing exposes full network topol ogy infornmation which
tends to be proprietary to a carrier or require specialized
know edge and techni ques to nake use of, e.g., the routing and
wavel engt h assi gnnent (RWA) problemin WM networks [20].

Core networks typically consist of two or nore layers, while
applications are typically only know about the IP |ayer and
above. Hence applications would not be able to nmake direct use
of PCE capabilities.

GWLS signaling interfaces are defined for either peer GWLS
nodes or via a user network interface (UNI) [22]. Neither of
these is appropriate for direct use by an application entity.

In this paper we discuss two general use-cases that can generate core
network flows with significant bandwi dth and may vary significantly
over time. The "cross stratum optim zation" probl enms generated by
these use cases are discussed. Finally, we | ook at interfaces between
the application and network "stratuns" that can enabl e overal

optini zation.

1.1. Conputing Couds, Data Centers, and End Systens
VWhile the definition of cloud conputing or conpute clouds is sonewhat
nebul ous (or "foggy" if you will) [1], the physical instantiation of

conpute resources with network connectivity is very real and bounded
by physical and |ogical constraints. For the purposes of this paper
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we will call any network connected conpute resources a data center if
its network connectivity is significant conpared either to the

bandwi dt h of an individual WDM wavel ength or with respect to the
network links in which it is |located. Hence we include in our
definition very large data centers that feature nultiple fiber access
and consune nore than 10MWN of power [2], nobderate to | arge content
distribution network (CDN) installations |ocated in or near mgjor

i nternet exchange points [3], nedium sized business centers, etc...

W will refer to those conputational entities that don't neet our
bandwi dth criteria for a data center as an "end systent.

2. End System Aggregat e NetworKking

In this section we consider the fundanental use case of end systens
communi cating with data centers as shown in Figure 1. In this figure
the "clients" are end systens with relatively small access bandwi dth
conmpared to a WDM wavel ength, e.g., under 100Mops. We show t hese
clients roughly partitioned into three network related regions ("A",
"B", and "C'). Gven a particular network application, in a static
networ k application situation, each client in a region would be
associated with a particular data center.

Region B
o e + 4o +
| Data | |dient]
| Center 2| | Bl [+------ +
IR + Ho-emde---t+  +--+---+| Client|
| dient| | / | B2 |
| A1 *. R +- . R
Region A +------ + ‘- , - f-- /
Fomm - - - + ! C Fomm - - - +
| dient| / \ | dient|
| A2 +------ + \---+ BM |
Fo----- + ( Net wor k ) H------ +
] o /
R e, + -’ \ ‘
|Adient].-’ = L=
| AN | e _.o-\ N
Homm - - - E R S R + \ [ Dat a [
| Data | | \ | | Center 3 |
| Center 1 | B T T T S W U +
Fommemee- + |[dient|] |Cient] \------ +
| C | | € | [|dient]
B S + +------ + | CK |
Regi on C +o----- +

Figure 1. End systemto data center communi cati ons.
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2.1. Aggregated Bandwi dth Scaling

One of the sinplest exanples where the aggregation of end system
bandwi dth can qui ckly becone significant to the "network" is for
vi deo on denand (VoD) streaning services. Unlike a |live streaning
service where IP or lower layer nulticast techniques can be generally
applied, in VoD the transnissions are uni que between the data center

and clients. For regular quality VoD we'll use an estimate of 1.5Mps
per stream (assum ng H 264 coding), for HD VoD we’l|l use an estinmate
of 10Mops per stream To fill up a 10Ghps capacity optical wavel ength

requires either 6,666 or 1,000 clients for regular or high definition
respectively. Note that special nulticasting techniques such as
those discussed in [4] and peer assistance techni ques such as
provided in some comercial systens [5] can reduce the overal

net wor k bandwi dth requirenents.

Wth current high speed internet deploynent such nunbers of clients
are easily achieved; in addition demand for VoD services can vary
significantly over time, e.g., new video rel eases, inclenment weather
(i ncreases nunber of viewers), etc..

2.2. Cross Stratum Optim zation Exanpl e

In an ideal world both data centers and networ ks woul d have
unlinmted capacity, however in actuality both can have constraints
and possibly varying marginal costs that vary with load or tinme of
day. For exanple suppose that in Figure 1 that Data Center 3 has
been primarily serving VoD to region "C' but that it has, at a
particular period in time, run out of conputation capacity to serve
all the client requests conming fromregion "C'. At this point we have
a fundanmental cross stratumoptimzation (CSO problem W want to
see if we can accommopdate additional client request fromregion "C'
by using a different data center than the fully utilized data center
#3. To answer this questions we need to know (a) avail abl e capacity
on other data centers to neet a request, (b) the margina
(increnmental) cost of servicing the request on a particular data
center with spare capacity, (c) the ability of the network to provide
bandwi dt h between region "C' to a data center, and (d) the
incremental cost of bandwidth fromregion "C' to a data center
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Figure 2. Aggregated flows between end systens and data centers.

In Figure 2 we show a possible result of solving the previously
nmenti oned CSO problem Here we show the additional client requests
fromregion "C' being serviced by data center #2 across the network.
Figure 2 also illustrates the possibility of setting up "express"
routes across the network at the MPLS | evel or bel ow Such

techni ques, known as "optical groom ng" or "optical bypass" [6], [7]
at the optical layer, can result in significant equipnent and power
savings for the network by "bypassing" higher level routers and
swi t ches.

2.3. Data Center and Network Faults and Recovery

Data center failures, whether partial or conplete, can have a nmjor
i mpact on revenues in the VoD exanple previously described. If there
is excess capacity in other data centers within the network
associated with the sane application then clients could be redirected
to those other centers if the network has the capacity. Mbdreover
MPLS and GWPLS controll ed networks have the ability to reroute
traffic very quickly while preserving QS. As with general network
recovery techni ques [8] various conbinations of pre-planning and "on
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the fly" approaches can be used to tradeoff between recovery tinme and
excess network capacity needed for recovery.

In the case of network failures there is the potential for clients
to be redirected to other data centers to avoid failed or over
utilized |inks.

2.4. Cross Stratum Control Interfaces

Two types of |oad bal ancing techniques are currently utilized in
cloud conputing. The first is load balancing within a data center and
is sonmetinmes referred to as |ocal |oad balancing. Here one is
concerned with distributing requests to appropriate machines (or
virtual machines) in a pool based on the current machine utilization
The second type of |oad balancing is known as gl obal |oad bal anci ng
and is used to assign clients to a particular data center out of a
choi ce of nore than one within the network and is our concern here.
A nunmber of commercial vendors offer both | ocal and gl obal | oad
bal anci ng products (F5, Brocade, Coyote Point Systens). Currently
gl obal | oad bal anci ng systens have very little know edge of the
underlying network. To make better assignnents of clients to data
centers many of these systens use geographic information based on IP
addresses [9]. Hence we see that current systens are attenpting to
performcross stratumoptim zation albeit with very coarse network
information. A nore elaborate interface for CSOin the client
aggregati on case woul d be:

1. A Network Query Interface - Were the global |oad bal ancer can
inquire as to the bandwidth availability between "client
regi ons" and data centers.

2. A Network Resource Reservation Interface - \Were the gl oba
| oad bal ancer can make explicit requests for bandw dth between
client regions and data centers.

3. A Fault Recovery Interface - For the global |oad bal ancer to
make requests for expedited bulk rerouting of client traffic
fromone data center to another.

The network query interface can be considered a superset of the
functionality proposed fromthe ALTO (application |ayer traffic
optinization) servers being standardized in [10]. Note that in the
network query and reservation interfaces it would be worthwhile to
consi der both current resources and resources at a future tine, i.e.
schedul ed resources. Although schedul ed reservations are not
supported directly by technol ogi es such as MPLS and GWLS they can be
considered in network planning and provisioning systens. For exanpl e,
a VoD provider knows ahead of tine when the |latest "blockbuster” film
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will be available via its service and can nmake estimates based on
hi storical data on the bandwidth that it will need to deal with the
subsequent demand.

3. Data Center to Data Center Networking

There are a nunber of notivations for data center to data center
conmmuni cati ons: on dermand capacity expansion ("cloud bursting") [11],
cooperative exchanges between busi ness partners, offsite data backup
"rent before building"[12], etc... In Figure 3 we show an exanpl e
where a nunber of businesses each with an "internal data center"”
contracts with a |arge external data center for additiona
comput ational (which may include storage) capacity. The data centers
may connect to each other via IP transit type services or nore
typically via sone type of Ethernet virtual private line or LAN

servi ce.
) +
I
| Large Data Center |
I I
N T Fommamann +
I
_+ -----------
AREE + ; Net wor k
| Busi ness| ..+
| #1 DC +-’ ;
Hom e e oo - + ¢ , !
E_ ,_! \
fa-- == -t
B Y | Busi ness|
/ | #N DC |
[ Hom e e oo - +
et
| Busi ness|
| #2 DC |
Fomm e - - +

Figure 3. Basic data center to data center networKking.
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3.1. Cross Stratum Optim zati on Exanpl es

In the DC-to-DC exanple of Figure 3 we can have conputati ona
constraints/limts at both |local and rempbte data centers; fixed and
mar gi nal conputational costs at |local and renpote data centers; and
net work bandwi dth costs and constraints between data centers. Note
that conputing costs could vary by the tinme of day along with the
cost of power and demand. Some cl oud providers such as Amazon [13]
have quite sophisticated conpute pricing nodels including: reserved,
on denmand, and spot (auction) variants.

In addition, to possibly dynanically changing pricing, traffic
| oads between data centers can be quite dynanmic. In addition, data
movenent between data centers is another source of |arge network
usage variation. Such peaks can be due to schedul ed daily or weekly
of fsite data backup, bulk VM mgration to a new data center, periodic
virtual nmachine mgration [14], etc..

3.2. Network and Data Center Faults and Reliability

For networked applications that require high | evels of
reliability/availability the network di agram of Figure 4 could be
enhanced with redundant business |ocations and external data centers
as shown in Figure 4. For exanple cell phone subscriber databases and
financial transactions generally require what is called geographic
dat abase replication [15] and results in extra conmunicati on between
sites supporting high availability. For exanple if business #1 in
Figure 4 required a highly avail abl e database related service then
there would be an additional conmunication flows fromthe data center
"la" to data center "1b". Furthernore, if business #1 has outsourced
some of its conputation and storage needs to i ndependent data center
X then for resilience it may want/need to replicate (hot-hot
redundancy) this information at independent data center Y.
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Figure 4. Data center to data center networking wth redundancy.

3.3. Cross Stratum Control Interfaces

Simlar to the end system aggregati on case we can deconpose Cross
stratuminterfaces into three general types: (a) network query, (b)
network reservation, and (c) recovery. However for DC-to-DC
interfaces we are interested in network resources between data
centers rather than between "client regions" and data centers.

For network resource queries we may be concerned with (a) current
bandwi dth availability, (b) bandwi dth availability at a future tine,
or (c) bandwidth for a bulk data transfer of a given anmount that nust
take place within a given tinme window. A network reservation
interface with both current and advanced reservation capability would
compl enent the query interface.

A sinple recovery interface for data center based faults could be
based on unused backup paths between data centers that are reserved
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but not activated unless a request is received fromthe application
stratum that recovery action is requested.

4. Concl usion

In this draft we have discussed two generic use cases that notivate

t he useful ness of general interfaces for cross stratum optimi zation
in the network core. In our first use case network resource usage
becane significant due to the aggregati on of many individually unique
client demands. Wiile in the second use case where data centers were
communi cating with each ot her bandw dth usage was al ready significant
enough to warrant the use of private line/LAN type of network

servi ces

Both use cases result in optimnization problens that trade off
conput ati onal versus network costs and constraints. Both featured
scenari os where advanced reservation, on denand, and recovery type
service interfaces could prove beneficial. Many concepts fromrecent
standardi zati on work at the I ETF [10] such as location identifiers,
and endpoi nt properties could be reused in defining such interfaces.

5. Security Considerations
TBD
6. | ANA Consi derations

This informational docunent does not nake any requests for | ANA
action.
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