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Abst r act

This docunment is a call for investigation into the topic of address
resolution in massive datacenters. |t describes the intended work of
the ARMD wor ki ng group, providing both context and direction for
investigating the issues outlined in the working group’s charter

Status of this Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Novenber 29, 2011
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Call for Investigation
1.1. Context

Modern datacenters are increasingly used to support advanced
services, such as multi-tenant hosting, cloud, and Internet-scale
websites. Many of these datacenter facilities are being built to a
much | arger scal e than previous generations. As a result, datacenter
network infrastructure is being stressed in a nunber of dinensions
and traditional linmts to scale are being tested. One such aspect,
bei ng investigated by the ARMD working group, is the scaling of
address resolution between the network (L3) and link (L2) |ayers of
noder n datacenter networks

In many cases, datacenter operators are responsible for provisioning
and running everything fromrouters, swtches, |oad bal ancers,
firewalls, servers, and storage infrastructure. Further, with the

i ntroduction of virtualization technology the capacity of these

el ements is increasing. Each physical device attached to the network
may now represent nultiple |ogical instances, and may expose those

i nstances through uni que MAC and/or | P addresses. For instance, wth
the introduction of Virtual Machine technol ogy the operator can
reduce wasted resources and achieve greater flexibility by
instantiating multiple hosts on each physical server resource.

Li kewi se virtual storage volunmes, virtual routers, etc, may all exist
in |arger nunbers.

This virtualization trend contributes to both the increased scal e and
managenent conplexity of these datacenter environnents. The
flexibility of VM placenment, including migration between different
physi cal resources, has increased datacenter admi nistrators’ ability
to instantiate VMs where the resources are, i.e. being able to

rel ocate hosts fromover-utilized servers to underutilized servers
There is a growing trend towards using resource-aware al gorithns
(e.g. evaluating energy, bandw dth, nenory, CPU, etc) to determ ne

pl acenent that satisfies the processing and redundancy requirenents
of each VM whil e using the m nimal nunmber of physical resources.
Fundanental | y, such datacenter nanagenent tools are responsible for
maki ng trade-of fs between different dinensions of scale, which can be
difficult in very large and dynam ¢ environnents, and in all cases
requires a significantly stronger understanding of platform
capabilities.

In this environment, |P subnets can extend throughout multiple racks
and/or rows in a data center, sonetinmes throughout nultiple sites.
There are cases, such as HPC and cl oud datacenters, where the nunber
of hosts in a single subnet (on a single segnent) is growing. In
addition to the nore recent VM environnent, traditional organic
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growt h of physical hosts can al so cause L2 segnents to be extended
t hroughout nassive datacenters. Availability / redundancy

requi renents, subnet size requirenents (versus port density), and
cost issues can all contribute to the growh and/or extension of
segment s.

The busi ness demands and wor kl oads for data centers have changed
greatly over last 10 years, however sone fundanental networking
limtations remain unexplored. Even though depl oyed networks
generally do work, this often is because they’ re designed around
known limtations (and redesi gned around newy di scovered linitations
as tinme goes on). There are datacenter networks that work fine unti
somet hi ng changes, such as scale, at which tinme they' re "fixed".
Often the "fix" also introduces undesired limtations. An exanple of
this is a datacenter that noves froma flat L2 topology to a L3 core
with multiple segregated L2 domains due to scale limtations, and
subsequently is unable to distribute clustered servers beyond the
boundari es of the "pod" in which a VLAN scope can be confi gured.

1.2. Questions

The initial goal of the ARVMD working group is to docunent the
limting factors in address resolution scale and the probl ens

associ ated with exceeding those linmts. Subsequently, the working
group will identify operational solutions to these problens (to be
pronoted as Best Current Practice) or will identify gaps in existing
solutions (for exploration in subsequent work). Thus the ARMD
wor ki ng group is asked to consider the follow ng questions:

1. What are the scaling characteristics of npdern datacenter
networks (e.g. "dinmensions" of scale and their normal ranges)
that are relevant to address resolution?

2. \What are the operational problens related to address resol ution
in the nodern datacenter environnent?

3. What is the relationship between scaling characteristics of
dat acent er networks (question #1) and operational problens
related to address resolution (question #2)?

4, What, if any, are alternative solutions to the operationa
probl ens of address resolution at nmassive scal e?

5. What, if any, are the "gaps" in existing solutions?
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3. | ANA Consi derati ons

This meno includes no request to | ANA

4. Security Considerations
Thi s docunment does not, by itself, introduce any specific security
consi derations. However, this docunent calls for further
investigation into subject matter that may require significant
consideration of security issues. It is anticipated that docunents
submitted in response to this call for investigation will include
appropriate Security Considerations text.
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