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Abst ract

As | arge scale data centers continue to grow with an ever-increasing
nunber of virtual and physical servers there is a need to re-

eval uate performance at the network edge. Performance is often
critical for large scale data center scale applications and it is
important to minimze any unnecessary latency or load in order to
stream i ne the operation of services at such |large scales. To
extract maxi mum performance fromthese applications it is inportant
to optinmize and tune all the layers in the data center stack. One
critical area that requires particular attention is the |ink-Ilayer
address resolution protocol that nmaps an I P address with the

speci fic hardware address at the edge of the network.

The goal of this docunent is to characterize this problem space in
detail in order to better understand the scale of the problem as
well as to identify particular scenarios where address resol ution
m ght have greater adverse inpact on performance.

Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 O.

Tabl e of Contents

L. Introducti on. . ... 3
2. Termnol Ogy. . ..o 3
3. Factors That M ght Inpact ARP/ND Performance................... 4
3.1, Number of HOStS...... ... .. .. 4
3.2, Traffic Patterns. . ... ... ... 4
3.3, Network Events. ... ... ... 4
3.4. Address Resolution Inplenmentations........................ 4
3.5. Layer 2 Network Topology......... ... .. 5
4. Experiments and MeasurementS. . ... 5
4.1. Experinment Architecture........ ... ... . ... 5
4.2. Inpact of Number of Hosts............ ... .. .. . .. .. . ... 8
4.3. Inpact of Traffic Patterns........ ... .. .. . .. . .. . ... 8
4.4, Inpact of Network Events........... ... . ... 9
4.5, Inplementation [ SSUES. ... ... i 10
4.6. Experiment Limitations............. ... 10
5. Enul ating Address Resolution Behavior......................... 11
6. Conclusion and Recomendation........... ... . ... 11
7. Manageability Considerations......... ... ... ... 11
8. Security Considerati ons. . ............ i 11
9. TANA Considerati ONS. .. ... e 12

Karir Expi res January 10, 2012 [ Page 2]



Internet-Draft ARMD Statistics July 10, 2011

10. Acknow edgment S. . .. ... 12
11, ReferenCes. . ... 12
AUt hor s’ Addr @SSEeS. . . .o 12
Intellectual Property Statement............. .. .. ... i, 13
Disclaimer of Validity....... ... .. . . . . e, 13

1. Introduction

Data centers are a key part of delivering Internet scale
applications. Performance at such large scales is critical as even
a fewmnmlliseconds or mcroseconds of additional |atency can result
in loss of custonmer traffic. Data center design and network
architecture is a key part of the overall service delivery plan.
This includes not only determning the scal e of physical and virtua
servers but also optimizations to the entire data center stack
including in particular the layer 3 and |l ayer 2 architectures.

One aspect of data center design that has received sonme close
attention is link-layer address resolution protocols such as Address
Resol ution Protocol (ARP - |1Pv4) and Nei ghbor Di scovery (ND - |Pv6).
The goal of these protocols is to map an | P address of a destination
node with the hardware address of the network interface for that
node. This address resolution occurs at the edge of the network

In general, both ARP and ND are query/response protocols.

In order to maxinize performance it is inmportant to understand the
behavi or of these protocols at large scales. |In particular, we need
to understand what the performance inplications of these protocols
m ght be in terns of the nunber of additional nessages that they
generate as well the resulting | oad on devices on the network that
must then process these nessages.

2. Term nol ogy

ARP: Address Resol ution Protocol
ND: Nei ghbor Di scovery

ToR: Top of Rack Switch

VM Virtual Machines
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3. Factors That M ght Inpact ARP/ ND Perfornmance
3. 1. Nunmber of Hosts

Every host on the network that attenpts to send/receive traffic wll
produce sone base level of ARP/ND traffic. The overall amount of
ARP/ND traffic on the network will vary with the number of hosts.

In the case of ARP, all address resolution request nessages are
broadcast and these will be received and processed by all nodes on
the network. In the case of ND, address resol ution nessages are sent
via multicast and therefore nmay have a | ower overall inpact on the
networ k even though the nunber of nmessages exchanged is the sane.

3.2. Traffic Patterns

The traffic pattern can have a significant inpact on the |evel of
ARP/ND traffic in the network. Therefore we woul d expect ARP/ ND
traffic pattern to vary significantly based on the data center
design as well as the application mx. The traffic mix detern nes
how many ot her nodes a given node needs to comunicate with and how
frequently. Both of these directly influence address discovery
traffic on the network.

3.3. Network Events

Several specific network events can have a significant inpact on
ARP/ND traffic. One exanple of such an event is machine failure.

If a host that is frequently accessed fails, it could result in nuch
hi gher ARP/ND traffic as other hosts in the network continue to try
to reach it by repeatedly sending out additional address resolution
messages. Another exanple is Virtual Machine migration. If a VMis
mgrated to a systemon a different switch, VLAN, or even
geographically different data center, it can cause a significant
shift in overall traffic patterns as well as ARP/ND traffic.

Anot her particularly well-known network event that causes address
resolution traffic spikes is a network scan. In a network scan, one
or nmore hosts internal or external to the edge network attenpt to
connect to a large nunber of internal hosts in a very short period
of time. This results in a sudden increase in the anount of address
resolution traffic in the network.

3. 4. Address Resolution Inplenentations
As with any other protocol, the activity of address resolution
protocol s such as ARP/ND can vary significantly with specific

i npl ementations as well as the default settings for various protoco
paraneters. ARP cache tineout is a comobn paraneter that has a

Karir Expi res January 10, 2012 [ Page 4]



Internet-Draft ARMD Statistics July 10, 2011

direct inpact on the anpbunt of address resolution traffic. d der
versions of Mcrosoft Wndows would use a default value of 2 mnutes
for this paraneter, however Wndows Vista and W ndows 2008

i mpl ement ati ons changed this to be a random val ue between 15 seconds
and 45 seconds. This paraneter defaults to 60 seconds for Linux and
20 minutes for FreeBSD. The default value for C sco routers and
switches is 4 hours. For ND, one relevant paraneter is the prefix
stale time, which determ nes when old entries can be aged out. This
value is 30 days for G sco, and 60 seconds for Linux. The overal
address resolution traffic in a data center will vary based on the
m x of various ARP inplenentations that are present.

3.5. Layer 2 Network Topol ogy

4.

The | ayer 2 network topology within a data center can al so influence
the inpact of various address resolution protocols. Wile ARP
traffic is broadcast and nust be processed by all nodes within that
broadcast domain, a well designed |ayer 2 topology can linit the
size of the broadcast domain and the anount of address resolution
traffic. ND traffic on the other hand is nmulticast and night
potentially increase the |load on the directly connected | ayer 2
switch if the traffic pattern spans across broadcast domains.

Experi ments and Measurenents

4.1. Experinent Architecture

In an attenpt to quantify address resolution issues in a data center
envi ronnment we have run experinents in our own data center, which is
used for production services. W were able to | everage unused
capacity for our experinments. The data center topology is fairly
sinmple. There are a pair of redundant access sw tches which pass
traffic to and fromthe data center. These switches connect to the
top of the rack switches which in turn connect to blade switches in
our Dell blade chassis. The entire hardware platformis nmanaged via
VMrvare’s vC oud Director. |In total we have access to 8 bl ades of
resources on a single chassis, which is roughly 3TB of disk, 200GB
of RAM and 100GHz of CPU. The network available to us is a /22
networ k bl ock of | Pv4 space and a /64 of | Pv6 address space in a
flat topol ogy.

Using this resource pool we create a 500-node testbed based on
Centos 5.5. W use custom comrand and control software that allows
us to control these nodes for our experinments. This allows us to

i ssue commands to all nodes to start/stop services and traffic
generation scripts. W also use a customtraffic generator agent in
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order to generate both internal and external traffic via wget
commands to various hosts.

The conmand and control software uses UDP broadcast nessages for
communi cati on so that no additional address resolution nessages are
generated that night affect our neasurements. Each of the 500 nodes
is given a list of other nodes that it nust contact at the beginning
of an experinment. This is used to affect the traffic patterns for a
given experinent. In addition each experinment determnes traffic
rate by specifying the inter-conmmunication delay between attenpts to
contact other nodes. The shorter the duration the nore the traffic
that will be generated. The nodes all run dual |Pv4/IPv6 stacks.

A packet tap attached to a nonitor port on the access switch all ows
us to nonitor the arrival rate of ARP and ND requests and replies.
We al so nonitor the CPU | oad on the access switch at two-second
intervals via SNMP queries [STUDY].

Figure 1. shows our experinental setup
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4.2. Inpact of Number of Hosts

One of the nost sinple experinments is to deternmine the overal
baseline load that is generated on a given network segnent when a
varyi ng nunber of hosts are active. Wile the absol ute nunbers

m ght vary on a large nunber of factors, what we are interested in
here is how the traffic scales as different nunbers of hosts are
brought online given all other factors being held constant. Cur
experinment therefore sinply changes the nunber of active hosts in
our experinment setup fromone run to the next and we neasure address
resolution traffic on the network. The nunber of hosts is increased
from100 to 500 in steps of 100. The results indicate that address
resolution traffic scales in a linear fashion with the nunber of
hosts in the network. This linear scaling applies both to ARP as
well as ND traffic though raw ARP traffic rate was consi derably

hi gher than ND traffic rate. For our paranmeters the rate varied
from 100 to 250pps of ARP traffic and from 25pps to 200pps for ND
traffic. There is a clear spike in CPU load on the access switch in
t he begi nning of each experinment, which can reach al nost 40 percent.
We were not able to discern any increase in this spike across

experi nents.

4.3. Inpact of Traffic Patterns

Traffic patterns can have a significant inpact on the anount of
address resolution traffic in the network. |In order to study this
in detail we constructed two distinct experinents, the first of
which sinply increased the rate at which nodes were attenpting to
conmuni cate with each other, while the second experinment controlled
t he nunber of active versus inactive nodes in the traffic exchange
mat ri X.

The first experinent uses all 500 nodes in our experinent and
increases the traffic load for each run by reducing the wait tine
bet ween comuni cation events. The wait time is reduced from 50
seconds to 1 second over a series of 6 runs by roughly halving the
duration for each run. Al other paraneters rermain the sane across
experinment runs. Therefore the only factor we are varying is the
total nunber of nodes a single node will attenpt to conmunicate
within a given interval of tine. Once again we observe a |inear
scaling in ARP traffic volunmes ranging from 200pps for the sl owest
experinment to al nost 1800pps for the nost aggressive experiment.
The linear trend also holds for ND traffic, which increases from
50pps to 1400pps across different runs.
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The goal of the second experinent is to deternine the inpact of
active versus inactive hosts in the network. An inactive host in
this context neans one for which an | P address has been assi gned,
but there is nothing at that address so that ARP requests and al
other packets are ignored. Al 500 hosts are involved in traffic
initiation. The pool of targets for this traffic starts out being
the same 500 hosts that are initiating. In subsequent runs we vary
the ratio of active to inactive target hosts, from 500/0 to 400/ 100
in steps of 100. This experiment showed roughly a 60% i ncrease
(220-360 pps) in traffic for the I Pv4 (ARP) case and about an 80%

i ncrease (160-290 pps) for the I Pv6 case.

In a slight variation on the second experinent all 500 nodes attenpt
to contact all other hosts plus an additional varying numnber of

i nactive hosts in steps of 100 up to a maxi mum of 400. |In this
experinment we see a slight linear increase as the total nunber of
nodes in the traffic matrix increases for both ARP and ND.

We ran these experinents for IPv4 only, IPv6 only, and sinultaneous
I Pv4 and I Pv6. ARP and ND traffic seenmed to be i ndependent of each
other. That is, the ARP and ND traffic rates and switch CPU | oad
depend on the presented traffic |load, not on the presence of other
traffic on the network.

One final experinment attenpted to deternine what the maxi mum
additional load of ARP/ND traffic mght be in our setup. For this
pur pose we configured our experinment to use all 500 nodes to
communicate with all 500 other nodes one at a tinme as fast as
possible. W were able to observe ARP traffic peak of up to 4000pps
and a maxi num CPU | oad of 65% on the access switch

4.4. Inpact of Network Events

Net work scanning is commonly understood to cause significant address
resolution activity on the edge of the network. Using our
experinental setup we attenpted to repeatedly scan our network both
fromthe outside as well as within. In each case we were able to
generate ARP traffic spikes of up to 1400pps and ND traffic spikes
of 1000pps. These are al so acconpani ed by a correspondi ng spike in
CPU | oad at the access switch

Node failures in a network also have the ability to significantly

i npact address resolution traffic. This effect depends on the
particular traffic patter and the nunber of other hosts that are
attenpting to comunicate with the failed node. Al nodes wll
repeatedly attenpt to perform address resolution for the fail ed node
and this can lead to significant increase in ARP/ND traffic. W are
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able to show this via a sinple experinment that creates 400 active
nodes which all attenpt to communicate with nodes in a separate
group of 80 nodes. For each experinent run we then shutdown hosts
in the target group of 80 nodes in batches of 10 each. W are able
to denonstrate that ARP traffic actually increases in this scenario
froman overall rate of 200pps to 300pps.

Anot her network event that might result in significant changes in
address resolution traffic is the mgration of VMs in a data center.
We attenpted to replicate this scenario in our somewhat |inited

envi ronnment by placing one of our 8 blades in naintenance node,
which forced all 36 VMs on that blade to migrate to ot her bl ades
However, as our entire experinental infrastructure is located within
a single rack we do not notice any changes in ARP traffic during
this event.

Many hypervi sors renove the probl em of virtual nachine nigration by
assigning a MAC address to a VM and then a kernel sw tching nodul e
handl es all address resolution, accepting and sendi ng packets for
all the MAC addresses of its virtual machines through a determ ned
host interface. In other words, the hypervisor responds to the
appropriate traffic for the VM6 it contains. It behaves as a router
for the Layer 2 traffic it is exposed to.

4.5. Inplenmentation |Issues

Protocol inplementations and default paraneter values can al so have
a significant inpact on the behavior of address resolution traffic
in the network. Paranmeters such as cache tinmeout values in
particul ar deternine when cached entries are renoved or need to be
accessed to ensure they are not stale. Though these paranmeters are
unlikely to be nodified the variation in these for different systens
can inpact ARP/ND traffic when different systens are present on a
given network in varying nunbers. Qur experinmental setup did not
explore this issue of m xed environnents or sensitivity of ARP/ND
traffic to the various protocols paraneters

4.6. Experinent Limtations

Qur experinental environment though fairly typical in the hardware
and software aspects probably only represents a very limted snall
data center configuration. It is difficult to thoroughly instrunent
very large environnments and even smal |l er experinmental environnents
in alab mght not be very representative. W believe our
architecture is fairly representative and provides us with useful
insights regarding the scale and trends of address resolution
traffic in a data center
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One very significant linmtation that we cane across in our
experinments was the problens of using all 500 nodes in a high I oad
scenario. \When all 500 nodes were active simnultaneously our
architecture would run into a bottleneck while accessing di sk
storage. This lintation also prevents us fromattenpting to scale
our experinments for nore than 500 nodes. This also linmted us in
what experinments we could run at the naxi num possi bl e | oad.

Qur experimental testbed shared infrastructure, including network
access switches, with production equipnent. This limted our
ability to stress the network to failure, and our ability to try
changes in switch configuration.

5. Scaling Up: Emulating Address Resol uti on Behavi or on Larger Scal es

Based on the data collected fromour experinents we have built an
ARP/ND traffic enulator that has the ability to generate varying
amounts of address resolution traffic on a network with varying
address ranges. This gives us the ability to scal e beyond 500 VM
nodes in our experinments. CQur software enulator can be used to
directly test the inpact of such traffic on nodes and switches in
the network at nuch | arger scal es

Prelim nary results show a good match between the testbed and the
emul ator for both traffic rates and switch | oad over a w de range of
presented traffic load. W have calibrated the enulator fromthe
testbed data and will use the emulator to run experinents at scales
that woul d otherwi se be inpractical in the real network available to
us.

6. Concl usi on and Recommendati on

In this docunment we have described sonme of our experiments in
determ ning the actual anmount of address resolution traffic on the
network under a variety of conditions for a sinple small data center
topol ogy. W are able to show that ARP/ND traffic scales linearly
with the nunber of hosts in the network as well as the traffic

i nterconnection matrix. In addition we also study the inpact of
networ k events such as scanning, nmachine failure and VM m grations
on address resolution traffic. W were able to show that even in a
smal | data center with only 8 bl ades and 500 virtual hosts, ARP/ND
traffic can reach rates of thousands of packets per second, and
switch CPU | oads can reach 65% or nore

We are able to utilize the data fromour experinents to build a

software based ARP/ND traffic enul ati on engine that has the ability
to generate address resolution traffic at even larger scales. The
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goal of this enulation engine is to allow us to study the inpact of
this traffic on the network for large data centers.

7. Manageability Considerations
Thi s docunent does not add additional manageability considerations.

8. Security Considerations
Thi s docunent has no additional requirenent for security.

9. | ANA Consi derations
None.
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