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Abst ract
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VPN-oriented data center services seamessly integrate the conputing
and storage resources in data centers and the users together with the
traditional VPN services. This draft describes the address resolution

i ssues and requirenents induced by those services.

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 O.
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I nt roducti on

VPN-oriented Data Center Services (VDCS) integrate the virtua
resources in data centers and user together using VPN as the common
link. This kind of service is attractive to custonmers who often do
not want to use public Internet to access data center resources.
VDCS al so have nore restrictive requirenents on what and how the
virtual i zed data center resources can be shared. In addition, it
provi des a common service operational managenent franmework using VPN
as the central control point(s).
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2.

So

Ter m nol ogy
Aggregation Switch: A Layer 2 switch interconnecting ToR switches

Bridge: |EEEB02.1Q conpliant device. In this draft, Bridge is used
i nterchangeably with Layer 2 switch.

DC: Data Center

DA: Destinati on Address

EOR: End of Row switches in data center.

FDB: Filtering Database for Bridge or Layer 2 switch

SA: Sour ce Address

ToR: Top of Rack Switch. It is also known as access sw tch
VDCS: VPN oriented data center services

VM Virtual Machines

VPN Virtual Private Network

VPN- o- CS: VPN oriented Conputing Service

VDCS service description

Many data centers offer virtualized services today, allowing clients
to | ease virtual data center resources w thout actually owning any
physi cal servers or storage devices. However, najority of those
services do not include network infrastructure. Intra-data center
inter-data center networks, and the networks connecting users to data
centers are designed and operated separately fromthe data center
server/storage systens. It is difficult for custoners to integrate
the |l eased virtual data center resources with their own internal data
center resources, and nake those | eased resources appearing as if
they come fromtheir internal infrastructure

VDCS has the follow ng characteristics:
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A secure collection of servers and/or virtual machi nes spanning
one or nore data centers.

Al'l the applications running on the Virtual resources in
network provider’'s data centers are connected with the
enterprise’s VPN in the sane way as applications running over
enterprise’s internal data centers. Therefore, the enterprises
can treat those resources as if they are fromtheir interna
data centers

Provi de the VPN equivalent |evel of traffic segregation and
privacy for those virtual resources attached to the VPN

Make the virtual resources’ |ocation known to VPN custoners.
Created by network provider with no end host configuration

Al'l ow VM5 and user devi ces using VDCS associated with one VPN
to be partitioned into multiple subnets while still retain the

det ai | ed know edge of each ot her.

Allow VPN clients to use private | P addresses (IPv4 or |Pv6)
for VDCS.

3.1. Components of VDCS

So

There are many conponents in VDCS system including (but not limted

Net wor k back office support systems, such as provisioning,
billing, and etc,

VPN managenent systens such as nonitoring, reporting, trouble
shooting, and etc.

Data center resource nonitoring systens, which include
monitoring the utilization of servers and storage devices in
data centers

Data center resource nanagenent systens, which include VM

pl acement to servers and racks based on the criteria associ ated
w th VM.

O her s.
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This draft only focuses on networking (sw tching and routing) rel ated
components within VDCS framework.

3.2. Networking related conponents in support of VDCS

So

In the figure below, Vx represents a VM or a server belonging to VPN
X. The data center depicted in the figure has VMs belonging to 5
different VPNs, VPN-1, VPN-2, VPN-3, VPN-4, and VPN-5. Mpst data
centers have many rows of server racks. Each rack holds nmany servers
and has 1 or 2 Top of Rack (ToR) switches. Each server can have nany
VMs. The ToRs can be connected to aggregation swi tches/routers, which
are then connected to Data Center gateway switches/routers. In sone
data centers, ToRs may be directly connected to Data Center gateway
swi tches/routers.

It is essential to segregate traffic fromVMs belonging to different
VPNs within one data center and across nultiple data centers. VLAN is
usual ly used to segregate traffic fromdifferent VPNs within one data
center. However, when a data center needs to house virtual machi nes
bel onging to nore than 4095 VPNs, alternative segregation mnethods
have to be used.

The virtual nmachines in data center can be connected to VDCS via
L2VPN or L3VPN. For VMs belonging to L3VPN, the data center gateway
router and the VPN PE router have to naintain detailed VRF tables
that contain all the VM| P addresses associated with the each VPN
For VMs belonging to L2VPN, the data center gateway switch and the
VPN edge switch have to naintain detail ed Learned MAC Tabl e t hat
contains all the VM MAC addresses associ ated with each VPN

------------------------------------ S
Layer 2 based | |

oo + | |
| V1| V1| V3| ----+ | |
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Figure 1 VM5 and Network in Data Center

When VM5 bel onging to one VPN are partitioned into nultiple subnets,
it is necessary to have VLANs or other mechani sns to segregate
traffic fromdifferent subnets belonging to one VPN

4. Address resolution Scaling |Issue for VDCS
4.1. Address Resolution for VMs attached to L2VPN

Before severs in a data center are instantiated with VMs for a
particul ar VPLS L2VPN for the very first tinme (i.e. there is no VMs
in the data center belonging to the L2VPN yet), the data center
gateway router (CE router) should have the base VPLS confi gured

al ready, which neans a full nmesh of pseudo-wi res between L2VPN PEs
al ready exist. The CE should have an attachnent circuit (AC) built
for the VPLS service between CE and PE.

At the tine of VDCS instantiation, the new VM5’ MAC addresses are
| earned and added to the CE and PE's MAC Tabl e, so they can be

| earned by other switches and end stations already on the L2VPN in
multiple sites as if they are on one LAN

Wien a host or a VMin a data center needs to comunicate with

anot her host/VMin the L2VPN, an ARP (I Pv4) or a ND(IPv6) is flooded
to all PW and all ACs (except the one fromwhich the request is
com ng fron).

Under this scenario, all VMs® MAC addresses belonging to a particul ar
L2VPN are visible to each other. And the L2VPN s PEs and VSIs have to
| earn and maintain the MAC and VLAN addresses for all the hosts/VMs
associated with this L2VPN. This nmay | eads to address table
scalability problens for data center VSI and L2VPN PE.

For exanple, assuming there are 1000 L2VPNs wi th hosts/VMs residing
inthis data center. That translates to 1000 VSIs on the CE, with
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each VSI
swi t ches and end-stati ons associ at ed

for VDCS

with all

containing the entire MAC and VLAN mapping for all
the L2VPNs. This

July 1, 2011

t he

requires a very large anmount of nenory for the data center gateway
swi tch/router using current technol ogy.

Layer 2 based
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Figure 2 L2VPN associated VMs in Data Center

4.2. Address Resolution for VMs attached to L3VPN

When severs in a data center are instantiated with VMs for a

particul ar

L3VPN for the very first time (i.e.
the data center belonging to the L3VPN yet),

it assunes that all

there were no VMs in

t he

necessary L3VPN configuration has already been conpleted on the data

center gateway router (CE) and the L3VPN edge router (PE).

two scenarios for VM attached to L3VPN:

Scenario 1: all

t he L3VPN.

So
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the VMs belonging to the L3VPN client are added
as a separate site for the L3VPN. Under this scenario,
provi der data center becones the additional

t he

site (or peers) to
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Scenario 2: Hosts or applications in client’s own data centers
(or prem ses) see those VMs attached to L3VPN as if they are
fromthe sane subnets. Under this scenario, the traditiona
"subnet" concept is broken. VMs in the data center have to be
connected to their designated sites as if they are in one
subnet .

Under scenario 1, the APR/ ND broadcast/nulticast requests are
termnated at the CE. Simlar to the condition described in the | ast
section on VM attached to L2VPN, all | P addresses associated with
all L3VPNs in the data center have to be | earned and nai ntai ned at
the CE and the L3VPN PE router.

This can require a very |arge anount of nenory on the CE and PE
router using today’s technol ogy, especially when the CE and the PE
routers are hosting both L2VPN and L3VPN si nul taneously. The anopunt
of menory requirenent is even larger if those VMs addresses can't be
aggr egat ed.

In addition, it is possible that | P addresses for VMs belonging to
different VPNs could be dupli cated.
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Fi gure 3 L3VPN associated VMs in Data Center
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10.

So

Under the Scenario 2, the ARP/ND nessages fromthe VMs in the data
center have to be flooded to the corresponding sites to which those
VMs bel ongi ng. The data center gateway routers (CEs or PEs) have to
do both L2VPN and L3VPN.

Concl usi on and Recommendati on

Future data center can scale up to mllions of virtual nmachines.
Theoretically, network service provider can nake their data centers
hosting VMs for all of their VPN clients. Using current technol ogy,
it is very difficult for routers in data center and at network edge
facing the data center to maintain all the VSIs or VRFs needed for
the huge nunber of VPNs and the VPN-associ ated VMs bei ng depl oyed.
Therefore, we recommend ARMD W5 to investigate alternative solutions
on address resolution and address scalability issues to nake data
center gateway routers capabl e of supporting the VPN oriented data
center services.

Manageabi |l ity Consi derations
Thi s docunment does not add additional manageability considerations.
Security Considerations
Thi s docunent has no additional requirenent for security.
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