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Abstract

VM mgration is one of the key features provided by |arger scaled
virtualized data center. Various optinizations for address resolution
in such network are expected to be provided by ARMD. This draft
describes the problens that are introduced by VM nigration. It is
expected that solutions provided by ARVD woul d address these probl ens.
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I nt roducti on

Wien virtualization is used in data center, it makes the server
managenent nore flexible and consequently nore conpl ex. One of the
reasons is it would be nuch easier to nove a VM (virtual rmachine)

wi t hout the service interruption anmong physical servers. It is called
VM mgration. VM mgration may occur due to server pool re-
arrangenent for nmai ntenance, rel ocation, energy saving, |oad

bal ancing, utilization optimzation and ot her nanagenent purposes.

Figure 1 shows a typical VM nigration scenario within a data center
VML nmoves fromserver 1 to server 2. VMnigration is under control of
the virtual machi ne managenent tools. It is known in advance by VM
manager that where the VM woul d be noved to. Myvenent could occur
between different servers of the same rack or across different racks
or even across data centers.

The assunptions of VM nigration include

0 VM does not change its MAC and | P address after mgration
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0 Service provided by VM should not be interrupted. Some packet |oss
may be observed at the nonent of mgration; however it should be
recoverabl e by upper |ayer protocol and should not cause
connection term nation.

VMitself has no know edge about its novenent and therefore it should
not be expected that VM woul d do anything special to accommodate the
mgration. On the other hand, hypervisor in a server participates in
the whole migration process. Hypervisor in the destination server
knows when the nmigration finishes and usually it will send certain
data or control packet to signal the network entities that VM
mgration conpletes and it is ready to receive packets at the new

| ocation. Such signaling packet may be gratuitous ARP request,
gratuitous ARP reply or reverse ARP depending on different

i mpl ement at i on.

It has been shown in [I-D. dunbar-arp-for-I|arge-dc-probl emstatenent]
that there are basically two types of approaches used in virtualized
| arger layer 2 data center to solve the scaling issue,

1. Address translation: map raw flat MAC address to sone
hi erarchi cal or nmanageabl e MAC address

2. Address encapsul ation: use additional header to encapsul ate the
frane/ packet .

Ei t her address translation or encapsul ati on coul d be perfornmed by
address registration or source address learning. In any case, VMlive
mgration is a fundanental scenario to handle. The follow ng sections
tal k about the problens caused by VM migration
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4.

Li

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [ RFC2119].

Some di nensions to consider in supporting VM migration

When we investigate the inmpact on ARP traffic by VM mgration in data
center, there are several dinensions to examn ne.

o Network topology. VMcan be noved within a single |layer 2 donain
in current practice. The range of the domain restricts the
movenent. Therefore position of default gateways normally
determnes the size of the |layer 2 network as they term nates the
layer 2 traffic and handles the layer 3 traffic. If the default
gateway is aligned with ToR, VM can only mgrate within the sanme
rack. |If the default gateway is aligned with core switches, VM can
be noved within the whole network. Therefore larger sized |ayer 2
network is nore preferred considering VM m gration

0 Protocol used at layer 2. Traditionally STP is used. In order to

enjoy nore efficient use of all links and faster convergence and
support multipathing for fat tree structure based data center
routi ng based layer 2 protocol like TRILL or SPB are expected to

be used in data center. They both provide additional encapsul ation
at the edge switches and nake the core nodes sinpler at the
forwardi ng plane. Different operational recommendati on may be
needed for each

ARP Problens in address resolution in VM mgration

Take figure 1 as exanple. During the process of VML novenent, other

hosts may still keep sending data packet to VML. The switches
i ncluding ToR1 have no know edge that VML is going to nove. All the
packets still go to server 1 as normal. At the nonent VML stops

recei ving packet fromserver 1, the incom ng packet could be |ost as
the destination beconmes a black hole to other hosts. After a short
while, VML should be able to receive the packet fromits new | ocation
server 2. It is very common that hypervisor at server 2 will flood a
gratuitous ARP request/reply for VML to informthe whol e broadcast
domai n about VML's new | ocati on.

In traditional switches, there is no ARP table. Only routers/gateways
keep the ARP table. In sone of the approaches, switches have the ARP
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cache for local host and/or renote host. W will study the inpact for
bot h.

4.1 No ARP nessage to indicate VM having left a server

G atuitous ARP is a nessage to informothers a new node coming up for
free. It is used for | P/MAC correspondence announcenment. At sane tine,
swi tches perform source MAC address | earning to know the MAC/ port/vl an
correspondence. However there is no gratuitous ARP "l eave" nessage to
make others forget the previous |earned source address and | ocation
information. Aging is a normal way to delete the cached information.

Bl ack hole may |l ast as |long as aging out tine.

There are several ways to nmake it up.

0 Qperationally if the VM sends out the gratuitous ARP or reverse
ARP right after the migration, and the nessage is not lost, it
will fresh the ARP table entry on gateways and switches. It is the
nmost conmon way given that migration process, i.e. the tine from
VM st opping receiving frame at old location to VM starting
receiving frame at new location, is very short and the franme | ost
is rare.

o

n virtualized systemarchitecture, virtual nachine nanagenent
tool like vCenter knows a VMis going to nove at nmnagenent | evel
Therefore it is possible to delete the stale cache through
managenent plane and it needs col | aboration between virtua
machi ne manager and networ k nanager

0 Use sone |ightweight keepalive nmechanismto guarantee the
freshness of the local ARP entry. It is called ARP detection in
some inplementations. It decreases the possibility of re-issuing
gratuitous ARP for silent hosts. If an ARP entry becones invalid,
some specific nessage needs to be flooded to let renpte sw tches

"forget" the entry if switch also has the ARP cache for renote
host s.

4.2 Uncertainty of ARP nessage type after VM mgration

Currently there is no standard behavi or defined for hypervisor in VM
nmigration. Hypervisor may send gratuitous ARP request/reply and even
reverse ARP after migration conpletes. The reason for sending the
signaling message is to informthe switches and gateways about the new
| ocation of VML and nake them have the correct entry for

interface/port in the ARP/ MAC tabl e.
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However, there are a large variety of ARP inplenentations. W have
tested on one of switches in nmarket on various ARP nessages; the
result is in figure 2

The testing scenario is as follows. VML noves fromserver 1 to server
2 which connect to GM via interface 1 and interface 2 accordingly.
Before migration, ARP table of GM has the entry to include |IP/ MAC of
VML and its outgoing interface is itfl. After migration, hypervisor of
server 2 may flood ARP or other signaling nmessage; it is also possible
that it keeps silent and does not send out any signaling packet in

whi ch case bl ack hol e probl em woul d beconme nore significant. The
expected result should be GM updates its ARP table entry to correl ate
VML with interface 2 (itf2) as soon as possible when VM finishes

m gration.

o o m e e e e e oo oo +
| # | packet sent aft | I's VML's interface |
| | VML migration | updated to itf2 on GAL?

Fom e e e e e e e e i o m e e e e e oo - +
| 1 | std gratuitous ARP | Y |
T o e e e e e e e e oo +
| 2 | broadcast ARP reply [ N [
e oo e e e e eie oo s +
|3 ] RARP | N |
Fom e e e e e e e e i o m e e e e e oo - +
| 4 | ARP request with GAL | |
| |as target IP | Y |
o o m e e e e e oo oo +
| 5 | ARP request with other | |
| |host as target IP | N |
Fom e e e e e e e e i o m e e e e e oo - +
| 6 |unicast ARP reply with | |
| | GM as destination | Y |
o o m e e e e e oo oo +
| 7 |unicast ARP reply with | |
| |other host as destination| N |
Fom e e e e e e e e i o m e e e e e oo - +

Figure 2 Test result of GNARP table update in VM mnigration

There are various inplenentations of switches and hypervisors. Figure
2 shows one exanpl e that depending on the type of ARP nessage sent by
hypervi sor and handling of switch, result may not be al ways as what we
expect .
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It is recomrended that interface nunber for an ARP table entry on
gat eway shoul d be updated for any ARP nessages includi ng ARP
request/reply and reverse ARP no matter if the frame is destined for
itself.

4.3 ARP nessage unreliable delivery

Gratuitous ARP froman end host is nornmally sent three tinmes in order
to survive fromfrane | oss. However it is hard to 100% avoid ARP frane
| oss. Sonme anal ysis says a typical congestion is about 10-20 seconds
which is longer than 3 retries of gratuitous ARP. In case the ARP
franes are lost after VM migration, the gateway is not able to
correctly update the corresponding interface nunber in ARP table entry.
For inbound traffic from gateway, the gateway will keep sending it to
the old location which is a black hole. It is noted that the ARP table
will not be updated by data franmes. Hence even the VM sends out data
franme fromnew |l ocation, gateway will not update the rel evant entry of
ARP t abl e.

For internal traffic within data center, if switches do not have any
ARP cache, MAC/ port correspondence will be updated accordingly al ong
the path. As nost of the data traffic should be bidirectional, MAC
tabl e should be correctly updated after a short while. Everything
shoul d be ok. On the other hand, if switches have ARP caching table,
situation would be nore conpl eted depending on where the frame is |ost,
if switches cache renote ARP entry.

If ARP table is updated by data franes in addition ARP frame, it wll
sol ve nost of the problens here. However, it may bring sone
performance and security issue.

4.4 Duplicate address detection

Gratuitous ARP is also used for duplicate address detection. For
exanple, in Wndows NT 4.0 with Service Pack 3 or higher installed, a
statically addressed Wndows NT conputer will performa gratuitous ARP
up to 3 tinmes: 1 time when the TCP/IP stack initializes, and 2 nore
times after .5 and 1 second intervals, if no response is received.
Whenever a statically configured |IP address is changed, W ndows NT
sends a single gratuitous ARP. If Wndows NT receives a response to a
gratuitous ARP, it disables the interface that issued the gratuitous
ARP, generates an event (event |ID 26), and generates a pop-up dial og
box on the console warning the user that a duplicate |P address has
been detected resulting in the shutdown of the affected interface. For
DHCP | eased address, W ndows NT sends a single gratuitous ARP.
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VM mgration nornmally takes tinme in nmagnitude of second dependi ng on
the amount of nenory to be copied over at the |last stage. If another
VM starts up and tries to use the sane | P address of the migrated VM
right within its mgration process, there will be no duplicate address
detected. Therefore the new VM can safely uses that | P address. Then
after the migrated VM conpl etes the novenent, there will be duplicated
| P address running at sane time or migrated VMwill block itself from
using that |1 P address. Neither behavior is desired.

Security Considerations

It may not be easy to tell if an ARP sent froma new |location is
really for a migrated VMor it is a spoofed one. Wth VM migration
some security nechanisns are not applicable any nore, Iike:

o MAC | ocking: | ocking a MAC address to a specific physical port of
the switch.

0 DHCP snoopi ng: binding | P/ MAC by snoopi ng DHCP ACK to port of
swi tch. VM does not send DHCP request again after mgration. Some
mechani sm shoul d be introduced to nmove the binding to the new port
in mgration case.

VM nmigration itself does not introduce nore risk to ARP nessages.
However sone existing solutions to solve ARP security issues may
wongly treat ARP after nmigration as illegal one.

I ANA Consi derations
Thi s docunment requires no | ANA actions.
Concl usi ons

VM migration brings extra problemto |arger scale virtualized data
center. Any solution in ARMD, |ike directory based address resol ution
di stributed caching, or specially designed control protocol, should
consider the VM migration carefully. It is suggested to include the
information fromthe draft in the problem statenent of inpact on
address resolution for massive nunmber of hosts in the data center
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