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Abstract

RTP has al ways been a protocol that supports nultiple participants
each sending their own nedia streanms in an RTP session

Unfortunately many inplenentations aimed only at point to point voice
over [P with a single source in each end-point. Even client

i mpl ement ati ons ai med at video conferences have often been built wth
the assunption around central mxers that only deliver a single nmedia
stream per nedia type. Thus any application that wants to allow for
nor e advance usage where nultiple nmedia streans are sent and received
by an end-point has a problemwi th | egacy. This issue is analyzed,
and RTP clarifications and signalling extensions are proposed to
handle this issue. A related issue is howto performsinulcast, in
the meani ng of sending nultiple encodings or representations of the
same nedi a source, when using RTP for nedia transport. This is
further anal yzed and possi bl e solutions discussed and we arrive at a
conclusion for session multiplexing of sinulcast versions. W also
found a nunmber of related i ssues when having nultiple streanms and

si mul cast .
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1. Introduction

Thi s docunment | ooks at the issues of non basic usage of RTP where
there is nmultiple nmedia sources sent over an RTP session. This
include nmultiple sources fromthe sane end-point, nultiple end-points
each having a source, or due to an application that needs multiple
encodi ngs of a particular source. As will be shown these issues are
interrel ated and need a common di scussion to ensure consi stency.

After presenting the usages and the found issues the docunent goes on
to di scuss ways of solving the issues. These include both
clarifications to the basic RTP behaviors and signalling extensions
to be able to setup these session, also in the presence of |egacy
systens that are not assuned to have full support for nultiple nmedia
streans within an RTP session

Thi s docunent proposes several general mnechani snms that could be used
i ndependently in other use cases. W foresee that those proposals
woul d in the end becone independent but related docunents in the

rel evant Wss of AVTCORE, AVTEXT and MMUSIC. However, at this stage
when all these ideas are introduced we find it nore useful to keep
them together to ensure consistency and to nmake any relations clear
hopefully naking it easier to find and resolve any issues in the area
of multiple streams and sinul cast.

1.1. Miltiple Streans

RTP sessions are a concept which nost fundanental part is a SSRC
space. This space can enconpass a nunber of network nodes and

i nterconnect transport flows between these nodes. Each node may have
zero, one or nore source identifiers (SSRCs) used to either identify
a real media source such as a canera or a mcrophone, a conceptua
source, like the nobst active speaker selected by a RTP m xer that

swi tches between incomng nedia streans based on the nedia stream or
additional information, or sinply as an identifier for a receiver
that provides feedback and reports on reception. There are also RTP
nodes, like translators that are nanipul ati ng, data, transport or
session state wi thout naking their presence aware to the other
session participants.

RTP was designed with nultiple participants in a session fromthe
beginning. This was not restricted to nulticast as nmany believe but
al so unicast using either multiple transport flows bel ow RTP or a
networ k node that redistributes the RTP packets, either unchanged in
the formof a transport translator (relay) or nodified in an RTP
mxer. In addition a single end-point may have multiple nedia
sources of the sane nedia type, |ike caneras or nicrophones.
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However, the nbst comon use cases has been point to point Voice over
IP (VolP) or stream ng applications where there has comonly not been
nmore than one nedi a source per end-point. Even in conferencing
applications, especially voice only, the conference focus or bridge
has provided a single streambeing a nmix of the other participants to
each participant. Thus there has been perceived little need for
handling nultiple SSRCs in inplementations. This has resulted in an
installed | egacy base that isn’t fully RTP specification conpliant
and will have different issues if they receive multiple SSRCs of
medi a, either sinultaneously or in sequence. These issues wll
mani f est thensel ves in various ways, either by software crashes, or
simply inlinmted functionality, Iike only decoding and playi ng back
the first or latest SSRC received and di scardi ng any ot her SSRCs.

The signalling solutions around RTP, especially SDP based, hasn’t
consi dered the fundanental issues around RTP session’s theoretica

support of up to 4 billion plus sources all sending nedia. No end-
poi nt has infinite processing resources to decode and ni x any nunber
of sources with nmedia. |In addition the nenory for storing rel ated

state, especially decoder state is limted, and the network bandw dth
to receive nultiple streams is also limted. Today, the nost likely
limtations are processing and network bandwi dth, although for sone
use cases nenory or other limtations may exist. The point is that a
given end-point will have some limitations in the nunber of streans
it simultaneously can receive, decode and pl ayback. These
limtations needs to be possible to expose and enabling the session
participants to take theminto account.

In simlar ways there is a need for an end-point to express if it
intends to produce one or nore nedia stream Todays SDP signalling
support for this is basically the directionality attribute which

i ndi cates an end-point intend to send nedia or not. No indication of
how many nedi a streans.

Taki ng these things together there exist a clear need to enable the
usage of multiple sinultaneous nedia streans within an RTP session in
a way that allows a systemto take | egacy inplenmentations into
account in addition to negotiate the actual capabilities around the
multiple streams in an RTP session.

In addition to address the above set of issues we will also identify
a nunber of issues related to nultiple streanms that should be
addressed in the nost suitable way. These include both obscurities
in the RTP specification and short-comngs in various signalling
mechani sms that are exposed by nulti-stream use cases
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1.2. Sinul cast

Sinmul cast is the act of simultaneously sending multiple different
versions of a nedia content. This can be done in several ways and
for different purposes. This docunent focuses on the case where one
wants to provide nultiple different encodings towards a internediary
so that the internediary can sel ect which version to forward to other
participants in the session. Mre discussion on the different ways
of doing sinmulcast, which is the focus of this docunent in "Simulcast
Usage and Applicability" (Section 3).

The different versions of a source content that can be sinmul casted
and that are considered in this docunent are:

Bit-rate: The primary difference is the anbunt of bits spent to
encode the source and thus prinmarily affects the nedia signal to
noi se ratio (SNR).

Codec: Different nedia codecs are used to ensure that different
receivers that do not have a common set of decoders can decode at
| east one of the versions. This includes codec configuration
options that aren’t conpatible, |like video encoder profiles, or
the capability of receiving the transport packetization

Sanpling: Different sanpling of nedia, in spatial as well as in
tenporal domain, may be used to suit different rendering
capabilities or needs at receiving endpoints, as well as a nethod
to achieve different bit-rates. For video streans, spatia
sanpling affects inmage resolution, and tenporal sanpling affects
video franmerate. For audio, spatial sanpling relates to the
nunber of audi o channels, and tenporal sanpling affects audio
bandwi dt h.

Different applications will have different reasons for providing a
single nmedia source in different versions. And as soon as an
application have need for nmultiple versions for some reason, a
potential need for simulcast is created. This need can arise even in
medi a codecs that have scalability features built in to solve a set
of variations.

The purpose of this docunent is to find the nost suitable solution
for the non-trivial variants of sinmulcast. To determine this, an
anal ysis of different ways of nultiplexing the different encodi ngs
are discussed in Section 6. Follow ng the presentation of the
alternatives, an analysis is perforned in Section 7 on how different
aspects |ike RTP nechani sns, signaling possibilities, and network
features are affected by the alternatives.
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The docunent ends with a recommendati on for which solution is the
nost suitable and indi cates what standardi zati on work shoul d be done
if the W5 agrees on the analysis and the suitability to define how
si mul cast shoul d be done.

2. Definitions
2.1. Requirements Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

2.2. Term nol ogy
The following ternms and abbreviations are used in this docunent:

Encoding: A particular encoding is the choice of the nmedia encoder
(codec) that has been used to conpress the nedia, the fidelity of
that encodi ng t hrough the choice of sanmpling, bit-rate and ot her
configuration paraneters.

D fferent encodings: An encoding is different when sone paraneter
that characterize the encoding of a particular nedia source has
been changed. Such changes can be one or nmore of the follow ng
paraneters; codec, codec configuration, bit-rate, sanpling.

3. Sinulcast Usage and Applicability

This section discusses different usage scenarios the term simul cast
may refer to, and makes it clear which of those this docunent focuses
on. It also reviews why sinulcast and scal abl e codecs can be a
useful conbination

3.1. Simulcasting to RTP M xer

The usage here is in a multi-party session where one uses one or nore
central nodes to help facilitate the nedia transport between the
session participants. Thus, this targets the RTP topol ogy defined in
[ RFC5117] of RTP M xer (Section 3.4: Topo-Mxer). This usage is one
which is targeted for further discussion in this docunent.

Si nul casting different nedia encodi ngs of video that has both
different resolution and bit-rate is highly applicable to video
conferencing scenarios. For exanple an RTP m xer sel ects the nost
active speaker and sends that participant’s nmedia streamas a high
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resolution streamto a receiver and in addition provides a nunmber of
smal | resolution video streanms of any additional participants, thus
enabling the receiving user to both see the current speaker in high
quality and nonitor the other participants. The active speaker gets
a different conbination of streans as it has linmted use to get back
the streans itself is sending. Thus, there can be several different
combi nations of high resolution and | ow resolution video in use
simul taneously; requiring both a high and | ow resol ution video from
some sources at the sane tine.

For exanple, to provide both high and | ow resolution froman RTP
M xer there exist these potential alternatives:

Sinmul cast: The client sends one streamfor the | ow resolution and
anot her for the high resolution.

Scal abl e Video Coding: Using a video encoder that can provi de one
nmedia streamthat is both providing the high resolution and
enables the nixer to extract a | ow resolution representation that
has lower bit-rate than the full stream version

Transcoding in the Mxer: The client transmts a high resolution
streamto the RTP M xer, which perforns a transcoding to a | ower
resol ution version of the video streamthat is forwarded to the
ones that need it.

The Transcoding requires that the m xer has sufficient amounts of
transcodi ng resources to produce the nunmber of |ow resol ution
versions required. This may in worst case be that all participants’
streans needs transcoding. |If the resources are not available, a
different solution needs to be chosen

The scal abl e video encoding requires a nore conpl ex encoder conpared
to non-scal able encoding. Also, if the resolution difference is big,
the scal able codec nay in fact be only marginally nore bandw dth
efficient, between the encoding client and the mixer, than a

sinul cast that sends the resolutions in separate streans, assum ng
equi val ent video quality. At the same time, with scal abl e video
encodi ng, the transm ssion of all but the | owest resolution wll
definitely consunme nore bandwidth fromthe m xer to the other

partici pants than a non-scal abl e encodi ng, agai n assum ng equi val ent
video quality.

Si mul casting has the benefit that it is conceptually sinple. It
enabl es use of any nedia codec that the participants agree on

all owing the mxer to be codec-agnostic. Considering today’s video
encoders, it is less bit-rate efficient in the path fromthe sending
client to the mxer but nore efficient in the mxer to receiver path
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conpared to Scal abl e Vi deo Codi ng.
3.1.1. Simulcast Conbined with Scal abl e Encodi ng

Scal abl e codecs are often used in argunents to notivate why sinul cast
isn't needed. A single nedia encoding that is sent as one joint
medi a stream or divided up in base |layers and enhancenment |ayers over
multiple transport is sufficient to achieve the desired
functionality. As explained above in reality scalable codec is often
not nore efficient, especially in the path fromthe nmxer to the
receiver.

There are however, good reasons to conbine sinulcast with scal abl e
encodi ng. By using sinulcast to cover encoding variations where the
scal abl e codec | east efficient one can optinize the efficiency of the
complete system So a | ow nunber of sinulcast working points, where
each working point is in its turn a scal able codec configuration
provi di ng medi um and/or fine grained scalability allowing a mxer to
further tune the bit-rate to the avail able towards particul ar

recei vers using a conbinati on of selecting sinmulcast versions and the
nunber of extensions layers fromthat source.

A good exanple of this usage would be to send video encoded using
SVC, where each sinmulcast version is a different resolution, and each
SVC nedi a stream uses tenporal scalability and SNR scalability within
that single nmedia stream |If only resolution and tenporal variations
are needed, this can be inplenented using H 264, as each sinul cast
version provides the different resolution, and each nedia stream
within a sinulcast encoding has tenporal scalability using no-

ref erence franes.

3.2. Simulcasting to Consum ng End- Poi nt

This usage is based on an RTP Transport Translator (Section 3.3:
Topo-Trn-Transl ator) [ RFC5117]. The transport translator functions
as a relay and transnits all the streans received from one
participant to all the other participants. 1In this case, one would
do downlink sinulcasting such that all receivers would receive al
the versions. However, this clearly increases the bit-rate consuned
on the paths to the client. The only benefit for the receiving
client would be reduced decodi ng conpl exity when needing to only
display a low resolution version. Oherwi se a single stream
application which only transnmts the high resolution stream woul d
all ow the receiver to decode it and scale it down to the needed
resol ution.

The usage of transport translator and sinul cast becones efficient if
one allows each receiving client to control the relay to indicate
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which version it wants to receive. However such a usage of RTP has
some potential issues with RTCP. Fromthe sending end-point it will
|l ook Iike the transmitted streamisn’t received by a receiver that is
known to receive other streans fromthe sender. Thus sone

consi derati on and nechani sm are needed to support such a use case so
that it doesn't break RTCP reception reporting.

Thi s docunment will continue to consider this case but with | ess
enphasi s than on the RTP nixer case.

3.3. Sane Encoding to Multiple Destinations

One interpretation of sinulcast is when one encoding is sent to
multiple receivers. This is well supported in RTP by sinply copying
all outgoing RTP and RTCP traffic to several transport destinations
as long as the intention is to create a commobn RTP session. As |long
as all participants do the sanme, a full nesh is constructed and
everyone in the nulti party session has a sinilar view of the joint
RTP session. This is analog to an Any Source Milticast (ASM session
but without the traffic optinmization as multiple copies of the same
content is likely to have to pass over the sanme |ink

+o- -+ +o- -+
| Al<----> B
R R
N N
\ /
\ /
v oV
R
| C|
R

Full Mesh / Multi-unicast

As this type of sinmulcast is analog to ASM usage and RTP has good
support for ASM sessions, no further consideration for this case is
done.

3.4. Different Encoding to | ndependent Destinations

Another alternative interpretation of simulcast is with multiple
destinations, where each destination gets a specifically tailored
version, but where the destinations are independent. A typica
exanple for this would be a stream ng server distributing the sane
live session to a nunber of receivers, adapting the quality and
resolution of the nmulti-nedia session to each receiver’s capability
and available bit-rate. This case can be solved in RTP by having
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i ndependent RTP sessions between the sender and the receivers. Thus
this case is not considered further.

4. Miltiple Streans |ssues

This section attenpts to go a bit nore in depth around the different
i ssues when using nultiple nmedia streans in an RTP session to nake it
clear that although in theory nulti-stream applications should

al ready be possible to use, there are good reasons to create
extensions for signalling. |In addition, the RTP specification could
benefit fromclarifications on how certain nechani sns should be
wor ki ng when an RTP session contains nore than two SSRCs.

4.1. Legacy behaviors

It is a comopn assunption anong nmany applications using RTP that they
don’t have a need to support nore than one incom ng and one outgoing
nmedi a stream per RTP session. For a nunber of applications this
assunpti on has been correct. For VolP and Stream ng applications it
has been easiest to ensure that a given end-point only receives

and/ or sends a single stream However, they should support a source
switching SSRC, e.g due to collision.

Sone RTP extension nmechani sms require the RTP stacks to handl e
additional SSRCs, like SSRC multiplexed RTP retransni ssion [ RFC4588].
However, that still has only required handling a single nmedia
decodi ng chai n.

However, there are applications that clearly can benefit from
receiving and using nultiple nmedia streams simultaneously. A very
basi ¢ case would be T.140 conversational text, which is both | ow
bandwi dth and where there is no sinple nmethod for mxing nultiple
sources of text that is supposed to be transnitted and displayed as
you type. An RTP session that contains nore than 2 SSRC actively
sending nmedi a streans has the potential to confuse a legacy client in
vari ous ways:

1. The receiving client needs to handl e receiving nore than one
stream si nul taneously rather than replacing the already existing
streamwi th the new one.

2. Be capable of decoding multiple streans sinultaneously

3. Be capable of rendering nmultiple streans sinultaneously

These applications nay be very sinmilar to existing one nedia stream
applications at signalling level. To avoid connecting two different
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i npl ementations, one that is built to support nultiple streanms and
one that isn't, it is inmportant that the capabilities are signalled.
It is also the | egacy that makes us use a basic assunption in the
solution. Anyone that doesn't explicitly indicate capability to
receive multiple nedia streans is assuned to only handle a single
nmedia, to avoid affecting |egacy clients.

4. 2. Recei ver Limtations

An RTP end-point that intends to process the nedia in an RTP session
needs to have sufficient resources to receive and process all the

incomng streams. It is extrenely likely that no receiver is capable
to handl e the theoretical upper linit of an RTP session when it cones
to nore than 4 billion nmedia sources. |Instead, one or nore
properties will limt the end-points’ capabilities to handle

simul taneous nedi a streans. These properties are for exanple nmenory,
processi ng, network bandw dth, nmenory bandw dth, or rendering estate
to nention a few possible linmitations.

We have al so considered the issue of how many sinultaneous non-active
sources an end-point can handle. W cannot see that inactive nmedia
sendi ng SSRCs result in significant resource consunption and there
shoul d thus be no need to limit them

A potential issue that needs to be acknow edged is where a limted
set of sinultaneously active sources varies within a |arger set of
session nenbers. As each nedi a decoding chain may contain state, it
is inportant that this type of usage ensures that a receiver can
flush a decoding state for an inactive source and if that source
becones active again it does not assunme that this previous state

exi sts.

Thus, we see need for a signalling solution that allows a receiver to
indicate its upper limt in terns of capability to handl e

simul taneous nedia streans. W see little need for an upper
limtation of RTP session nenbers. Applications will need to have
some consi derati ons around how they use codecs.

4.3. Transm ssion Decl arations
In an RTP based system where an end-point nmay either be | egacy or has

an explicit upper linmt in the nunber of simnultaneous streanms, one
wi Il encounter situations where the end-point will not receive all

simul t aneous active streans in the session. Instead the end-points
or central nodes, like RTP m xers, will provide the end-point with a
sel ected set of streanms based on various nmetrics, such as nost
active, nost interesting, or user selected. |In addition, the centra

node may conbine nultiple media streans using m xing or conposition
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into a new nedia streamto enable an end-point to get a sufficient
source coverage in the session, despite existing linitations.

For such a systemto be able to correctly determ ne the need for
central processing, the capabilities needed for such a centra
processi ng node, and the potential need for an end-point to do sender
side limtations, it is necessary for an end-point to declare how
many sinultaneous streans it may send. Thus, enabling negotiation of
t he nunber of streans an end-point sends.

4.4, RTP and RTCP | ssues

This section details a few RTP and RTCP issues identified in
i mpl ement ati on work for supporting nmultiple streans.

4.4.1. Miltiple Sender Reports in Conpound

One potential interoperability issue is inclusion of nmultiple Sender
Report blocks in the sane RTCP conmpound packet. The RTP
specification isn't clear if such stacking is allowed or not. Thus
there might be RTCP receivers that might not correctly handl e such
message. There is also an uncertainty how one should cal cul ate the
RTCP transni ssion intervals in such cases.

4.4.2. Cross reporting within an end-point

When an end-poi nt has nore than one SSRC and sends medi a using them
a question arises if the different SSRCs needs to report on each
other despite being local. It can be argued that it is needed due to
that it might not be fully visible for any external observer that
they are actually sent fromthe same end-point. Thus by reporting on
each other there are no holes in the connectivity matrix between al
sendi ng SSRCs and all known SSRCs.

4.4.3. Wiich SSRC is providing feedback

When one has nultiple SSRCs on an end-point and needs to send RTCP
f eedback nmessages some considerations around which SSRC is used as
the source and if that is consistently used or not, may be needed.

4.5, SDP Signalling Issues

An existing issue with SDP is that the bandw dth paraneters aren’t
specified to take asymmetric conditions into account. This becones
especially evident when we start using nmultiple streans in an RTP
session. Such a use case can easily result in that an end- point
maybe receive 5 streans of Full Hi gh Definition (HD) video but only
sends one Standard Definition (SD) video stream Thus easily having
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a 10:1 asynmetry in bit-rate.

If one uses the current SDP bandw dth paranmeters then one likely
needs to set the session bandwi dth to the sum of the npbst consuning
direction. This can result in that there is no way of negotiating an
upper bound for the | ower band-wi dth direction nedia stream(s). In
addition, an end-point may conclude that it can't support the bit-
rate despite being capable of actually receiving the nmedia streans
being sent. Thus making clear what bandwidth limtations a single
stream has conpared to the whole RTP session is inportant.

In the cases there is QS, either by end-point reservation or done by
systens like | M5, the requested bandw dth based on the signalled
value will not represent what is actually needed.

Asymretry in itself also create an issue, as RTCP bandw dth may be
derived fromthe session bandwidth. It is inportant that all end-
poi nts have a common view on what the RTCP bandwi dth is. OQherw se
if the bandwi dth values are nore than 5 tinmes different, an end-point
with the high bandwi dth value may tinme out an end-point that has a

|l ow value as it’s mnimal reporting interval can beconme nore than 5
tinmes longer than for the other nodes.

5. Milti-Stream Extensions
5.1. Signaling Support for Milti-Stream

There is a need to signal between RTP sender and receiver how nmany

si mul t aneous RTP streans can be handl ed. The nunber of RTP streans
that can be sent froma client should not have to nmatch the nunber of
streans that can be received by the sane client. A multi-stream
capabl e RTP sender MUST be able to adapt the nunber of sent streans
to the RTP receiver capability.

For this purpose and for use in SDP, two new nedi a-1 evel SDP
attributes are defined, max-send-ssrc and nax-recv-ssrc, which can be
used i ndependently to establish a linit to the nunber of
simul t aneously active SSRCs for the send and receive directions,
respectively. Active SSRCs are the ones counted as senders accordi ng
to RFC3550, i.e. they have sent RTP packets during the last two
regul ar RTCP reporting intervals.

The syntax for the attributes are in ABNF [ RFC5234]:
max-ssrc = "a=" ("max-send-ssrc:" / "max-recv-ssrc:") PT 1*WSP limt

PT = "*" | 1*3DIGT
limt = 1*8DIGT
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; WP and DIA T defined in [ RFC5234]

A payl oad-agnostic upper limt to the total number of sinultaneous
SSRC that can be sent or received in this RTP session is signal ed
with a * payload type. A value of 0 MAY be used as naxi mum nunber of
SSRC, but it is then RECOMMENDED that this is also reflected using
the sendonly or recvonly attribute. There MJST be at npbst one

payl oad-agnostic limt specified in each direction

A payl oad-specific upper linmt to the total nunmber of sinultaneous
SSRC in the RTP session with that specific payload type is signal ed
with a defined payload type (static, or dynami c through rtpmap).
Multiple lines with nmax-send-ssrc or max-recv-ssrc attributes

speci fying a single payl oad type MAY be used, each line providing a
limtation for that specific payload type. Payload types that are
not defined in the nedia bl ock MIST be ignored.

I f a payload-agnostic linmt is present in conbination with one or
nore payl oad-specific ones, the total nunber of payl oad-specific
SSRCs are additionally linted by the payl oad-agnostic nunber. \Wen
there are multiple lines with payl oad-specific limts, the sender or
recei ver MJST be able to handl e any conbination of the SSRCs with

di fferent payload types that fulfill all of the payload specific
limtations, with a total nunber of SSRCs up to the payl oad-agnostic
limt.

When max-send-ssrc or max-recv-ssrc are not included in the SDP, it
MUST be interpreted as equivalent to a limt of one, unless sendonly
or recvonly attributes are specified, in which case the limt is
implicitly zero for the correspondi ng unused direction

5 1.1. Decl arative Use

When used as a declarative nedia description, the specified linmt in
max- send-ssrc indi cates the maxi mum nunber of simnultaneous streans of
the specified payl oad types that the configured end-point nay send at
any single point in tine. Similarly, nmax-recv-ssrc indicates the
maxi mum nunber of sinultaneous streans of the specified payload types
that may be sent to the configured end-point. Payl oad-agnostic
limts MAY be used with or wi thout additional payl oad-specific
limts.

5.1.2. Use in Ofer/Answer
When used in an offer, the specified limts indicates the agent’s
i ntent of sending and/or capability of receiving that nunber of

si mul taneous SSRC. The answerer MJST reverse the directionality of
recogni zed attributes such that max-send-ssrc becomes max-recv-ssrc
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and vice versa. The answerer SHOULD decrease the offered linmit in
the answer to suit the answering client’s capability. A sender MJST
NOT send nore sinultaneous streans of the specified payl oad type than
the receiver has indicated ability to receive, taking into account

al so any payl oad-agnostic linmt.

In case an answer fails to include any of the limtation attributes,
the agent MJST be interpreted as capabl e of supporting only a single
streamin the direction for which attributes are mssing. If the
offer lacks attributes it MJUST be assuned that the offerer only
supports a single streamin each direction. In case the offer |ack
bot h max-send-ssrc and nmax-recv-ssrc, they MJST NOT be included in

t he answer.

5.1.3. Exanples

The SDP exanpl es bel ow are not conplete. Only relevant parts have
been i ncl uded.

nmrvi deo 49200 RTP/ AVP 99
a=rtpmap: 99 H264/ 90000
a=nmax-send-ssrc:* 2
a=nax-recv-ssrc.* 4

An offer with a stated intention of sending 2 sinultaneous SSRCs and
a capability to receive 4 simnultaneous SSRCs.

nrvi deo 50324 RTP/ AVP 96 97
a=rtprmap: 96 H264/ 90000
a=rtpmap: 97 H263- 2000/ 90000
a=max-recv-ssrc: 96 2
a=nax-recv-ssrc:97 5
a=nax-recv-ssrc.* 5

An offer to receive at nost 5 SSRC, at nobst 2 of which using payl oad
type 96 and the rest using payload type 97. By not including "nmax-
send-ssrc" the value is inplicitly set to 1.

nmrvi deo 50324 RTP/ AVP 96 97 98
a=rt pnmap: 96 H264/ 90000
a=rtpmap: 97 H263- 2000/ 90000
a=max-recv-ssrc: 96 2
a=max-recv-ssrc: 97 3
a=nax-recv-ssrc:98 5
a=nax-recv-ssrc.* 5

An offer to receive at nost 5 SSRC, at nobst 2 of which using payl oad
type 96, and at nost 3 of which using payload type 97, and at nost 5
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usi ng payl oad type 98. Pernissible payl oad type conbinations include
those with no streans at all for one or nore of the payl oad types, as
well as a total number of SSRC less than 5, e.g. two SSRC wi th PT=96
and three SSRC with PT=97, or one SSRC with PT=96, one with PT=97 and
two with PT=98.

5.2. Asymetric SDP Bandwi dth Mdifiers

To resolve the issues around bandw dth, we propose new SDP bandwi dth
nodi fiers that supports directionality, possibility for payl oad
specific values and clear semantics. A comon problemfor all the
current SDP bandwi dth nodifiers is that they use a single bandw dth
val ue without a clear specification. Uncertainty in how the

bandwi dth value is derived creates uncertainty on how bursty a medi a
source can be.

Thus, we do consider what the design criteria are prior to providing
a proposal for new SDP bandwi dth attri bute.

5.2.1. Design Criterias

The current b= SDP bandwi dth syntax is very linmted and only all ows
the follow ng format:

bandwi dth-fields = *(%62 "=" bwtype ":" bandw dth CRLF)
bwt ype = t oken
bandwi dt h =1*DAT

Thus we will need to specify a new SDP bandwi dth attribute as that
al l ows syntax of nore conplexity.

The functionalities we see fromthe new bandwi dth attri bute are the
fol | owi ng:

Directionality: W need to be able to have different sets of
attribute values dependi ng on direction.

Bandwi dth semantics: A semantics identifier so that new senantics
can be defined in the future for other needed semantics. This
part of the b= has been a very successful design feature. W do
perceive a need for both single streamlintations and linitations
for the aggregate of all streams in one direction.

Payl oad specific: The possibility to specify different bandw dth
val ues for different RTP Payload types. This as some codecs have
different characteristics and one nmay want to limt a specific
codec and payl oad configuration to a particul ar bandw dth.
Especial ly conmbined with codec negotiation there is a need to
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express intentions and linitations on usage for that particul ar
codec. In addition, payload agnostic information is al so needed.

Bandwi dt h specification nmethod: To have a clear specification of
what any bit-rate val ues nean we propose that Token bucket
paraneters should be used, i.e. bucket depth and bucket fill rate,
where appropriate for the semantics. |If single values are to be
specified, a clear definition on how to derive that val ue nust be
specified, including averaging intervals etc.

We will use these design criteria next in an actual proposal
5.2.2. Attribute Specification

We define a new SDP attribute ("a=") as the bandwidth nodifier |ine
syntax can't support the requirenents and nor can it be changed in an
i nteroperable way. Thus we define the "a=bw' attribute. This
attribute is structured as follows. After the attribute name there
is adirectionality paraneter, followed by a scope parameter and then
a bandwi dth senmantics tag. The semantics tag defines what val ue(s)
that follow and their interpretation.

The attribute is designed so that nultiple instances of the line wll
be necessary to express the various bandwi dth rel ated configurations
that are desired.

Scopes and semantics can be extended in the future at any point. To
ensure that an end-point using SDP either in O fer/Answer or
declarative truly understands these extensions, a required-prefix
i ndicator ("!") can be added prior to any scope or semantics
par aneter.

5.2.2.1. Attribute Definition

The ABNF [ RFC5234] for this attribute is the foll ow ng:
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bwattrib = "a=bw. " direction SP [req] scope SP
[req] semantics ":" val ues

direction = "send" / "recv" [/ "sendrecv"

scope = payl oadType / scope-ext

payl oadType = "PT=" ("*" |/ PT-value-list)

PT-val ue-1ist = PT-value *(";" PT-Val ue)

PT-val ue = 1*3DIAT

req ="

semanti cs = "SMI" / "AMI" / semanti cs-ext

val ues = t oken-bucket / val ue-ext

t oken-bucket = "tb=" br-value ":" bs-val ue

br - val ue = 1*15DIGA T ; Bucket Rate

bs-val ue = 1*15DIGA T ; Bucket Size

semant i cs- ext
scope- ext
val ue- ext

token ; As defined in RFC 4566
1*VCHAR ; As defined in RFC 4566
0* (WsP / VCHAR)

The a=bw attribute defines three possible directionalities:

send: In the send direction for SDP O f er/ Answer agent or in case of
declarative use in relation to the device that is being configured
by the SDP.

recv: In the receiving direction for the SDP O fer/ Answer agent

providing the SDP or in case of declarative use in relation to the
device that is being configured by the SDP

sendrecv: The provided bandw dth val ues applies equally in send and
recv direction, i.e. the values configures the directions
synmetrically.

The Scope indicates what is being configured by the bandw dth
semantics of this attribute line. This paraneter is extensible and
we begin with defining two different scopes based on payl oad type:

Payl oad Type: The bandwi dth configuration applies to one or nore
speci fic payl oad type val ues.

PT=*: Applies independently of which payload type is being used.

This specification defines two senmantics which are related. The

St ream Maxi mum Token bucket based val ue (SMI) and the Aggregate
Maxi mum Token bucket based value (AMI). Both semantics represent the
bandwi dt h consunption of the stream or the aggregate as a token
bucket. The token bucket val ues are the token bucket rate and the

t oken bucket size, represented as two integer nunbers. It is an open
question exactly what this token bucket is neasuring, if it is RTP
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payl oad only, like TIAS, or if it includes all headers down to the IP
| evel as nost of the other bandwi dth nodifiers do.

The definition of the semantics in nore detail are:

SMTI:  The nmaxi mum i ntended or allowed bandw dth usage for each
i ndi vi dual source (SSRC) in an RTP session as specified by a token
bucket. The token bucket values are the token rate in bits per
second and the bucket size in bytes. This semantics may be used
both symretrically or in a particular direction. It can be used
either to express the nmaxi numfor a particul ar payload type or for
any payl oad type (PT=*).

AMI:  The maxi mrum i ntended or allowed bandw dth usage for sum of all
sources (SSRC) in an RTP session according to the specified
directionality as specified by a token bucket. The token bucket
val ues are the token rate in bits per second and the bucket size
in bytes. Thus if using the sendrecv directionality paraneter,
both send and receive streans SHALL be included in the generated
aggregate. If only a send or recv, then only the streans present
in that direction are included in the aggregate. It can be used
either to express the maxinumfor a particul ar payload type or for
any payl oad type (PT=*).

5.2.2.2. Ofer/Answer Usage

The of fer/answer negotiation is done for each bw attribute Iine
individually with the scope and senmantics immutable. |If an answerer
would Iike to add additional bw configurations using other
directionality, scope, and semantics conbination, it may add them

An agent responding to an offer will need to consider the
directionality and reverse them when responding to nedia streans
using unicast. |If the transport is nulticast the directionality is

not affected.

For nedia streamoffers over unicast with directionality send, the
answerer will reverse the directionality and indicate its reception
bandwi dth capability, which nay be | ower or higher than what the
sender has indicated as its intended maxi mum

For nedia streamoffers over unicast with directionality receive
these do indicate an upper limt, the answerer will reverse the
directionality and may only reduce the bandw dt h when produci ng the
answer indicating the answerer intended maxi mum

[Need to define how the required "!" prefix is used in Ofer/Answer]
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5.2.2.3. Declarative Usage

In declarative usage the SDP attribute is interpreted fromthe
perspective of the end-point being configured by the particular SDP
An interpreter MAY ignore a=bw attribute |lines that contains unknown
scope or semantics that does not start with the required ("!")

prefix. If a "required" prefix is present at an unknown scope or
semantics, the interpreter SHALL NOT use this SDP to configure the
end- poi nt .

5.2.2.4. Exanple
Decl arative exanple with stream asymetry

mevi deo 50324 RTP/ AVP 96 97 98

a=rt pnmap: 96 H264/ 90000

a=rtpmap: 97 H263- 2000/ 90000

a=rt pmap: 98 MP4V- ES/ 90000
a=max-recv-ssrc: 96 2

a=max-recv-ssrc:* 5

a=bw: send pt=* SMI:tb=1200000: 16384
a=bw:. recv pt=96 SM:tb=1500000: 16384
a=bw. recv pt=97:98 SMI:tb=2500000: 16384
a=bw. recv pt=* AMI: t b=8000000: 65535

In the above exanple the outgoing single streamis limted to bucket
rate of 1.2 Mps and bucket size of 16384 bytes. The up to 5
incom ng streams can in total use maxi num 8 Mips bucket rate and with
a bucket size of 65535 bytes. However, the individual streans

maxi mumrate i s dependi ng on payl oad type. Payload type 96 (H. 264)
islinmted to 1.5 Mps with a bucket size of 16384 bytes, while the
Payl oad types 97 (H. 263) and 98 (MPEG 4) may use up top 2.5 Mips with
a bucket size of 16384 bytes.

5.3. Binding SSRCs Across RTP Sessions

When an end-point transmits multiple sources in the sane RTP session
there may be tight relations between two different nmedia types and
their SSRCs, for exanple a mcrophone and a canera that is co-located
are tightly related. CNAMVE is not sufficient to express this
relation although it is commonly inferred fromend-points that has
only one nedia streamper nedia type. OCNAME prinmary use in multi-
source usages is to indicate which end-point and what synchroni zation
context a particular nmedia streamrelates to.

To enable a RTP session participant to determ ne that close binding

across nultiple sessions, despite the end-point sending nultiple
SSRCs a new nethod for identifying such sources are needed. W are
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not relying on using the sane SSRC in all sessions for a particul ar
medi a source as it is not robust against SSRC collision and forces
potentially cascadi ng SSRC changes between sessions.

5.3.1. SDES Item SRCNAME

Source Descriptions are a nethod that should work with all RTP
topol ogi es (assum ng that any internediary node is supporting this
item) and existing RTP extensions. Thus we propose one defines a new
SDES item call ed the SRCNAME which identifies with an uni que
identifier a single nulti-media source, like a canera and a co-

| ocated nicrophone, or a truly individual media source such as a
camera. That way any one receiving the SDES information froma set

of interlinked RTP sessions can determ ne which are the sane source.

We proposes that the SRCNAME woul d conmonly be per conmuni cation
session uni que randomidentifiers generated according to "CQuidelines
for Choosing RTP Control Protocol (RTCP) Canonical Nanmes (CNAMES)"

[ RFC6222] with the addition that a local counter enumerating the
sources on the host also are concatenated to the key in step 4 prior
to cal cul ating the hash.

This SRCNAME' s relation to CNAME is the following. CNAME represents
an end-point and a synchroni zation context. |If the different sources
identified by SRCNAMEs shoul d be played out synchroni zed when
receiving themin a nulti-streamcontext, then the sources need to be
in the same synchronization context. Thus in all cases, all SSRCs
with the sane SRCNAME will have the same CNAME. A given CNAME nmay
contain multiple sets of sources using different SRCNAMES.

5.3.2. SRCNAME in SDP

Sour ce-Specific Media Attributes in the Session Description Protoco
(SDP) [ RFC5576] defines a way of declaring attributes for SSRC in
each session in SDP. Wth a new SDES item one can use this
framework to define how al so the SRCNAME can be provided for each
SSRC i n each RTP session, thus enabling an end-point to declare and
| earn the sinul cast bindings ahead of receiving RTP/ RTCP packets.

6. Sinulcast Alternatives

Sinmul cast is the act of sending multiple alternative encodings of the
same underlying media source. Wen transmtting nmultiple independent
flows that originate fromthe sane source, it could potentially be
done in several different ways in RTP. The bel ow sub-sections
descri be potential ways of achieving flow de-nultiplexing and
identification of which streans are alternative encodi ngs of the sane
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source.

In the bel ow descriptions we also include howthis interacts with

mul tiple sources (SSRCs) in the same RTP session for other reasons
than simulcast. So nmultiple SSRCs may occur for various reasons such
as multiple participants in multipoint topologies such as nulticast,
transport relays or full mesh transport sinulcasting, multiple source
devi ces, such as nultiple canmeras or mcrophones at one end-point, or
RTP mechani snms in use, such as RTP Retransni ssion [ RFC4588].

6.1. Payload Type Milti pl exing

Payl oad nul tipl exing uses only the RTP payload type to identify the
different alternatives. Thus all alternative streans would be sent
in the same RTP session using only a single SSRC per actual nedia
source. So when having nmultiple SSRCs, each SSRC woul d be uni que
medi a sources or RTP nechanismrelated SSRC. Each RTP payl oad type
woul d then need to both indicate the particular encoding and its
configuration in addition to being a streamidentifier. Wen
considering a nechanismlike RTP retransm ssion using SSRC

mul ti pl exi ng, an SSRC may either be a nedia source with multiple
encodi ngs as provided by the payload type, or a retransm ssion packet
as identified al so by the payl oad type.

As some encoders, like video, produce |arge payl oads one can not
expect that nultiple payload encodings can fit in the sane RTP packet
payl oad. Instead a payload type nultipl exed simulcast will need to

send nultiple different packets with one version in each packet or
sequence of packets.

6.2. SSRC Multiplexing

The SSRC nmul tiplexing idea is based on using a unique SSRC for each
alternative encoding of one actual nedia source within the sane RTP
session. The identification of how flows are considered to be
alternative needs an additional nmechanism for exanple using SSRC
groupi ng [ RFC5576] and a new SDES item such as SRCNAME proposed in
Section 5.3.1 with a semantics that indicate themas alternatives of
a particular nmedia source. Wen one have multiple actual nedia
sources in a session, each nmedia source will use a nunmber of SSRCs to
represent the different alternatives it produces. For exanple, if

all actual nedia sources are sinilar and produce the same nunber of
simul cast versions, one will have n*m SSRCs in use in the RTP
session, where n is the nunber of actual nedia sources and mthe
nunber of sinulcast versions they can produce. Each SSRC can use any
of the configured payload types for this RTP session. All session

| evel attributes and paraneters which are not source specific wll
apply and nmust function with all the alternative encodi ngs intended
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to be used.
6.3. Session Miltiplexing

Session nul tipl exi ng neans that each different version of an actua
media source is transnitted in a different RTP session, using

what ever session identifier to de-nmultiplex the different versions.
This solution needs explicit session grouping [RFC5888] with a
semantics that indicate themas alternatives. Wen there are

mul tiple actual nedia sources in use, the SSRC representing a
particul ar source will be present in the sessions for which it
produces a sinulcast version. It is also inportant to identify the
SSRCs in the different sessions that are alternative encodings to
each other, this can be acconplished using the same SSRC and/or a new
SDES itemidentifying the nmedia source across the session as the
proposed SRCNAME SDES item (Section 5.3.1). Each RTP session will
have its own set of configured RTP payl oad types where each SSRC in
that session can use any of the configured ones. In addition al
other attributes for sessions or sources can be used as normal to

i ndi cate the configuration of that particular alternative

7. Sinmul cast Eval uation

This chapter evaluates the different nultiplexing strategies in
regard to several aspects.

7.1. Effects on RTP/ RTCP

This section will be oriented around the different multiplexing
mechani sns.

7.1.1. Payl oad Type Milti pl exi ng

The sinul cast solution needs to ensure that the negative inpact on
RTP/RTCP is mininmal and that all the features of RTP/RTCP and its
ext ensi ons can be used.

Payl oad type nultiplexing for purposes |ike sinmulcast has well known
negative effects on RTP. The basic issue is that all the different
versi ons are being sent on the sanme SSRC, thus using the sane

ti mestanp and sequence number space. This has many effects:

1. Putting restraint between nedi a encodi ng versions. For exanple,
medi a encodi ngs that uses different RTP timestanp rates cannot be
conbi ned as the tinestanp val ues needs to be the sane across al
versions of the same nedia frame. Thus they are forced to use
the sane rate. Wien this is not possible, Payload Type
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Mul ti pl exi ng cannot be used.

2. Mst RTP payload formats that may fragment a nedia object over
mul ti ple packets, like parts of a video frame, needs to determne
the order of the fragnents to correctly decode them Thus it is
i nportant that one ensure that all fragnents related to a frane
or a simlar nmedia object are transmtted in sequence and without
interruptions within the object. This can relatively sinple be
sol ved by ensuring that each version is sent in sequence.

3. Sone nedia formats require uninterrupted sequence nunber space
bet ween nedia parts. These are nedia formats where any nissing
RTP sequence number will result in decoding failure or invoking
of a repair nechanismw thin a single nedia context. The text/
T140 payl oad format [RFC4103] is an exanple of such a fornmat.
These formats will be inpossible to sinulcast using payl oad
mul ti pl exi ng.

4. Sending multiple versions in the same sequence nunber space makes
it more difficult to determ ne which version a packet |oss may
relate to. If one uses RTP Retransm ssion [ RFC4588] one can ask
for the m ssing packet. However, if the m ssing packet(s) do not
belong to the version one is interested in, the retransm ssion
request was in fact unnecessary.

5. The current RTCP feedback nechani sns are built around providing
f eedback on medi a streans based on stream | D (SSRC), packet
(sequence nunbers) and tine interval (RTP Tinmestanps). There is
al nrost never a field for indicating which payload type one is
reporting on. Thus giving version specific feedback is
difficult.

6. The current RTCP media control nessages [ RFC5104] specification
is oriented around controlling particular nedia flows, i.e.
requests are done addressing a particular SSRC. Thus such
mechani snms needs to be redefined to support payl oad type
mul ti pl exi ng.

7. The nunber of payl oad types are inherently Iinmted. Accordingly,
usi ng payload type multiplexing limts the nunber of sinulcast
streams and does not scale.

7.1.2. SSRC Mul tiplexing
As each version of the source has its own SSRC and thus explicitly

uni que fl ows, the negative effects above (Section 7.1.1) are not
present for SSRC nultipl exed simnul cast.
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The SSRC mul tipl exi ng of sinulcast version requires a receiver to
know t hat one is expected to only decode one of the versions and need
not decode all of them sinultaneously. This is currently a m ssing
functionality as SDES CNAME cannot be used. The sanme CNAME has to be
used for all flows connected to the sane end-point and | ocation. A
cl ear exanple of this could be video conference where an end- poi nt
has 3 video canmeras plus an audio m x being captured in the sane
room As the nmedia has a conmon tineline, it is inportant to be able
to indicate that through the CNAME. Thus one cannot use CNAME to
indicate that nmultiple SSRCs with the sane CNAME are different

versi ons of the sanme source. New semantics are required

When one has all the versions in the same RTP session going to an RTP
m xer and the m xer chooses to switch fromforwardi ng one of the
versions to forwarding another version, this creates an uncertainty
in which SSRC one should use in the CSRC field (if used). As one is
still delivering the sanme original source, such switch appears
questionable to a receiver not having enabled sinulcast in the
direction to itself. Depending on what solution one chooses, one
gets different effects here. |If the CSRC is changed, then any
message ensuring binding will need to be forwarded by the m xer
creating | egacy issues. It has not been deternmined if there are
downsi des to not showi ng such a switch.

The inpact of SSRC collisions on the SSRC nultiplexing will be highly
dependi ng on what nmethod is used to bind the SSRCs that provide
different versions. Upon a collision and a forced change of the
SSRC, a nedia sender will need to re-establish the binding to the
other versions. By doing that, it will also likely be explicit when
it comes to what the change was.

7.1.3. Session Miltiplexing

Al so session nultiplexing does not have any of the negative effects
that payload type multiplexing has (Section 7.1.1). As each flowis
uniquely identified by RTP Session and SSRC, one can control and
report on each flow explicitly. The great advantage of this method
is that each RTP session appears just like if simulcast is not used
thus mnimal issues in RTP and RTCP includi ng any extensions.

One potential downside of session nmultiplexing is that it becones

i mpossi bl e wi thout defining new RTCP nessage types to do truly
synchroni zed nmedi a requests where one request goes to version A of
source and another to version B of the sane source. Due to the RTP
session separation, one will be forced to send different RTCP packets
to the different RTP session contexts, thus losing the ability to
send two different RTCP packets in the sanme conpound packet and RTP
session context. This can be a mnor inconvenience.
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Using the sane SSRC in all the RTP sessions allows for quick binding
between the different versions. It also enables an RTP m xer that
forwards one version to seanl essly decide to forward anot her version
in a RTP session to a session participant that is not using sinulcast
in the direction fromthe nmixer to the participant.

An SSRC col lision forces a sender to change its SSRC in all sessions.
Thus the collision-induced SSRC change may have bigger inpact, as it
affects all versions rather than a single version. But on the
positive side, the binding between the versions will be inmedi ate,
rat her than requiring additional signaling.

7.2. Signaling |npact

The met hod of nultiplexing has significant inpact on signaling
functionality and howto performit, especially if SDP [ RFC4566] and
SDP O fer/ Answer [ RFC3264] is used.

7.2.1. Negotiating the use of Sinulcast

There will be a need for negotiating the usage of sinulcast in
general . For payload type nultiplexing, one will need to indicate
that different RTP payl oad types are intended as different simnulcast
versions. One likely has standal one SDP attributes that indicate the
rel ati on between the payl oad types, as one needs uni que payl oad type
nunbers for the different versions. Thus, this increases the nunber
of payl oad types needed within an RTP session. In worst case this
may beconme a restriction as only 128 payl oad types are possible.
This linmtation is exacerbated if one uses solutions |ike RTP and
RTCP mul ti pl exi ng [ RFC5761] where a nunber of payload types are

bl ocked due to the overlap between RTP and RTCP

SSRC multiplexing will likely use a standalone attribute to indicate
the usage of sinmulcast. 1In addition, it nmay be possible to use a
mechani smin SDP that binds the different SSRCs together. The first
part is non-controversial. However the second one has significant

i mpact on the signaling load in sessions with dynanic session
participation. As each new participant joins a nmultiparty session
the existing participants that need to know the binding will need to
receive an updated list of bindings. |If that is done in SIP and SDP
offer answer, a SIPre-lnvite is required for each such transaction

i nvoking all the SIP nodes related to invites, and in systens |ike

I M5 al so a nunber of policy nodes. |If a receiver is required, which
is likely, to receive the SSRC bindings prior to being able to decode
any new source, then the signaling channel may introduce additiona
del ay before a receiver can decode the nedia.

Session nmultiplexing results in one media description per version
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It will be necessary to indicate which RTP sessions are in fact

si mul cast versions. For example, using a Media grouping semantics
specific for this. Each of these sessions will be focused on the
particul ar version they intend to transport.

Legacy fallback, the inmpact on an end-point that isn't sinulcast
enabl ed, al so needs to be considered. For a payload type nultiplex
solution, a legacy end-point that doesn’t understand the indication
that different RTP payl oad types are for different purpose nmay be
slightly confused by the |arge anount of possibly overl apping or

i dentical RTP payload types. |In addition, as payload nultiplexing
isn't backwards conpatible within a single nedia stream the
signalling needs to ensure that such a legacy client doesn’t join a
session using simulcast.

For an SSRC multi pl exed session, a |legacy end-point will ignore the
SSRC binding signaling. Fromits perspective, this session will |ook
like an ordinary session and it will setup to handle all the versions
simul taneously. Thus, a legacy client is capable of decodi ng and
rendering a simulcast enabl ed RTP session, but it will consume nore
resources and result in a duplication of the same source.

For session multiplexing, a legacy end-point will not understand the
groupi ng semantic. It mght either understand the grouping framework
and thus determ ne that they are grouped for sonme purpose, or not
under stand grouping at all and then the offer sinply |ooks |ike
several different media sessions. This enables a sinple fallback
solution to exclude a |l egacy client fromall sinulcast versions
except one, whichever is nost suitable for the application

7.2.2. Bandwi dth negotation

The payl oad type multipl exed session cannot negotiate bandwi dth for
the individual versions w thout extensions. The regular SDP

bandwi dth attri butes can only negotiate the overall bandw dth that

all versions will consume. This nmakes it difficult to deternine that
one should drop one or nore versions due to |lack of bandw dth between
t he peers.

SSRC nul ti pl exing suffers the sane i ssues as payl oad type
mul ti pl exi ng, unless additional signaling (SSRC | evel attributes) is
added.

Session mul tipl exing can negoti ate bandwi dth for each i ndividua
version and determ ne to exclude a particul ar version, and have the
full know edge on what it excludes to avoid consum ng an excessive
anmount of bandwi dt h.
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7.2.3. Negotation of nedia parameters

The negotiation and setting of the media codec, the codec paraneters
and RTP payl oad paranmeters for the payload type nmultiplexing is
possi bl e for each individual version as each has a uni que payl oad
type. The sane is true for the session nultiplexing where each
version negotiates the paranmeters in the context of it’s RTP session
The SSRC nul ti pl exed versi on woul d need additional signaling to
enabl e a bi ndi ng between the payl oad types and whi ch versions they
are used for. Oherwi se, the RTP payload types are negoti ated

wi t hout any context of which version intends to use which payl oad
type.

However, the above assunes that there are no issues with defining

di fferent payload types for different alternative encodings. |If that
is not possible or it is intended to use the sane payl oad type for
mul ti pl e encodi ngs, then additional signalling becones necessary
which isn't possible for payload multiplexing. For SSRC

mul tiplexing, this signalling needs to redefine already existing
session attributes, like inmageattr [ RFC6236] to have a per- SSRC
scope. Session multiplexing can use existing attributes as they
automatically get per-encoding scope thanks to the session

mul ti pl exi ng.

7.2.4. Negotation of RTP/RTCP Extensions

When one negotiates or configures the existing RTP and RTCP
extensions, that can be done on either session level or in direct
relation to one or several RTP payl oad types. They are not
negotiated in the context of an SSRC. Thus payload type nultipl exing
will need to negotiate any session |level extensions for all the

versi ons w thout version specific consideration, unless extensions
are deployed. It can also negotiate payl oad specific versions at a
version individual level. SSRC nultiplexing cannot negotiate any
extension related to a certain version w thout extensions. Session
mul ti plexing will have the full freedom of negotiating extensions for
each version individually w thout any additional extensions.

7.3. Network Aspects
The mul tipl exi ng choi ce has inpact on network | evel nechanisns.

7.3.1. Quality of Service
When it conmes to Quality of Service nmechani snms, they are either flow
based or marking based. RSVP [ RFC2205] is an exanple of a fl ow based

mechani sm while Diff-Serv [RFC2474] is an exanple of a Marking based
one. |If one uses a marking based schene, the nethod of nultiplexing
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will not affect the possibility to use Q©S. However, if one uses a
fl ow based one, there is a clear difference between the nethods.

Bot h Payl oad Type and SSRC multiplexing will result in all versions
bei ng part of the sane 5-tuple (protocol, source address, destination
address, source port, destination port) which is the nost common

sel ector for flow based QS. Thus, separation of the [evel of QS
bet ween versions is not possible. That is however possible if one
uses session based multipl exi ng, where each different version will be
in a different RTP context and thus comonly being sent over
different 5-tuples.

7.3.2. NAT Traversa

Both the payl oad and SSRC nultiplexing will have only one RTP
session, not introducing any additional NAT traversal conplexities
conpared to not using simulcast and only have a single version. The
session multiplexing is using one RTP session per sinmulcast version
Thus additional |ower |ayer transport flows will be required unless
an explicit de-multiplexing |layer is added between RTP and the
transport protocol

Bel ow we anal yzed and conment on the inpact of requiring nore
underlying transport flows in the presence of NATs and Firewalls:

End- Poi nt Port Consunption: A given |IP address only has 65536
avail abl e 1 ocal ports per transport protocol for any consumer of
ports that exist on the machine. This is normally never an issue
for a end-user nmachine. It can becone an issue for servers that
have | arge nunber of sinultaneous flows. However, if the
application uses |ICE, which authenticated STUN requests, a server
can serve nultiple end-point fromthe sanme |ocal port, and use the
whol e 5-tuple (source and destination address, source and
destination port, protocol) as identifier of flows after having
securely bound themto end-points using the STUN request. Thus in
theory the mnimal nunber of nedia server ports needed are the
maxi mum nunber of sinultaneous RTP sessions a single end-point may
use, when in practice inplenentation will probably benefit from
usi ng nore.

NAT State: |If an end-point is behind a NAT each flow it generates to
an external address will result in a state on that NAT. That
state is a limted resource, either frommenory or processing
stand-point in home or SOHO NATs, or for large scale NATs serving
many internal end-points, the avail able external ports run-out.

We see this primarily as a problemfor |arger centralized NATs
wher e end-poi nt i ndependent nappi ng do require each fl ow mapping
to use one port for the external |IP address. Thus affecting the
maxi mum aggregation of internal users per external |P address.
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However, we would like to point out that a real-tine video
conference session with audio and video are likely using | ess than
10 UDP flows, it is not like certain web applications that can
result that 100+ TCP flows are opened to various servers froma
singl e browser instance.

NAT Traversal taking additional tinme: When doing the NAT/FW
traversal it takes additional tine. And it takes tinme in a phase
of communi cati on between accepting to communi cate and the nedi a
pat h being established which is fairly critical. The best case
scenario for how nuch extra tine it can take follow ng the
specified | CE procedures are: 1.5*RTT + Ta*(Additional _Fl ows-1),
where Ta is the pacing timer, which |ICE specifies to be no snaller
than 20 ns. That assunmes a nessage in one direction, and then an
i medi ate triggered check back. This as ICE first finds one
candidate pair that works prior to establish nmultiple flows.

Thus, there are no extra tine until one has found a working
candi date pair. Based on that working pair the extra time it
takes, is what it takes to in parallel establish the additiona
flows which in nost case are 2-3 additional flows.

NAT Traversal Failure Rate: Due to that one need nore than a single
flow to be established through the NAT there is sone risk that one
succeed in establishing the first flow but fails with one or nore
of the additional flows. The risk that this happens are hard to
quantify. However, that risk should be fairly | ow as one has just
prior successfully established one flow fromthe sanme interfaces.
Thus only rare events as NAT resource overload, or selecting
particular port nunbers that are filtered etc, should be reasons
for failure.

As nost simul cast solutions will anyway not use a very | arge nunber
of sinmul cast versions due to the cost in encoding resources etc. one
can discuss if the extra transport flows are a significant cost. W
perceive the cost as low, if others are concluding that the cost is
hi gher, a nore generalized nechanismfor nultiplexing RTP sessions
onto the sane underlying transport flow should be consi dered.

7.4. Summary

It is quite clear fromthe analysis that payload type nultiplexing is
not at all a realistic option for using simulcast. |t has nany

i ssues, especially on RTP/RTCP level. Thus, we will not consider it
a viable solution in further discussions bel ow

Bot h SSRC and session nultiplexing are viable to use. However,

session multiplexing provides increased flexibility in usage, better
support for network QoS, signalling flexibility, and support conpared
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to SSRC nul tiplexing, wthout defining additional extensions.

Session mul tipl exi ng does however require additional NAT/FW pi nhol es
to be opened or sonme other solution to allow nultiple RTP sessions to
share the sane transport flow, but that is anyway sonething that

al ready happens in today’'s applications.

The aut hors consider the inpact on the signalling one of the nost
significant issues when it comes to SSRC nultiplexing. For many use
cases, selecting SSRC nultiplexing will require us to define numerous
signal ling nmechanisns to support binding such properties to specific
SSRCs or encoding groups. This signalling already exists today for
non simul cast RTP sessions or for simulcast in a session nultiplexing
cont ext .

Session multiplexing is in the authors view clearly the best choice
and is therefore recommended to be pursued as the single solution for
si nul cast .

8. Sinmul cast Extensions

This section discusses various extensions that either are required or
coul d provide system perfornmance gains if they where specified.

8.1. Signalling Support for Sinulcast

To enabl e the usage of simulcast using session nultiplexing sonme

m ni mal signalling support is required. That support is discussed in
this section. First of all, there is need for a nechanismto
identify the RTP sessions carrying sinulcast alternatives to each
other. Secondly, a receiver needs to be able to identify the SSRC in
the different sessions that are of the same media source but in

di fferent encodi ngs.

Beyond the necessary signalling support for sinmulcast we | ook at sone
very useful optimzations in regards to the transm ssion of nedia
streams and to help RTP mixers to select which streamalternatives to
deliver to a specific client, or request a client to encode in a
particul ar way.

8.1.1. Gouping Sinulcast RTP Sessions

The proposal is to define a new grouping semantics for the session
groupi ngs framework [RFC5888]. There is a need to separate the
semantics of intent to send sinulcast streans fromthe capability to
recogni ze and receive them For that reason two new sinul cast
groupi ng tags are defined, "Sinul Cast Receive" (SCR) and "Si rmul Cast
Send" (SCS). They both act as an indicator that session |eve
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sinul cast is occurring and which sets of RTP sessions that carries
simul cast alternatives to each other.

The groupi ng semantics SCR and SCS SHOULD be conbined with the SDP
attributes "a=nmax-send-ssrc" and "a=max-recv-ssrc" Section 5.1 to

i ndi cate the nunber of sinultaneous streans of each encoding that may
be sent or capabl e of receiving.

8.1.1.1. Decl arative Use

When used as a declarative nedia description, SCR indicates the
configured end-points required capability to recogni ze and receive a
specified set of RTP streans as sinmulcast streanms. |n the sane
fashi on, SCS request the end-point to send a specified set of RTP
streans as simul cast streans. SCR and SCS MAY be used independently
and at the sane tine and they need not specify the sane or even the
same nunber of RTP sessions in the group

8.1.1.2. Ofer/Answer Use

When used in an offer, SCS indicates the SDP providing agent’s intent
of sending sinulcast, and SCR indicates the agent’s capability of
receiving sinulcast streans. SCS and SCR MAY be used independently
and at the sane tinme and they need not specify the sane or even the
same nunber of RTP sessions in the group. The answerer MJST change
SCS to SCR and SCR to SCS in the answer, given that it has and wants
to use the corresponding (reverse) capability. An answerer not
supporting the SCS or SCR direction, or not supporting SCS or SCR
groupi ng semantics at all, will renove that grouping attribute

al toget her, according to [ RFC5888]. An offerer that receives an
answer indicating |lack of simulcast support in one or both
directions, where SCR and/or SCS grouping are renoved, MJST NOT use
simul cast in the non-supported direction(s).

8.1.2. Binding SSRCs Across RTP Sessions

When one perforns sinmulcast, a transmitting end-point will for each
actual media source have one SSRC in each session for which it
currently provides an encoding alternative. As a receiver or a m xer
will receive one or nore of these, it is inportant that any RTP
session participant beyond the sender can explicitly identify which
SSRCs in the set of RTP sessions providing a simnulcast service for a
particular nedia type that originate fromthe sanme nedia source and

t hus bel ong together in the simulcast.

To acconplish this we extend the usage of SRCNAME as defined in

Section 5.3.1. Wthin a particular nedia type the different RTP
session carrying the different encodings will have the same SRCNAME
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identifier. That way even if nultiple encodings or representations
are produced, any one receiving the SDES information froma set of
interlinked RTP sessions can determ ne which are the same source.

8.2. Mxer Requests of Cdient streans

To increase the efficiency of simulcast systens, it is highly
desirabl e that an RTP m ddl ebox can signal to the client encoding and
transmtting the streans if a particular streamis currently needed
or not. This needs to be a quick and nedia plane oriented solution
as it changes based on for exanple the user’'s speech activity or the
user’'s selection in the user interface. Al though several SIP and
SDP- based net hods woul d be possible, the required responsiveness
suggests use of TMMBR from [ RFC5104] with a bandwi dth value of 0 to
tenporarily pause a certain SSRC and re-establishing transm ssion
through TMVMBR with a non-zero val ue.

8.3. dient to Mxer and Mxer to Client |imations

When a client has known limtations, for exanple based on |oca

di splay | ayout between sources or if there is a better comnbination of
streans fromthe available set of different encodings, then it is
desirable to nake these linmtations known to the nixer delivering the
streans. These linitations are also clearly dynanic, as sources nay
come or |leave the session, naking it prefer a different layout with
another set of limtations in the delivered streans.

The Codec Control Messages in [RFC5104] defines sone controls.
However, with the addition of sinulcast and scal able video there are
nore paraneters that woul d be desired to control in a way simlar to
the Tenporary Maxi mum Media Stream Bit Rate (TMVBR) nessages, beyond
just bit-rate. Factors such as |argest inage dinmension and frame
rate will also be needed, for exanple. |In the context of simulcast,
one also needs to consider if alimtation is not specific to an
SSRC, but rather which encoding and scalability variation is nost
suitable froma particul ar medi a source ( SRCNAME)

Thus we propose that new RTCP nmessages are defined to tenporarily
limt media source with respect to a conbination of nedia stream
properties such as for exanple bit-rate, frane-rate, inmage

resol ution, and audi o channels. Such a nessage should be flexible
enough to allow for additional linmtation attributes.

8.4. Miltiplexing Multiple RTP Sessions on Single Flow
It should be considered for RTP in non-legacy cases if nultiple RTP

sessions could be nultiplexed in a standardi zed way on top of a
single transport layer flow That way the cost of opening additiona
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transport flows and the needed NAT/FWtraversal woul d be avoided. W
acknow edge that this has inpact on use cases using a flow based QS
mechani smthat needs differentiated service | evel s between sessions.
Such a nechani sm shoul d thus be optional to use, but as there is
likely a general interest in such a nechanism work on this should be
started.

8.5. Exanples

This section contains sone SDP exanpl es conbining the proposals in
this docunent to acconplish actual usages. W have skipped both NAT
traversal tools as well as using the AVPF RTP profil e [ RFC4585] and
Codec Control Messages [ RFC5104] to save space in the SDPs, they are
bul ky enough. However, all these tools are likely to be part of a
real SDP

8.5.1. Milti-stream Signaling

This section contains exanples of signalling for an application using
multiple streams within an RTP session in two different contexts. In
both these cases, the end-point that is involved in the signalling
receives multiple streans, while only in the second case will the
end-point transmt nultiple streans.

8.5.1.1. Local Rendering in Video Conference dient
This exanpl e assunmes a transport translator that enables the end-

point to receive nultiple streans fromthe other participants w thout
using multiple destinations on transport |evel

+-o- -+ S + +-o- -+

| Al<--->] |<---->| B|

+---+ | | +---+
| Translator |

+---+ | | +---+

| Cl<--->] |<----> D|

+-o- -+ S + +-o- -+

Four-party Transl at or-based Conference

Exanpl e of Media plane for RTP transport translator based nulti-party
conference with 4 participants.

Client A (Alice) in above figure is a desktop video conference client
with a single canera and microphone. It uses a central transport
translator to relay its nedia streans to the other participants, and
in the sanme way it receives nedia streans fromall other participants
fromthe relay. This enables the client to locally render and
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present other participants in a layout selected by the local client.

The network path between client A and the translator has certain
known limtations, leading to a client needing to express its upper
bounds in sinultaneous streans that can be supported. That allows
the conference server to know when it needs to tell the nmedia plane
relay to change its behavior fromrelaying to switching the nmedia
streans.

Alice invites herself into the conference by sending the foll ow ng
SDP of fer:

e 2890844526 2890842807 IN | P4 192.0. 2. 156
i streamlnvite

P4 192.0. 2. 156

530

ITTono<
TR
P

wW==0

a=rtpmap: 96 G719/ 48000/ 2

a=rtpnmap: 97 G719/ 48000

a=rtpmap: 9 Gr22/8000

a=rtpmap: 8 PCMA/ 8000

a=bw send pt =96 SMI:t b=128800: 1500

a=bw send pt =97 SMI:t b=64800: 1500

a=bw: send pt=8; 9 SM:tb=64000: 1500

a=bw. recv pt=* AMI:tb=1288000: 1500
a=max-recv-ssrc:* 10

a=ssrc: 834512974 cnane: al i ce@ o0o. exanpl e. com
mevi deo 49300 RTP/ AVP 96

b=AS: 2080

a=rtpmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c01le

a=i mageattr:* send [ x=640,y=360] recv [x=640,y=360] [x=320, y=180]
a=bw. send pt =96 SMT:t b=500000: 8192

a=bw recv pt=96 SMI:t b=500000: 8192
a=max-recv-ssrc:* 4

a=ssrc: 451297483 cnane: al i ce@ o0o. exanpl e. com
a=content: nmain

Alice Ofer for a Miulti-stream Conference

In the above SDP, Alice proposes one audi o and one video RTP session
The audi o session has 4 payload types being configured and the

di fferent payload configurations also show Alice’'s intentions of
their different bandw dth usage. For the audio receive direction
Alice accepts an aggregate bandwi dth of 1288 kbps with a 1500 byte
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bucket depth. This is sufficient bandwi dth for 10 simultaneous
streanms. This linmt of up to 10 streans being received is
additionally indicated on SSRC | evel using the a=max-recv-ssrc
attribute. The send limtationis inplicitly set to one by excl uding
t he a=max-send-ssrc attribute. Alice also declares the cnane for the
SSRC she intends to use.

The video session has only a single payload format using H 264. The
configured profile and level is sufficient to support mnultiple
resolutions of interest for the application. Alice indicates the
intention to send 640x360 resol ution and requests to receive either
640x360 or 320x180. The bandwidth for the video is expressed as the
same 500 kbps upper linmt in both send and receive directions, with
an 8192 bytes bucket depth. There is no explicit limtation on the
aggregate bandwi dth. Alice does however express that she cannot
handl e receiving nore than 4 sinultaneous active SSRCs, so there is
an inplicit limt.

The application server controlling the conference receives the Ofer

and constructs a response based on know edge about the conference and
the avail abl e transl ator
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0
server 39451234544 39451234578 I N | P4 198.51. 100. 2
Multi stream Al ice Answer

IN P4 198.51.100. 43

AS: 2950

00
audi o 49200 RTP/ AVP 96 97 9

AS: 870

a=rtpmap: 96 G719/ 48000/ 2

a=rtpnmap: 97 G719/ 48000

a=rtpmap: 9 Gr22/8000

a=bw. recv pt=96 SMI:tb=128800: 1500

a=bw recv pt=97 SMI:tb=64800: 1500

a=bw recv pt=9 SMr:tb=64000: 1500

a=bw. send pt=* AMI:t b=500000: 1500

a=max- send-ssrc:* 6

a=ssrc: 239245219 cnane: bob@ oo. exanpl e. com

a=ssrc: 986545121 cnane: dave@ oo. exanpl e. com

a=ssrc: 2199983234 cnane: fred@ oo. exanpl e. com

mevi deo 49300 RTP/ AVP 96

b=AS: 2080

a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c01le

a=i mageattr:* recv [x=640,y=360] send [x=640, y=360] [x=320, y=180]
a=bw recv pt=96 SMI:t b=500000: 8192

a=bw. send pt =96 SMI:t b=500000: 8192

a=max- send-ssrc:* 4

a=ssrc: 924521923 cnane: bob@ oo. exanpl e. com

a=ssrc: 654512198 cnane: dave@ 0o0. exanpl e. com

a=ssrc: 3234219998 cnane: fred@ oo. exanpl e. com

a=content: nmain

Uﬁ""UOU)O<
11 Hoar o

SDP Answer to Alice fromapplication server

The application server accepts both audi o and video RTP sessions. |t
renoved the a-law PCM format as it isn’t needed in this conference

It al so reduces the nunber of simultaneous streans that may occur to
6 by setting the a=max-send-ssrc attribute to 6. The aggregate
bandwi dth that the client may receive, i.e. what the server declares
as send, is limted down 500 kbps with a bucket depth of 1500 bytes.
The SSRC val ues and their CNAMEs fromthe 3 already connected
clients, bob, dave and fred are al so included.

The video session is accepted as is, indicated by reversing the
directions on the parts that indicates direction in the bw attribute
and the inmageattr. The max-recv-ssrc is changed to nmax-send-ssrc to
i ndicate that there nay be up to 4 sinultaneous sources fromthe
translator down to alice. The SSRCs and the correspondi ng CNAMES are
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al so declared for video allowi ng for audio and video to be bound
toget her, enabling synchronization before receiving the first RTCP
sender reports.

8.5.1.2. Miltiple Sources from Tel epresence Room

In this use case Alice is an end-point which is a tel epresence room
It has 3 canmeras to cover different parts of the roonis table. It

al so has directional mcrophones for each camera sector, such that it
requests to send 3 streans of audio to maintain audio to screen
bindings. |If this is not possible, a stereo field sound m x can be
provided instead that covers all three camneras.

Alice communi cates directly with another single tel epresence room
end- poi nt, Bob, but with only 2 canmeras and m crophones. However,
Bob can receive 3 simultaneous streanms and can use themin the | oca
pl ayout | ayout.

Alice invites herself into the conference by sending the follow ng
SDP offer:
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i ce 2890844526 2890842807 IN | P4 192.0. 2. 156
| epresence Alice Invite

| P4 192.0. 2. 156

: 8965

00
audi o 49200 RTP/ AVP 97 96
AS: 725
a=rtpmap: 96 G719/ 48000/ 2
a=rtpnmap: 97 G719/ 48000
a=bw. send pt=96 SMI:tb=128800: 1500
a=bw. send pt =97 SMI:t b=64800: 1500
a=bw recv pt=* AMI:tb=644000: 1500
a=max-recv-ssrc:* 5
a=max-send-ssrc: 97 3
a=max- send-ssrc: 96 1
a=ssrc: 239245219 cnane: al i ce@ o0o. exanpl e. com
a=ssrc: 239245219 srcnane: a3: d3: 4b: f 1: 22: 12
a=ssrc: 986545121 cnane: al i ce@ o0o. exanpl e. com
a=ssrc: 986545121 srcnane: 12: 3f: ab: d2: ec: 32
a=ssrc: 2199983234 cnane: al i ce@ oo0. exanpl e. com
a=ssrc: 2199983234 srcnane: 7f: 12: db: 87: 2d: 52
mevi deo 49300 RTP/ AVP 96

b=AS: 8240

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profil e-1evel -id=42c01le

a=i mageattr:* send [x=1280, y=720] recv [x=1280, y=720]
a=bw. send pt =96 SMI:tb=2500000: 8192

a=bw. recv pt=96 SMI:tb=3000000: 8192

a=bw. send pt=* AMI: t b=8000000: 16384
a=max-recv-ssrc:* 5

a=max-send-ssrc:* 3

a=ssrc: 245219239 cnane: al i ce@ o0o. exanpl e. com
a=ssrc: 245219239 srcnane: a3: d3: 4b: f 1: 22: 12
a=ssrc: 545121986 cnane: al i ce@ 00. exanpl e. com
a=ssrc: 545121986 srcnane: 12: 3f: ab: d2: ec: 32
a=ssrc: 199983234 cnane: al i ce@ o0o. exanpl e. com
a=ssrc: 199983234 srcnane: 7f: 12: db: 87: 2d: 52
a=content: main

Uﬁ""UOU)O<

11 a1
> d® O
hze

Tel epresence room Offer for a point to point session

Alice invites Bob into a session where Alice proposes one audi o and
one video RTP session, both with nmultiple streans. The audi 0o session
is proposing to use 3 nono streans of G 719 (pt=97) as being nore
prioritized than a single stereo G 719 (pt=96). It also states that
it iswilling to accept up to 5 sinultaneous audio streans from Bob

i ndependent of payload type. The end-point also declares the SSRC it
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intends to use with bindings to CNAME and SRCNAME, enabling Bob to
bi nd together the audio and the video streans that conme fromthe sane
part of the conference table.

The video session only configures H 264 payl oad format and states
that it intends to send 1280x720 resolution and requests to receive
the same. Alice also states that she will put the upper linit of the
streans it sends to 2500 kbps with 8192 bytes bucket depth, while it
will accept to receive individual streans that are up to 3000 kbps
with 8192 bytes bucket depth. However, it also promses to lint the
aggregate to no nore than 8000 kbps and 16384 of bucket depth for the
conbination of all three streans it intends to send. Alice is
willing to receive up to 5 streanms of video sinultaneous. Al so here
Alice inforns Bob of the SSRC and their bindings to CNAME and

SRCNAME

Bob process this invite and constructs a SDP answer to be delivered
to Alice. As Bob only has two caneras and mi crophones it wll
indicate this fromits side. However, it is capable of receiving
Alice 3 streans without any issues.
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b 2890847754 28908477889 IN | P4 198.51.100.21
| epresence Bob Response

I P4 198.51.100. 21

. 8528

0o0
audi o 49200 RTP/ AVP 97 96
AS: 288
a=rtpmap: 96 G719/ 48000/ 2
a=rtpnmap: 97 G719/ 48000
a=bw. send pt=96 SMI:tb=128800: 1500
a=bw. send pt =97 SMI:t b=64800: 1500
a=bw send pt=* AMI:tb=136000: 1500
a=bw recv pt=* AMI:tb=240000: 1500
a=max-recv-ssrc:* 3
a=max-send-ssrc: 97 2
a=max-send-ssrc: 96 1
a=ssrc: 52037639 cnane: bob@ o0o0. exanpl e. com
a=ssrc: 52037639 srcnane: 37: ee: ca: 38: 01: 3c
a=ssrc: 820545843 cnane: bob@ oo. exanpl e. com
a=ssrc: 820545843 srcnane: 20: 85: 17: 48: 75: a4
mevi deo 49300 RTP/ AVP 96

b=AS: 8240
a=rtprmap: 96 H264/ 90000
a=fntp:96 profile-level-id=42c0le
a=i mageattr:* send [x=1280, y=720] recv [x=1280, y=720]
a=bw. recv pt=96 SM:tb=2500000: 8192
a=bw. send pt=96 SMI:tb=3000000: 8192
a=bw. send pt=* AMI: t b=6000000: 16384
a=bw. recv pt=* AMI: tb=8000000: 16384
a=nmax-recv-ssrc:* 3
a=nax-send-ssrc:* 2
a=ssrc: 911548031 cnane: bob@ oo. exanpl e. com
a=ssrc: 911548031 srcnane: 37: ee: ca: 38: 01: 3c
a=ssrc: 586599792 cnane: bob@ oo. exanpl e. com
a=ssrc: 586599792 srcnane: 20: 85: 17: 48: 75: a4
a=content:main

Uﬁ""UOU)O<

I I
>— T O
Wzoo

Tel epresence room Answer for a point to point session

So Bob accepts the audi o codec configurations but changes the
aggregate bandwi dths to what it is going to send itself and creates a

limtation for Alice based on three nono streans. It confirnms the
nunber of streans Alice intends to be sending by including a=max-
recv-ssrc:* 3. It also declares that it intends to send either two

nono or one stereo stream Bob al so provides its configuration for
SSRC and their napping of CNAME and SRCNAME
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For video it is very similar, the nunber of streans Bob intends to
send is stated as 2 and it also accept the 3 streans Alice intended
to send in the max-recv-ssrc attribute. The bandw dth for these
streans is accepted as suggested by Bob, keeping the upper limt for
the individual streans at 3000 kbps and 8192 bytes depth. It also
adds a total in Bob send direction that is tw ce the individua
streans. It also confirms Alice’s limtation for the aggregate.
Finally the SSRCs for video are al so declared and their bindings to
CNAME and SRCNAME

8.5.2. Sinulcast Signaling

This exanple is for a case of client to video conference service
using a centralized nedia topology with an RTP mixer. Alice, Bob
calls into a conference server for a conference call w th audio and
video to the RTP m xer, these clients being capable to send a few
video simul cast versions. The conference server also dials out to
Fred, which is a legacy client resulting in fallback behavior. When
dialing out to Joe nore success is achieved as Joe is a client
simlar to Alice.

+- - -+ R + +- - -+

| Al<--->] |<---->| B|

+---+ | | +---+
[ M xer [

+---+ | | +---+

| Fl<--->| | <> 3]

+- - -+ R + +- - -+

Four-party M xer-based Conference

Exanpl e of Media plane for RTP mi xer based multi-party conference
with 4 participants.

8.5.2.1. Aice: Desktop dient

Alice is calling in to the nmixer with an audiovisual single stream
desktop client, only adding capability to send simnul cast, announce
SRCNAME and use of the new directional bandwi dth attribute from
Section 5.2 conpared to a legacy client. The offer fromAlice | ooks
Iike
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lice 2362969037 2362969040 I N I P4 203.0.113. 156
i mul cast enabl ed Desktop dient

0

N | P4 203.0.113. 156

AS: 825

a=group: SCS 2 3

mraudi 0 49200 RTP/ AVP 96 97 9 8

b=AS: 145

a=rtpnmap: 96 G719/ 48000/ 2

a=rtprmap: 97 G719/ 48000

a=rtpmap: 9 Gr22/8000

a=rtpmap: 8 PCMA/ 8000

a=bw send pt =96 SMI:t b=128800: 1500

a=bw. send pt =97 SMI:tb=64800: 1500

a=bw. send pt=8;9 SMI:tb=64000: 1500

a=bw. recv pt=* AMI:tb=128800: 1500

a=ssrc: 521923924 cnane: al i ce@ o0o. exanpl e. com
a=ssrc: 521923924 srcnane: a3: d3: 4b: f1: 22: 12
a=md: 1

mevi deo 49300 RTP/ AVP 96

b=AS: 520

a=rtprmap: 96 H264/ 90000

a=fntp:96 profile-level-id=42c0le

a=i mageattr:* send [x=640,y=360] recv [x=640,y=360] [x=320, y=180]
a=bw. send pt =96 SMI:t b=500000: 8192

a=bw:. recv pt=96 SM:tb=500000: 8192

a=ssrc: 192392452 cnane: al i ce@ 0o. exanpl e. com
a=ssrc: 192392452 srcnane: a3: d3: 4b: f 1: 22: 12
a=md: 2

a=content: mai n

mevi deo 49400 RTP/ AVP 96

b=AS: 160

a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c00d

a=i mageattr: 96 send [x=320, y=180]

a=bw send pt =96 SMI:t b=128000: 4096

a=bw recv pt=96 SMI:tb=128000: 4096

a=ssrc: 239245219 cnane: al i ce@ oo. exanpl e. com
a=ssrc: 239245219 srcnane: a3: d3: 4b: f 1: 22: 12
a=md: 3

a=sendonly

0
a
S
0
I

o0 —*Twnwo<
I

Alice Ofer for a Sinulcast Conference
As can be seen fromthe SDP, Alice has a sinmulcast-enabled client and

offers two different session-multiplexed sinulcast versions sent from
her single camera, indicated by the SCS grouping tag and the two
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media IDs (2 and 3). The first video version with nmedia ID 2
prefers 360p resolution (signaled via inmgeattr) and the second vi deo
version with nedia ID 3 prefers 180p resolution. The first video
media line also acts as the single receive video (nmaking nedia line
sendrecv), while the second video nedia line is only related to

simul cast transm ssion and is thus offered sendonly. The two

si mul cast encoding streams and its related audio stream are bound
toget her using SRCNAME SDES item W al so decl are the end-point
CNAME as all sources belong to the same synchronization context.

Alice uses the a=bw attribute defined in this docunent, but al so uses
the | ess exact, legacy b-line for interoperability. For video in
this exanple, the client offers to send and receive a bandw dth | ower
than the video codec | evel maxi mum which could for exanple have been
set via some client or user preference, based on known transport
limtations or know edge what bandwidth is reasonable froma quality
perspective given that specific codec at the proposed i mage
resolution. The bitrates given in this exanple are supposed to be
aligned with Section 5.2 and are thus based on the RTP payl oad | evel
but coul d al so be desi gned based on another network | ayer according
to the discussion in that section

8.5.2.2. Bob: Tel epresence Room

Bob is calling in to the mixer with a telepresence client that has
capability for both sending multi-stream receiving and | oca
rendering of those nmultiple streans, as well as sending sinul cast
versions of the uplink video. More specifically, in this exanple the
client has three caneras, each being sent in three different

sinul cast versions. In the receive direction, up to two nain screens
can show video froma (nulti-strean) conference partici pant being
active speaker, and still nore screen estate can be used to show
videos fromup to 16 other conference listeners. Each canera has a
correspondi ng (stereo) mcrophone that can al so be negotiated down to
mono by renoving the stereo payload type fromthe answer.

v=0

o=bob 129384719 9834727 I N | P4 203.0.113. 35
s=Si nul cast enabled Multi stream Tel epresence Cient
t=0 0

c=IN1P4 203.0.113.35

b=AS: 6035

a=group: SCS 2 3 4

mraudi 0 49200 RTP/ AVP 96 97 9 8
b=AS: 435

a=rtpnap: 96 G719/ 48000/ 2
a=rtpmap: 97 G719/ 48000
a=rtpmap: 9 Gr22/8000
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a=rtpmap: 8 PCMA/ 8000
a=max-send-ssrc:* 3
a=max-recv-ssrc:* 3
a=bw. send pt =96 SMI:tb=128800: 1500
a=bw. send pt =97 SMI:t b=64800: 1500
a=bw. send pt=8;9 SMI:tb=64000: 1500
a=bw send pt=* AMI:tb=386400: 1500
a=bw recv pt=* AMI:tb=386400: 1500

a=Sssrc:
a=Sssrc:
a=Sssrc:
a=Ssrc:
a=Ssrc:
a=sSsrc:

a=m d: 1

724847850 cname: bob@ oo. exanpl e. com
724847850 srcnane: 37: ee: ca: 38: 01: 3c
2847529901 cnarne: bob@ o0o. exanpl e. com
2847529901 srcnane: 20:85:17:48: 75: a4
57289389 cnane: bob@ oo. exanpl e. com
57289389 srcnane: 1le: 23: 97: ab: 9e: Oc

nevi deo 49300 RTP/ AVP 96
b=AS: 4500
a=rtprmap: 96 H264/ 90000

a=f nt p:

96 profile-Ilevel-id=42c01f

a=i mageattr:* send [x=1280, y=720] recv [x=1280, y=720]
[ x=640, y=360] [ x=320, y=180]

a=max- send-ssrc: 96 3

a=max-recv-ssrc: 96 2

a=bw. send pt=96 SMI:tb=1500000: 16384

a=bw send pt=* AMI:t b=4500000: 16384

a=bw recv pt=96 SMI:tb=1500000: 16384

a=bw. recv pt=* AMI:tb=3000000: 16384

a=Sssrc:
a=Sssrc:
a=Ssrc:
a=Ssrc:
a=sSsrc:
a=Sssrc:

a=md: 2

75384768 cnane: bob@ oo. exanpl e. com
75384768 srcnane: 37: ee: ca: 38: 01: 3c
2934825991 cnane: bob@ o0o. exanpl e. com
2934825991 srcnane: 20: 85:17: 48: 75: a4
3582594238 cnane: bob@ o0o. exanpl e. com
3582594238 srcnane: le: 23: 97: ab: 9e: Oc

a=cont ent : mai n

mrvi deo 49400 RTP/ AVP 96
b=AS: 1560

a=rtpmap: 96 H264/ 90000

a=fm p:

96 profile-level-id=42c0le

a=i mageattr:* send [ x=640, y=360]
a=max- send-ssrc: 96 3
a=bw. send pt =96 SMT:t b=500000: 8192

a=Ssrc:
a=sSsrc:
a=Sssrc:
a=Sssrc:
a=Sssrc:
a=Ssrc:

1371234978 cnane: bob@ oo. exanpl e. com
1371234978 srcnane: 37: ee: ca: 38: 01: 3¢
897234694 cnane: bob@ 00. exanpl e. com
897234694 srcnane: 20: 85: 17: 48: 75: a4
239263879 cnane: bob@ oo. exanpl e. com
239263879 srcnane: le: 23: 97: ab: 9e: Oc
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a=md: 3

a=sendonl y

mevi deo 49500 RTP/ AVP 96

b=AS: 420

a=rtprmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c00d

a=i mageattr: 96 send [x=320, y=180]
a=max-send-ssrc: 96 3

a=bw. send pt =96 SM:tb=128000: 4096

a=ssrc: 485723998 cnane: bob@ oo. exanpl e. com
a=ssrc: 485723998 srcnane: 37: ee: ca: 38: 01: 3c
a=ssrc: 2345798212 cnane: bob@ o0o. exanpl e. com
a=ssrc: 2345798212 srcnane: 20: 85: 17: 48: 75: a4
a=ssrc: 1295729848 cnane: bob@ o00. exanpl e. com
a=ssrc: 1295729848 srcnane: le: 23: 97: ab: 9e: Oc
a=m d: 4

a=sendonl y

mevi deo 49600 RTP/ AVP 96 97 98

b=AS: 2600

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profile-level-id=42c01f

a=i mageattr: 96 recv [x=1280, y=720]
a=rtprmap: 97 H264/ 90000

a=fntp:97 profile-level-id=42c0le

a=i mageattr: 97 recv [x=640, y=360]

a=rt pmap: 98 H264/ 90000

a=fmt p: 98 profile-Ilevel-id=42c00d

a=i mageattr: 98 recv [x=320, y=180]
a=max-recv-ssrc:96 1

a=max-recv-ssrc: 97 4

a=max-recv-ssrc: 98 16

a=max-recv-ssrc:* 16

a=bw. recv pt=96 SM:tb=1500000: 16384

a=bw. recv pt=97 SMI:tb=500000: 8192

a=bw. recv pt=98 SMI:tb=128000: 4096

a=bw. recv pt=* AMI: t b=2500000: 16384

a=md: 5

a=recvonly

a=content:alt

Bob Offer for a Miulti-stream and Sinmul cast Tel epresence Conference

Bob has a three-canera, three-screen, sinulcast-enabled client with
even higher performance than Alice’'s and can additionally support
720p video, as well as nultiple receive streans of various
resolutions. The client inplenentor has thus decided to offer three
simul cast streans for each canera, indicated by the SCS grouping tag
and the three nedia IDs (2, 3, and 4) in the SDP
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The first video nedia line with nedia ID 2 indicates the ability to
send video fromthree sinmultaneous video sources (cameras) through

t he max-send-ssrc attribute with value 3. This nedia line is also
mar ked as the main video by using the content attribute from
[RFCA796]. Also the receive direction has declared ability to handle
mul ti ple video sources, and in this exanple it is 2. The
interpretation of content:main for those two streans in the receive
direction is that the client expects and can present (in prime
position) at nmost two main (active speaker) video streams from
another multi-camera client.

The second and third video nedia lines with media ID 3 and 4 are the
sendonly sinul cast streams. They can inplicitly through the grouping
be interpreted as al so being content:main for the send direction, but
is not marked as such since nultiple nmedia blocks with content: nmain
could be confusing for a | egacy client.

The fourth video nmedia line with nedia ID5 is recvonly and is narked
with content:alt. That media |ine should, as was intended for that
content attribute value, receive alternative content to the main
speaker, such as "audience”. In a nulti-party conference, that could
for exanple be the next-to-nobst-active speakers. The SDP descri bes
that those streans can be presented in a set of different

resol utions, indicated through the different payload types. The
maxi mum nunber of streans per payload type is indicated through the
max-recv-ssrc attribute. 1In this exanple, at nobst one stream can
have payl oad type 96, preferably 720p, as indicated by the rel ated
imgeattr line. Simlarly, at nost 4 streans can have payl oad type
97, preferably using 360p resolution, and at nost 16 streans can have
payl oad type 98, preferably of 180p resolution. 1In any case, there
must never be nore than 16 sinultaneous streans of any payl oad type,
but conbi nati ons of payload types may occur, such as for exanple two
streans using payload type 97 and 8 streans using payl oad type 98.

To be able to relate the three caneras with the three nicrophones,

all media lines that send audio or video use the ssrc attribute from
[ RFC5576], specifying the same SRCNAME from Section 5.3.2 for the
audi o and vi deo versions that belong together. The use of this
attribute is optional and the information can be retrieved from RTCP
reporting, but it will then not be possible to correctly relate audio
and video sources until the first RTCP report is received and
participants may then seeningly make uncorrel ated noves between
screens and/ or speakers when adjusting possible false correlation
assunpti ons.

The | egacy bandwi dth reflects only the bandwidth in the receive

direction, while the new bw attribute is very specific per direction
and per nedia stream W do note that the offered bandwi dth for
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transm ssion express as AS on session | evel woad be 6985. It is
uncl ear what is the correct interpretation of the | egacy bandw dth
when there is bandw dth asynmetry.

The answer from a sinul cast-enabled RTP mxer to this | ast SDP coul d

| ook Iike:

v=0

o=server 238947290 239573929 IN | P4 198.51. 100. 2
s=Multi stream and Sinmul cast Tel epresence Bob Answer
c=IN I P4 198.51.100. 43

b=AS: 7065

a=group: SCR 2 3 4

mraudi o 49200 RTP/ AVP 96

b=AS: 435

a=rtpnmap: 96 G719/ 48000/ 2

a=max-send-ssrc: 96 3

a=nax-recv-ssrc: 96 3

a=bw send pt =96 SMI:tb=128800: 1500

a=bw recv pt=96 SMI:tb=128800: 1500

a=bw. send pt=* AM:t b=386400: 1500

a=bw. recv pt=* AMI:tb=386400: 1500

a=ssrc: 4111848278 cnane: server @onf 1. exanpl e. com

a=ssrc: 4111848278 srcnane: 87:€9:19:29:c1: bb

a=ssrc: 835978294 cnane: server @onf 1. exanpl e. com

a=ssrc: 835978294 srcnane: 1f: 83: b3: 85: 62: 7a

a=ssrc: 2938491278 cnane: server @onf 1. exanpl e. com

a=ssrc: 2938491278 srcnane: 99: 76: b4: bb: 90: 52

a=md: 1

mevi deo 49300 RTP/ AVP 96

b=AS: 4650

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profile-level-id=42c01f

a=i mageattr:* send [x=1280, y=720] [x=640,y=360] [x=320, y=180]
recv [x=1280, y=720]

a=nax-recv-ssrc: 96 3

a=max-send-ssrc: 96 2

a=bw recv pt=96 SMI:tb=1500000: 16384

a=bw. recv pt=* AMI:t b=4500000: 16384

a=bw. send pt =96 SMI:tb=1500000: 16384

a=bw. send pt=* AMI:tb=3000000: 16384

a=ssrc: 2938746293 cnane: server @onf 1. exanpl e. com

a=ssrc: 2938746293 srcnane: 87:€9:19:29:c1: bb

a=ssrc: 1207102398 cnane: server @onf 1. exanpl e. com

a=ssrc: 1207102398 srcnane: 1f: 83: b3: 85: 62: 7a

a=md: 2

a=content:main

nrvi deo 49400 RTP/ AVP 96
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b=AS: 1560

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profile-level-id=42c01le

a=i mageattr:* recv [x=640, y=360]
a=max-recv-ssrc:96 3

a=bw. recv pt=96 SMI:tb=500000: 8192

a=md: 3

a=recvonly

mevi deo 49500 RTP/ AVP 96

b=AS: 420

a=rtprmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c00d

a=i mageattr: 96 recv [x=320, y=180]
a=max-recv-ssrc: 96 3

a=bw. recv pt=96 SM:tb=128000: 4096

a=m d: 4

a=recvonly

mevi deo 49600 RTP/ AVP 96 97 98

b=AS: 2600

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profile-level-id=42c01f

a=i mageattr: 96 send [x=1280, y=720]

a=rtprmap: 97 H264/ 90000

a=fntp:97 profile-level-id=42c0le

a=i mageattr: 97 send [x=640, y=360]

a=rt pmap: 98 H264/ 90000

a=fmt p: 98 profile-Ilevel-id=42c00d

a=i mageattr: 98 send [x=320, y=180]

a=max- send-ssrc: 96 1

a=max- send-ssrc: 97 4

a=max-send-ssrc: 98 8

a=max-send-ssrc:* 8

a=bw: send pt =96 SMr:tb=1500000: 16384

a=bw. send pt =97 SMI:t b=500000: 8192

a=bw. send pt =98 SMI:t b=128000: 4096

a=bw. send pt=* AMI: t b=2500000: 16384

a=ssrc: 2981523948 cnane: server @onf 1. exanpl e. com
a=ssrc: 2938237 cnane: server @onf 1. exanpl e. com
a=ssrc: 1230495879 cnane: server @onf 1. exanpl e. com
a=ssrc: 74835983 cnane: server @onf 1. exanpl e. com
a=ssrc: 3928594835 cnane: server @onf 1. exanpl e. com
a=ssrc: 948753 cnane: server @onf 1. exanpl e. com
a=ssrc: 1293456934 cnane: server @onf 1. exanpl e. com
a=ssrc: 4134923746 cnane: server @onf 1. exanpl e. com
a=md: 5

a=sendonl y

a=content:alt
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Server Answer for Bob Milti-stream and Sinul cast Tel epresence
Conf er ence

In this SDP answer, the grouping tag is changed to SCR, confirmng
that the sent sinulcast streans will be received. The directionality
of the streanms thenselves as well as the directionality of nulti-
stream and bandwi dth attributes are changed. Note that the session

| evel | egacy bandwi dth can be cal culated nore correctly with support
fromthe bw attribute in the offer than would have been the case if
only legacy nedia | evel bandw dth was present. Bandw dth bucket size
can be adjusted down between the offer and the answer for streans
sent fromthe answerer, indicating a nore strict constant bitrate
than really needed. The bucket size can be adjusted up or down for
streanms received by the answerer, indicating a nore strict or
flexible bitrate constraint, respectively, for the receiver conpared
to what the sender offered. The nunber of allowed streans in the
content:alt video session has been reduced to 8 in the answer from 16
of f er ed.

Note that the two video sources in the nmedia block with md:2
correspond to the two first audi o sources (matching SRCNAME). The

| ast audi o source correspond to all video sources in the nedia bl ock
with md:5 however SRCNAME can not be used to performthis binding
as its semantic doesn’t match.

8.5.2.3. Fred: Dial-out to Legacy dient

Fred has a sinple | egacy client that know nothing of the new
signaling nmeans discussed in this docunent. In this exanple, the
mul ti-stream and sinmul cast aware RTP mixer is calling out to Fred
Even though it is never actually sent, this would be Fred s offer
SDP, should he have called in. It is included here to inprove the
reader’ s understanding of Fred’ s response to the conference SDP

v=0

o=fred 82342187 237429834 IN | P4 192.0. 2. 213
s=Legacy dient

t=0 0

c=IN I P4 192.0.2.213

mraudi o 50132 RTP/ AVP 9 8
a=rtpmap: 9 Gr22/8000

a=rtpmap: 8 PCMA/ 8000

nevi deo 50134 RTP/ AVP 96 97

b=AS: 405

a=rtpmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c00c
a=rtpmap: 97 H263- 2000/ 90000
a=fntp: 97 profil e=0;1evel =30
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Legacy Cdient Hypothetical Ofer

Fred woul d offer a single nono audio and a single video, each with a
couple of different codec alternatives.

The sane conference server as in the previous exanple is calling out
to Fred, offering the full set of multi-stream and sinul cast
features, with maxi mnum stream and bandwidth |inits based on what the
server itself can support.

rver 323439283 2384192332 IN | P4 198.51. 100. 2

Iti streamand Sinmulcast Dial-out Ofer

IN P4 198.51.100. 43

AS: 7065

a=group:SCR 2 3 4

mFaudi o 49200 RTP/ AVP 96 97 9 8

b=AS: 435

a=rtpmap: 96 G719/ 48000/ 2

a=rtpmap: 97 G719/ 48000

a=rtpmap: 9 Gr22/8000

a=rtpnmap: 8 PCMA/ 8000

a=max- send-ssrc:* 4

a=max-recv-ssrc:* 3

a=bw send pt =96 SMI:t b=128800: 1500

a=bw send pt =97 SMI:t b=64800: 1500

a=bw: send pt=8; 9 SM:tb=64000: 1500

a=bw. send pt=* AMI:tb=515200: 1500

a=bw. recv pt=* AMI:tb=386400: 1500

a=ssrc: 3293472833 cnane: server @onf 1. exanpl e. com

a=ssrc: 3293472833 srcnane: 28: 23: 54: 39: 7a: Oe

a=ssrc: 1734728348 cnane: server @onf 1. exanpl e. com

a=ssrc: 1734728348 srcnane: 83: 88: be: 19: a6: 15

a=ssrc: 1054453769 cnane: server @onf 1. exanpl e. com

a=ssrc: 1054453769 srcnane: 76: 91: cc: 23: 02: 68

a=ssrc: 3923447729 cnane: server @onf 1. exanpl e. com

a=ssrc: 3923447729 srcnane: be: 73: a6: 03: 00: 82

a=md: 1

mevi deo 49300 RTP/ AVP 96

b=AS: 4650

a=rtpnmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c01f

a=i mageattr:* send [x=1280, y=720] [x=640,y=360] [x=320, y=180]
recv [x=1280, y=720]

a=max-recv-ssrc: 96 3

a=max- send-ssrc: 96 3

a=bw. recv pt=96 SMI:tb=1500000: 16384

a=bw. recv pt=* AMI: t b=4500000: 16384

o0 nmo<

P
gmo
D

Westerl und & Burman Expi res January 5, 2012 [ Page 52]



Internet-Draft Si nul cast in RTP July 2011

a=bw. send pt=96 SMI:tb=1500000: 16384

a=bw send pt=* AMI:t b=4500000: 16384

a=ssrc: 78456398 cnane: server @onf 1. exanpl e. com
a=ssrc: 78456398 srcnane: 28: 23: 54: 39: 7a: Oe
a=ssrc: 3284726348 cnane: server @onf 1. exanpl e. com
a=ssrc: 3284726348 srcnane: 83: 88: be: 19: a6: 15
a=ssrc: 2394871293 cnane: server @onf 1. exanpl e. com
a=ssrc: 2394871293 srcnane: 76: 91: cc: 23: 02: 68
a=md: 2

a=content: nmain

mevi deo 49400 RTP/ AVP 96

b=AS: 1560

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profile-1evel-id=42c01le

a=i mageattr:* recv [x=640, y=360]
a=max-recv-ssrc: 96 3

a=bw. recv pt=96 SMI:tb=500000: 8192

a=md: 3

a=recvonly

mevi deo 49500 RTP/ AVP 96

b=AS: 420

a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c00d

a=i mageattr: 96 recv [x=320, y=180]
a=max-recv-ssrc:96 3

a=bw recv pt=96 SMI:tb=128000: 4096

a=md: 4

a=recvonly

mevi deo 49600 RTP/ AVP 96 97 98

b=AS: 2600

a=rtpmap: 96 H264/ 90000

a=fmp: 96 profile-Ilevel-id=42c01f

a=i mageattr: 96 send [x=1280, y=720]

a=rt pnmap: 97 H264/ 90000

a=fmp: 97 profile-level-id=42c01le

a=i mageattr: 97 send [x=640, y=360]

a=rt prmap: 98 H264/ 90000

a=fm p: 98 profile-Ievel -id=42c00d

a=i mageattr: 98 send [x=320, y=180]

a=max- send-ssrc: 96 1

a=max- send-ssrc: 97 4

a=max- send-ssrc: 98 8

a=max- send-ssrc:* 8

a=bw. send pt=96 SMI:tb=1500000: 16384

a=bw. send pt =97 SMI:t b=500000: 8192

a=bw. send pt =98 SMI:t b=128000: 4096

a=bw. send pt=* AMI: t b=2500000: 16384

a=ssrc: 2342872394 cnane: server @onf 1. exanpl e. com
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a=ssrc: 1283741823 cnane: server @onf 1. exanpl e. com
a=ssrc: 3294823947 cnane: server @onf 1. exanpl e. com
a=ssrc: 1020408838 cnane: server @onf 1. exanpl e. com
a=ssrc: 1999343791 cnane: server @onf 1. exanpl e. com
a=ssrc: 2934192349 cnane: server @onf 1. exanpl e. com
a=ssrc: 2234347728 cnane: server @onf 1. exanpl e. com
a=ssrc: 3224283479 cnane: server @onf 1. exanpl e. com
a=md: 5

a=sendonl y

a=content:alt

Server Dial-out Ofer with Miulti-stream and Si nmul cast
The answer fromFred to this offer would | ook |ike:

v=0

o=fred 9842793823 239482793 IN | P4 192.0. 2. 213
s=Legacy Cient Answer to Server Dial-out
t=0 0

c=IN I P4 192.0.2.213

mraudi 0 50132 RTP/ AVP 9

b=AS: 80

a=rtpmap: 9 Gr22/8000

mevi deo 50134 RTP/ AVP 96

b=AS: 405

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profil e-level-id=42c00c

mevi deo 0 RTP/ AVP 96

mevi deo 0 RTP/ AVP 96

mevi deo 0 RTP/ AVP 96

Legacy dient Answer to Server Dial-out

as can be seen fromthe hypothetical offer, Fred does not understand
any of the nultistreamor sinulcast attributes, and does al so not
under stand the grouping framework. Thus, all those lines are renoved
fromthe answer SDP and any surplus video nedia bl ocks except for the
first are rejected. The media bandwi dth are adjusted down to what
Fred actually accepts to receive.

8.5.2.4. Joe: D al-out to Desktop dient
This exanple is alnost identical to the one above, with the
di fference that the answering end-point has sone |imted sinulcast
and nulti-streamcapability. As above this is the offer SDP that Joe
woul d have used, should he have called in.

v=0
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=j oe 82342187 237429834 I N | P4 192.0.2.213
Si mul cast and Multistream enabl ed Desktop dient
00

IN P4 192.0. 2. 213

AS: 985

group: SCS 2 3

mraudi o 49200 RTP/ AVP 96 97 9 8

b=AS: 145

a=rtpmap: 96 G719/ 48000/ 2

a=rtpnmap: 97 G719/ 48000

a=rtpmap: 9 Gr22/8000

a=rtpmap: 8 PCMA/ 8000

a=bw send pt =96 SMI:tb=128800: 1500

a=bw send pt =97 SMI:t b=64800: 1500

a=bw: send pt=8;9 SM:tb=64000: 1500

a=bw. recv pt=* AMI:tb=128800: 1500

a=ssrc: 1223883729 cnane: j oe@ 0o. exanpl e. com
a=ssrc: 1223883729 srcname: 12: 88: 07: cf: 81: 65
a=md: 1

mevi deo 49300 RTP/ AVP 96

b=AS: 520

a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c01le

a=i mageattr: 96 send [x=640, y=360] recv [x=640,y=360] [x=320, y=180]
a=bw. send pt =96 SMI:t b=500000: 8192

a=bw recv pt=96 SMI:t b=500000: 8192

a=ssrc: 3842394823 cnane:j oe@ 00. exanpl e. com
a=ssrc: 3842394823 srcname: 12: 88: 07: cf: 81: 65
a=md: 2

a=content: main

mevi deo 49400 RTP/ AVP 96

b=AS: 160

a=rtpmap: 96 H264/ 90000

a=fmt p: 96 profile-level-id=42c00d

a=i mageattr: 96 send [x=320, y=180]

a=bw. send pt=96 SMI:t b=128000: 4096

a=bw recv pt=96 SMI:tb=128000: 4096

a=ssrc: 1214232284 cnane: j oe@ 0o. exanpl e. com
a=ssrc: 1214232284 srcname: 12: 88: 07: cf: 81: 65
a=md: 3

a=sendonl y

nevi deo 49300 RTP/ AVP 96

b=AS: 320

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profil e-1evel-id=42c00c

a=i mageattr: 96 recv [x=320, y=180]
a=max-recv-ssrc:* 2

a=bw. recv pt=96 SMI:tb=128000: 4096

[0}

S=
t=
c=
b=
a=

Westerl und & Burman Expi res January 5, 2012 [ Page 55]



Internet-Draft Si nul cast in RTP July 2011

a=bw recv pt=96 AMI:t b=256000: 4096
a=md: 4

a=recvonly

a=content:alt

Desktop Client Hypothetical Ofer

Joe would send two versions of sinmulcast, 360p and 180p, froma
singl e canera and can receive three sources of nmulti-stream one 360p
and two 180p streans.

Agai n, the sane conference server is calling out to Joe and the offer
SDP fromthe server would be alnost identical to the one in the
previous exanple. It is therefore not included here. The response
fromJoe would | ook like:

o

j oe 239482639 4702341992 IN I P4 192.0.2.213
Answer from Desktop Cient to Server Dial-out
00

IN P4 192.0. 2. 213

AS: 985

roup: SCS 2 3

mFaudi o 49200 RTP/ AVP 96

b=AS: 145

a=rtpmap: 96 G719/ 48000/ 2

a=bw: send pt =96 SMT:tb=128800: 1500

a=bw. recv pt=* AMI:tb=128800: 1500

a=ssrc: 1223883729 cnane: j oe@ o0o. exanpl e. com
a=ssrc: 1223883729 srcnane: 12: 88: 07: cf: 81: 65
a=md: 1

mevi deo 49300 RTP/ AVP 96

b=AS: 520

a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c01le

a=i mageattr: 96 send [x=640, y=360] recv [x=640,y=360] [x=320, y=180]
a=bw send pt =96 SMI:t b=500000: 8192

a=bw recv pt=96 SMI:t b=500000: 8192

a=ssrc: 3842394823 cnane: j oe@ 00. exanpl e. com
a=ssrc: 3842394823 srcname: 12: 88: 07: cf: 81: 65
a=md: 2

a=content: nmain

mrvi deo 0 RTP/ AVP 96

a=md: 3

mevi deo 49400 RTP/ AVP 96

b=AS: 160

a=rtpnmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c00d

DTO T o<
I T
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a=i mageattr: 96 send [x=320, y=180]

a=bw. send pt =96 SMI:t b=128000: 4096

a=bw:. recv pt=96 SM:tb=128000: 4096

a=ssrc: 1214232284 cnane: j oe@ 00. exanpl e. com
a=ssrc: 1214232284 srcname: 12: 88: 07: cf: 81: 65
a=md: 4

a=sendonly

mevi deo 49300 RTP/ AVP 96

b=AS: 320

a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profile-level-id=42c00c

a=i mageattr: 96 recv [x=320, y=180]
a=max-recv-ssrc:* 2

a=bw recv pt=96 SMI:tb=128000: 4096

a=bw. recv pt=96 AMI:tb=256000: 4096

a=m d: 5

a=recvonly

a=content:alt

Desktop Client Answer to Server Dial-out

Since the RTP mi xer support all of the features that Joe does and
nore, the SDP does not differ much fromwhat it should have been in
an offer. It can be noted that as stated in [ RFC5888], all nedia
lines need nmid attributes, even the rejected ones, which is why md:3
is present even though the mid quality sinulcast version is rejected
by Joe.

9. | ANA Consi derati ons

Fol l owi ng the guidelines in [ RFC4566], in [RFC5888], and in
[ RFC3550], the I1ANA is requested to register:

1. The SID grouping tag to be used with the grouping franework, as
defined in Section 8.1.1

2. A new SDES |tem named SRCNAME, as defined in Section 5.3.1

3. The nmax-send-ssrc and nmax-recv-ssrc SDP attributes as defined in
Section 5.1

4. The bw attribute as defined in Section 5.2
5. The bw attribute scope registry rules

6. The bw attribute senmantics registry rules
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10. Security Considerations

There is mnimal difference in security between the simnulcast
solutions. Session nultiplexing may have sone additional overhead in
t he key-nmanagenent, but that is ninor as nost key nanagenent schenes
can be performed in parallel

The multi-stream signalling has as other SDP based signalling issues
with man in the mddles that may nodify the SDP as an attack on
either the service in general or a particular end-point. This can as
usual be resolved by a security nechanismthat provides integrity and
source authentication between the signalling peers.

The SDES SRCNAME bei ng opaque identifiers could potentially carry
addi ti onal neanings or function as overt channel. |f the SRCNAME
woul d be pernmanent between sessions, they have the potential for

conprom sing the users privacy as they can be tracked between
sessions. See RFC6222 for nore discussion
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