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Abst ract

Mul ticast communi cation can be enabled in Proxy Mbile | Pv6 domains
by depl oying MLD Proxy functions at Mbile Access Gateways, and

mul ticast routing functions at Local Mbility Anchors. This docunent
descri bes the support of nobile nulticast senders in Proxy Mobile

| Pv6 domains that is provided by this base depl oyment scenari o.

Mobi | e sources remain agnostic of nulticast nobility operations.
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Internet-Drafts are working docunments of the Internet Engineering
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wor ki ng docunents as Internet-Drafts. The list of current Internet-
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Internet-Drafts are draft docunments valid for a maxi num of six nonths
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time. It is inappropriate to use Internet-Drafts as reference
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1.

I nt roducti on

Proxy Mobile IPv6 (PM Pv6) [ RFC5213] extends Mbile | Pv6 (M Pv6)

[ RFC3775] by networ k-based managenent functions that enable IP
mobility for a host without requiring its participation in any
mobility-related signaling. Additional network entities called the
Local Mobility Anchor (LMA), and Mbile Access Gateways (MAGs), are
responsi ble for managing IP nobility on behalf of the nobile node
(M\N). An M connected to a PM Pv6 domai n, which only operates
according to the base specifications of [ RFC5213], cannot participate
in multicast conmunication, as MAGs will discard group packets.

Mul ticast support for nobile listeners can be enabled within a PM Pv6
domai n by depl oying M.D Proxy functions at Mbile Access Gateways,
and nulticast routing functions at Local Mdbility Anchors
[I-D.ietf-nultinob-pm pv6-base-solution]. This base depl oynent
option is the sinplest way to PM Pv6 nulticast extensions in the
sense that it neither requires new protocol operations nor additiona
infrastructure entities. Standard software functions need to be
activated on PMPv6 entities, only, on the price of possibly non-
optimal rmnulticast routing.

Thi s docunent describes the support of nobile nulticast senders in
Proxy Mobile I Pv6 domains as it is provided by the base depl oynent
scenario [|-D.ietf-nultinob-pm pv6-base-solution]. Mbbile Nodes in
this setting remain agnostic of nulticast nobility operations. This
docunent di scusses inplications on nulticast routing, but does not
address specific optim zations and efficiency inprovenents of

mul ticast routing for network-based nobility as discussed in

[ RFC5757] .

Ter m nol ogy
Thi s docunent uses the term nol ogy as defined for the nobility
protocol s [ RFC3775], [RFC5213] and [ RFC5844], as well as the
mul ti cast edge related protocols [ RFC3376], [RFC3810] and [ RFC4605].
Overvi ew

The reference scenario for nulticast deploynment in Proxy Mobile |IPv6
domains is illustrated in Figure 1.
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Figure 1: Reference Network for Milticast Deploynent in PMPv6 with
Source Mbility

An MNin a PMPv6 domain will decide on nulticast data transmi ssion
compl etely independent of its current nmobility conditions. It wll
send packets as initiated by applications, using its source address
with Honme Network Prefix (HNP) and a nulticast destination addresses
chosen by application needs. Milticast packets will arrive at the
currently active MAG via one of its downstream |l ocal (wreless)

links. A nulticast unaware MAG woul d sinply discard these packets in
the absence of a multicast forwarding informati on base (M-I B).

An MN can successfully distribute nulticast data in PMPv6, if MD

proxy functions are deployed at the MAG as described in
[I-D.ietf-nultinob-pm pv6-base-solution]. In this set-up, the M.D
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proxy instance serving a nobile nmulticast source has configured its
upstreaminterface at the tunnel towards MN's corresponding LMA.  For
each LMA, there will be a separate instance of an M.D proxy.

According to the specifications given in [ RFC4605], mnulticast data
arriving froma downstreaminterface of an M.D proxy will be
forwarded to the upstreaminterface and to all but the inconing
downstreaminterfaces with appropriate forwarding states for this
group. Thus nulticast streams originating froman MNwll arrive at
the corresponding LMA and directly at all nobile receivers co-located
at the sane MAG. Serving as the designated multicast router or an
addi tional M.D proxy, the LMA forwards data to the fixed Internet, if
forwarding states are maintained through multicast routing. If the
LMA is acting as another M.D proxy, it will forward the multicast
data to its upstreaminterface, and based upon the downstream

i nterfaces’ subscriptions accordingly.

In case of a handover, the MN (unaware of |IP mobility) can continue
to send multicast packets as soon as network connectivity is
reconfigured. At this tine, the MAG has determ ned the correspondi ng
LMA, and | Pv6 uni cast address configuration with PM Pv6 bi ndi ngs have
been perforned. Milticast packets arriving at the MAG are di scarded
until the MAG has conpleted the foll owi ng steps.

1. The MAG SHOULD determ ne whether the MNis adnmissible to
mul ticast services, and stop here ot herw se.

2. The MAG adds the new downstream|ink to the M.D proxy instance
with up-link to the correspondi ng LMA

As soon as the MN's uplink is associated with the correspondi ng M.D
proxy instance, multicast packets are forwarded again to the LMA and
eventually to receivers within the PMP domain (see the call flowin

Figure 2). In this way, nmulticast source nobility is transparently
enabled in PM Pv6 donai ns that deploy the base scenario for
mul ticast.
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Figure 2: Call Flow for Goup Comrunication in Milticast-enabled PMP

These nul ticast depl oynment considerations |ikew se apply for nobile
nodes that operate with their |IPv4 stack enabled in a PM Pv6 donmi n.
PM Pv6 can provide | Pv4d hone address nobility support [RFC5844].

I Pv4 nulticast is handled by an | GW proxy function at the MAGin an
anal ogous way.

Fol I owi ng these depl oynent steps, nulticast traffic distribution
transparently inter-operates with PMPv6. It is worth noting that a
MN - while being attached to the sane MAG as the nobil e source, but
associated with a different LMA, cannot receive nulticast traffic on
a shortest path. |Instead, nulticast streans flow up to the LMA of
the mobil e source, are transferred to the LMA of the nobile |istener
and tunnel ed downwards to the MAG again (see Appendix A for further
consi derati ons).
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4. Source Mbility Details

I ncorporating multicast source nobility in PMPv6 requires to depl oy
general multicast functions at PMPv6 routers and to define their
interaction with the PM Pv6 protocol in the follow ng way.

4.1. Operations of the Mbile Node

A Mobile Node willing to send multicast data will proceed as if
attached to the fixed Internet. No specific nmobility or other
mul ticast related functionalities are required at the M

4.2. Operations of the Mbile Access Gateway

A Mobile Access Gateway is required to have M.D proxy instances
depl oyed corresponding to each LMA, taking the correspondi ng tunnel
as its unique upstreamlink, cf.,

[I-D.ietf-multinob-pn pve-base-solution]. On the arrival of a M\
the MAG deci des on the mappi ng of downstream!links to a proxy
instance and the upstreamlink to the LMA based on the regul ar

Bi ndi ng Update List as naintained by PM Pv6 standard operations.
When nmulticast data is received fromthe M\, the MAG MUST identify
the correspondi ng proxy instance fromthe inconing interface and
forwards multicast data upstream according to [ RFC4605].

The MAG MAY apply special admi ssion control to enable multicast data
transition froma MN. It is advisable to take special care that M.D
proxy inplenentations do not redistribute nmulticast data to
downstreaminterfaces without appropriate subscriptions in place.

4.3. Operations of the Local Mbility Anchor

For any M\, the Local Mdbility Anchor acts as the persistent Hone
Agent and at the sane tine as the default nulticast upstreamfor the
corresponding MAG It will manage and nmintain a nulticast
forwarding informati on base for all group traffic arriving fromits
mobi |l e sources. It SHOULD participate in multicast routing functions
that enable traffic redistribution to all adjacent LMAs within the
PM Pv6 domai n and thereby ensure a continuous receptivity while the
source is in notion.

4.4. 1Pv4 Support

An MWN in a PMPv6 domain may use an | Pv4 address transparently for
communi cation as specified in [ RFC5844]. For this purpose, LMAs can
regi ster I Pv4-Proxy-CoAs in its Binding Caches and MAGs can provide
| Pv4 support in access networks. Correspondingly, multicast

menber shi p managenent will be perforned by the MN using | GW. For
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mul ti cast support on the network side, an | GW proxy function needs
to be deployed at MAGs in exactly the sane way as for |Pv6.

[ RFC4A605] defines | GW proxy behaviour in full agreement with |Pv6/
MLD. Thus | Pv4 support can be transparently provided follow ng the
obvi ous depl oynent anal ogy.

For a dual -stack | Pv4/1Pv6 access network, the MAG proxy instances
SHOULD choose nulticast signaling according to address configurations
on the link, but MAY submit |1 GW and M.D queries in parallel, if
needed. It should further be noted that the infrastructure cannot
identify two data streans as identical when distributed via an | Pv4
and I Pv6 nulticast group. Thus duplicate data nmay be forwarded on a
het er ogeneous network | ayer

A particular note is worth giving the scenario of [ RFC5845] in which
overl apping private address spaces of different operators can be
hosted in a PM P dormain by using GRE encapsul ati on with key
identification. This scenario inplies that unicast conmunication in
the MAG LMA tunnel can be individually identified per MN by the GRE
keys. This scenario still does not inpose any special treatment of
mul ti cast communi cation for the foll ow ng reasons.

Multicast streans fromand to MNs arrive at a MAG on point-to-point
links (identical to unicast). between the routers and independent of
any individual MN. So the MAG proxy and the LMA SHOULD NOT use GRE
key identifiers, but plain GRE encapsulation in multicast

communi cation (including M.D queries and reports). Milticast traffic
sent upstream and downstream of MAG to-LMA tunnel s proceeds as
router-to-router forwardi ng according to the nulticast forwarding

i nformati on base (MFIB) of the MAG or LMA and i ndependent of MN's
uni cast addresses, while the MAG proxy instance re-distributes
mul ti cast data down the point-to-point Iinks (interfaces) according
to its own M-I B, independent of MN s |IP addresses.

4.5, Efficiency of the Distribution System
In the followi ng efficiency-related issues are enunerated.

Multicast reception at LMA In the current depl oynent scenario, the
LMA will receive all nulticast traffic originating fromits
associ ated MNs. There is no nmechanismto suppress upstream
forwarding in the absence of receivers.

MNs on the sane MAG using different LMAs For a nobile receiver and a
source that use different LMAs, the traffic has to go up to one
LMA, cross over to the other LMA, and then be tunnel ed back to the
same MAG causing redundant flows in the access network and at the
MAG
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4.6. Milticast Availability throughout the Access Network

There may be depl oynent scenarios, where multicast services are
avai | abl e throughout the access network independent of the PM Pv6
infrastructure. Direct nulticast access at MAGs nmay be supported
through native nulticast routing within a flat access network that
includes a multicast router, via dedicated (tunnel or VPN) |inks
bet ween MAGs and designated nulticast routers.

Multicast traffic distribution can be sinplified in these scenari os.
A single proxy instance at MAGs with up-link into the nmulticast cloud
will serve as a first hop gateway into the nulticast routing donmain
and avoid traffic duplication or detour routing. However, mobility
of the multicast source in this scenario will require sone nulticast
routing protocols to rebuild distribution trees. This can cause
significant service disruptions or delays (see [RFC5757] for further
details).

5. | ANA Consi derations
Thi s docunent nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

6. Security Considerations

This draft does not introduce additional nessages or novel protoco
operations. Consequently, no new threats are introduced by this
docunent in addition to those identified as security concerns of

[ RFC3810], [ RFC4605], [RFC5213], and [ RFC5844].

However, particular attention should be paid to inplications of

combi ning multicast and nobility nmanagenent at network entities. As
this specification allows nobile nodes to initiate the creation of

mul ticast forwarding states at MAGs and LMAs whil e changi ng
attachnents, threats of resource exhaustion at PMP routers and
access networks arrive fromrapid state changes, as well as from high
vol ume data streans routed into access networks of limted
capacities. |In addition to proper authorization checks of M\s, rate
controls at replicators MAY be required to protect the agents and the
downstream networks. In particular, MD proxy inplementations at
MAGs SHOULD carefully procure for automatic nulticast state
extinction on the departure of MNs, as nobile nulticast listeners in
the PM Pv6 domain will not actively term nate group nmenbership prior
to departure.
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