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Abst ract

To support IP nmulticasting in PMPv6 domain, [RFC6424] has been
determ ned as a base solution. This solution requires all the LMA to
forward nulticast packets to MAG via PM Pv6 tunnel. This approach
creates a tunnel convergence problem To resolve the issue, the
current MULTIMOB WG charter is trying to draw a sol uti on about how to
separate nulticasting routing froma nobility anchor. To address the
i ssue, we propose the local routing approach that nmakes the direct
connection between MAG and nulticast router. The advantages of the
proposed |l ocal routing solution are conpared with the base sol ution
and dedi cated LMA approach. In addition, we present the applicability
of local routing solution depending on several constraints.
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1.

I nt roducti on

PM Pv6 is a network-based IP nobility protocol that requires no host
stack involvenents; it provides enhanced nobility performance
conpared to host-based approaches |like M Pv6, FM Pv6. However,
current PM Pv6 specification does not explicitly address the nethod
of multicasting conmunications [ RFC5213].

To support nulticasting in PMPv6 domain, the base sol ution proposes
depl oynent option [ RFC6424], which places nmulticast routing on LNA
MAG receives a nulticast streamfrom LMA by using PM Pv6 tunnel. It
is sinply derived fromPM Pv6 specification and requires no
nmodi fi cation to PM Pv6 conponents and MNs. However, the base solution
i ntroduces a tunnel convergence issue in case a MAG receives the sane
mul ti cast packets fromnore than one LMA. This causes severe network
bandwi dth. To avoid a tunnel convergence problem the current

MULTI MOB WG charter is trying to d a solution on how to separate

mul ticasting routing fromthe nobility anchor. As potenti al

techni ques, two ki nds of approaches have been presented: a dedicated
mobi l ity anchor and | ocal routing.

The concept of dedicated LMA is to assign dedicated nulticasting LMVA
to each MAG This approach resol ves tunnel convergence issues but

i ntroduces tunnel aval anche probl em because M LMA needs to replicate
data streans to all MAGs. It inposes a heavy burden on the MLMA to
process and forward tunnel packets. Additionally, it makes severe
packet tunneling overhead.

In this draft, we propose a local routing solution that a MAG
receives multicast packets directly from MR wi thout any tunnel. This
solution can conpletely solve tunnel -rel ated perfornance i ssues by

pl aci ng MLD proxy on a MAG and all owi ng rmul ticast connectivity
between the MAG and MR Wth the description of |local routing
operation, we present the conparisons of a few of candidate sol utions
in terns of performance. In addition, we also check the applicability
of local routing depending on several constraints.
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2. Term nol ogy and Functional Conponents
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC2119.
o Mbobile Node (MN)

0 Previous Mbile Access Gateway (P-MAG - The MAG that manages
mobility related signaling for a MN before handover.

0 New Mbile Access Gateway (N-MAG - The MAG that nmanages nobility
rel ated signaling for the MN after handover

o Milticast Router (MR

0 M.D Proxy (M Proxy)
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3. Local Routing Sol ution

3.1. Architecture

Mul ticast Tree

|| - PMPv6 Tunne

R + R + | - Milticast Data Path
I LMA I I MR I
Fomm e + Fomm e +

| ]\ /]

[\ /A

| \\ / |

| \\ / |

| \\/ [

| [ \\ |

| / \\ |

| / \\ |
S + S +
| P-MAG | | N MAG |
| (M Proxy) | | (M Proxy) |
Fomm e + Fomm e +
R e, + R e, +
| M e > | MW
- - - - - + - - - - - +

Figure 1. Direct routing solution for PMPv6 Milticasting

Figure 1 shows the proposed local routing architecture using native
mul ticasting infrastructure [|-D.deng-nultinob-pm p6-requirement]. To
forward | GW/ M.D signaling and nulticast packets, a MD proxy
function defined in [ RFC4605], SHOULD be placed on a MAG. This
solution is nuch sinpler than the base solution and easy to depl oy
because nmulticasting functions are totally separated fromnobility
anchor by using a native nulticasting infrastructure.
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3. 2. Handover Procedure
MN P- MAG N- MAG LA MR
I I I I I
I I I I I
| <---------- | <-- Multicast Data-------------- | <
I I I I I
| | | | |
I I I I I
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I I I I I
I I I I I
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I I I I I
I I I I I
[------ Rtr. Sol. ----- >| | |
I I I I
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[------ M.D Report ----3>| [ [
| | | Aggr egat ed |
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I I I I I
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I I I Ack. I I
I I I I I

Fi gure 2 shows the handover operation in |ocal

Fi gure 2. Handover procedure in direct

routing arch
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When an MN hands off to the NNMAG fromthe P-MAG the N MAG detects
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the newly arrived MN and transmits an MLD query nessage to the WN
After receiving the M.D query nmessage, the MN sends an M.D report
message that includes the nmulticast group information. The N-MAG t hen
sends an aggregated M.D report nessage to the MR When the N MAG
receives the multicast packets fromthe MR it then sinply forwards
them wi t hout tunnel encapsul ati on. The N-MAG updates the MN' s
location information to the LMA by exchangi ng PBU PBA signaling
nessages.

4, Conparison with Base Sol ution, Dedicated LMA, and Local Routing

In this section, we conpare the direct routing with the base solution
[ RFC6424] and dedi cated LMA [I-D. zuni ga-mul ti nob-smsprip] in ternms of
performance, ease of deploynent, and other factors.

4.1. Tunnel Convergence

In the base solution, the MR function is conbined with LMA. Thus, al
the packets are delivered to M\s through PM Pv6 tunnel between MAG
and LMA, which raises the tunnel convergence problem because a MAG
may receive the same nmulticast packets from several LMAs. Dedi cated
LMA and t he proposed direct routing have different approaches;
however, they can avoid the tunnel convergence issue.

4.2. Conplexity in LMA

In the tunnel -based approaches, a LMA needs to deal with M.D
signaling, join/leave procedure, and tunnel packet processing (i.e.
encapsul ati ng/ decapsul ati ng and tunnel packet |ookup) as well as the
role of mobility anchor. Wen using a dedicated entity, these

compl exities can be reduced but cannot be avoided conpletely. On the
other hand, the direct routing is absolutely not affected by these
compl exi ti es.

4.3. Packet Overhead
Using native nmulticasting infrastructure, |ocal routing does not make
tunnel i ng overhead for nulticast data delivery while tunnel -based

approaches require 40 bytes of |IP tunnel header per packet. According
as packet arrival rate increases, the overhead becones nuch severe
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4.4. Anot her Advant age

When we consider that M\Ns nove to non-PM Pv6 donmains from PM Pv6
domai ns as described in [I-D.von-hugo-nul ti nob-future-work], the
direct routing approach can provide a conpatible nmethod because it
does not depend on PM Pv6 tunnel for multicasting operation

5. Applicability in Visited Network

If anulticast listener is in visited network, the local routing can
be applied on the condition that there are a nmulticast peering
entities, e.g., content delivery network (CDN), inter-domain

mul ticast routing |ike BGW [ RFC3913] or MBGP [ RFC4765] in visited
network. At that tinme, the multicast channel used in hone network NAY
be different in visited network therefore, the listener MAY need to
wait a time for joining the channel infornmed fromvisited network but
this latency can be reduced through handover optinization technique
with multicast context transfer.

In particular, the source in which the nulticast listener is
interested and the receiver are in sanme visited network, the |oca
routing is used efficiently than tunnel -based nulticast transm ssion
techni que usi ng hone subscription because | ocal routing provides nuch
optimized routing path for delivering nulticast data transm ssion
regardl ess of the nunber of channels and receivers.

6. Message Formats

This section describes source and destinati on address of M.D
signal i ng nessages. The interface A-B neans that an interface on node
A, which is connected to node B

6.1. M.D Query

B e i i S e S i e S T S R S e o o T S s
| Interface | Source Address | Destination Address

B e T i e S i T e o R e S e S S i ot e TR S N S
| MR- MAG | MR link |ocal | [RFC2710], [RFC3810] |
B T s T S i S S S i (T S I S S S o S i
| MAG WN | MAG link | ocal | [RFC2710], [RFC3810] |
B e i i S e S i e S T S R S e o o T S s
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6.2. MD Report

B T s T S i S S S i (T S I S S S o S i
| Interface | Source Address | Destination Address [
B e i i S e S i e S T S R S e o o T S s
|  M\MAG | MNIink Iocal | [RFC2710], [RFC3810] |
B e T i e S i T e o R e S e S S i ot e TR S N S
| MAG MR | MAG link | ocal | [RFC2710], [RFC3810] |
B T s T S i S S S i (T S I S S S o S i

6.3. Multicast Packets

T e e i e e o e T i st sl it N R T SR e S
| Interface | Source Address | Destination Address |
B T s T S i S S S i (T S I S S S o S i
| MR- MAG | Streaming Source Addr. | Milticast G oup Addr. |
i e S S S i i i i S S e e =
| MAG MN | Streaming Source Addr. | Multicast G oup Addr. |
e T e s e e s e el m o i TR TR SRR R S
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7. 1 ANA Consi derations
TBD.
8. Security Considerations

Thi s docunment does not discuss any special security concerns in
detail. The protocol of this docunment is built on the assunption that
all participating nodes are trusted each other as well as there is no
adversary who nodifies/injects false nessages to corrupt the
procedur es.
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