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to this docunment. Code Components extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Abst ract

The MULTI MOB group has specified a base solution to support IP
multicasting in a PM Pv6 domain [ RFC6224]. In this docunent, an
enhancenent is proposed to the base solution to use a nulticast tree
nmobi l ity anchor as the topol ogi cal anchor point for multicast
traffic, while the MAG remai ns as an | GW/ M.D proxy. This enhancenent
provi des benefits such as reducing multicast traffic replication and
supporting different PM Pv6 depl oynents scenari os.
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1

I nt roducti on

Proxy Mobile I Pv6 [ RFC5213] is a network-based approach to sol ving
the IP nobility problem In a Proxy Mbile IPv6 (PM Pv6) domain, the
Mobi | e Access Gateway (MAG behaves as a proxy nobility agent in the
networ k and does the nobility managenent on behal f of the Mobile Node
(M\). The Local Mbility Anchor (LMA) is the hone agent for the M
and t he topol ogi cal anchor point. PMPv6 was originally designed for
uni cast traffic.

The Internet G oup Managenment Protocol (IGwWv3) [RFC3376] is used by
| Pv4 hosts to report their IP rmulticast group nmenberships to

nei ghboring nulticast routers. Milticast Listener Discovery (MDv2)

[ RFC3810] is used in a simlar way by IPv6 routers to discover the
presence of I Pv6 nulticast hosts. Also, the | GwW/ M.D proxy [ RFC4605]
all ows an internmedi ate (edge) node to appear as a nulticast router to
downstream hosts, and as a host to upstreammulticast routers. | GW
and MLD rel ated protocols were not originally designed to address |IP
mobility of nulticast listeners (i.e. IGW and M.D protocols were
originally designed for fixed networks).

The MULTI MOB group has specified a base solution to support IP

mul ticast listener nobility in a PMPv6 donmain [ RFC6224]. In this
docunent, an enhancenent is proposed to the base solution to use a
nmul ticast tree nobility anchor (MIMA) as the topol ogi cal anchor point
for multicast traffic, while the MAG remains as an | GvW/ MLD pr oxy.
Thi s enhancenment allows different PM Pv6 depl oynment scenarios. It

al so elimnates the so called "Tunnel Convergence problent where the
MAG nay receive the sane multicast packet from several LMAs. There
are no inpacts to the MN to support nulticast listener nmobility from
thi s docunent.

Conventi ons and Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

This docunent uses the term nol ogy defined in [ RFC5213], [RFC3775],
and [ RFC3810]. Specifically, the definition of PMPv6 donain is
reused from [ RFC5213] and reproduced here for conpl eteness.

- Proxy Mobile I Pv6 Domain (PM Pv6- Dormai n): Proxy Mobile |IPv6
domain refers to the network where the nobility nmanagenent of a
nmobi | e node i s handl ed using the Proxy Mobile | Pv6 protocol as
defined in [ RFC5213]. The Proxy Mbbile I Pv6 donain includes |oca
mobi l ity anchors and nobil e access gateways between which security
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associ ati ons can be set up and authorization for sending Proxy
Bi ndi ng Updates on behal f of the nobil e nodes can be ensured.

In this draft we refine such definition fromthe point of view of the
kind of traffic served to the MNin the follow ng way:

- PM Pv6 unicast domain: PM Pv6 unicast domain refers to the

net wor k covered by one LMA for unicast service in such a way that
an MN using that service is not aware of mobility as it noves from
one MAG to another associated to that LMA regarding its unicast
traffic.

- PMPv6 multicast domain: PMPv6 nulticast domain refers to the
net wor k covered by one network el ement naned MIMA (defined bel ow)
for multicast service in such a way that an MN using that service
is not anare of nobility as it noves fromone MAG to anot her.

This nmeans that a PM Pv6 domai n can have several PM Pv6 uni cast
domai ns and PM Pv6 nul ti cast domai ns.

Additionally, sone other definitions are introduced, as follows.

- MIMA or nulticast tree nobility anchor: an entity working as
topol ogi cal anchor point for nulticast traffic exclusively.

- HLMA or Hybrid-LMA: an entity dedicated to both unicast and
mul ticast services, that is, it is able to work as both LMA and
MIMA si mul t aneousl y.

3 Solution

A PM Pv6 domain may handl e data from both uni cast and mnul ticast
sources. This docunent addresses an optim zation of the base sol ution
specified for nulticast support in PMPv6 donai ns [ RFC6224] by

i ntroduci ng a conpl ementary network entity, naned nulticast tree
mobi ity anchor (MIMA), and defining the architecture and protocol
flows derived fromit. An MIMA can be used to serve as the mobility
anchor for multicast traffic. The MIMA connects to the MAG as
described in [RFC6224] and it can reuse native PM Pv6 features such
as tunnel establishnent and security [RFC5213], heartbeat [RFC5847],
etc. Unicast traffic will go nornmally to the LMAs in the PM Pv6
domai n.

This section describes how the MIMA works in scenarios of N
attachnent and nulticast nobility. W first concentrate on the case
of both LMA and MIMA defining a unique PM Pv6 donain, and then

di fferent depl oynent scenarios are presented.
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3.1 Architecture

Figure 1 shows an exanple of a PM Pv6 domai n supporting mnulticast
mobility. LMAL is dedicated to unicast traffic, and MIMAL is
dedicated to nmulticast traffic. The tree nobility anchor MIMAL can be
considered to be a formof upstreamnulticast router with tunne
interfaces allowi ng renote subscription for the MNs. Note that there
can be multiple LMAs for unicast traffic (not shown in Figure 1) in a
given PM Pv6 domain. Simlarly, nore than one MIMAs can be depl oyed
by the operator (not shown in Figure 1).

Also in this architecture, all MAGs that are connected to the MIMA
must support the M.D proxy [RFC4605] function. Specifically in Figure
1, each of the MAGL- MTMA1 and MA&- MTMAL tunnel interfaces defines an
M.D proxy domain. The M\Ns are considered to be on the downstream
interface of the M.D proxy (in the MAG, and MIMAL is considered to
be on the upstreaminterface (of the MAG as per [ RFC4605]. Note
that MAG could al so be an | GW proxy. For brevity this docunent will
refer primarily to M.D proxy, but all references to "M.D proxy"
shoul d be understood to also include "I GW/ M.D proxy" functionality.

As shown in Figure 1, MAGL may connect to both unicast (LMAs) and
mul ticast (MIMAs) entities. Thus, a given MN nmay sinultaneously
receive both unicast and nulticast traffic. In Figure 1, MN1 and M\2
receive unicast traffic, nulticast traffic, or both, whereas M\3
receives multicast traffic only, despite of that, this draft
considers that every MN demanding nulticast-only services is
previously registered in a PM Pv6 unicast donmain to get a unicast IP
address. This registration can be required also for several purposes
such as renote managenent, billing, etc.
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Figure 1. Architecture of Milticast Tree Mbility Anchor (MIMA)

3.2 Deployment Scenari os

From the network architecture point of view, there are several
options when considering the nmulticast tree nobility anchor (MIMA)
approach. These options can be distinguished in terns of the nunber
of LMAs and MIMAs present in a PM Pv6 domain and the service
relationship that a set of MNs gets fromthem in the formof a "LMA
: MIMA" ratio. According to that, it is possible to differentiate the
fol | owi ng approaches:

- Aset of MNs is served in a PMPv6 donmain by two entities, one
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MIMA for multicast service, and one LMA for unicast, in such a way
that the ratio is 1:1 (one conmon PM Pv6 uni cast and nul ticast
domai n) .

- Aset of MNs is served in a PMPv6 donain by several entities,
one MIMA for multicast service, while the others (LMAs) for

uni cast, in such a way that the ratiois NN1 (N PM Pv6 uni cast
domai ns coexist with a unique nulticast domain).

- Aset of MNs is served in a PMPv6 donain by several entities,
one LMA for unicast, while the others (MIMAS) are devoted to

mul ticast service, in such a way that the ratio is 1:N (one single
PM Pv6 uni cast domain coexists with nultiple nmulticast donains).

Scenarios with an \.Mratio are considered to be a conbinati on of the
previ ous ones.

3.2.1 PMPv6 domain with ratio 1:1

Thi s approach basically refers to the architecture presented in
figure 1. Wthin this approach, a common set of M\s is served by a
couple of entities, one LMA for unicast and one MIMA for nulticast.
All the MNs of the set are served by these two el enents as they nove
in the PM Pv6 domai n.

3.2.2 PMPv6 domain with ratio N1

Thi s approach basically refers to the situation where a conmon set of
M\Ns is served by a unique MIMA for multicast service, but

simul taneously there are subsets fromthat group of M\Ns which are
served by distinct LMAs for unicast service as they nove in the

PM Pv6 donmi n. Each particular MN association with the LMAs (unicast)
and MIMA (nulticast) renmmins always the sanme as it noves in the

PM Pv6 domai n.

Figure 2 shows the scenario here described.
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Figure 2. PM Pv6 domain with ratio N 1

The figure 2 proposes an architecture where there are two entities
acting as LMAs, LMA1 and LMA3, while there is another one, naned
MIMA2, working as nulticast tree nmobility anchor. LMAl1 and LMA3
constitute two distinct unicast domai ns, whereas MIMA2 forns a single
mul ti cast domain. The tunnels anbng MAGs and LMAs represented by
lines ("|]|") indicate a tunnel transporting unicast traffic, while
the tunnel s anong MAGs and MIMA2 depicted with circles ("0o") show a
tunnel transporting nulticast traffic.

In the figure it can be observed that all the MNs are served by MIMA2
for the incomng multicast traffic fromsources A or B. However,
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there are different subsets regardi ng unicast traffic which maintain
distinct associations within the PM Pv6 domain. For instance, the
subset formed by MN10, MN11, MN\20 and M\21 is served by LMAL for

uni cast, and the rest of MNs are being served by LMA3. For the
scenari o described above, the association between each MN and the
correspondi ng LMA and MIMA i s pernanently naintai ned.

3.2.3 PMPv6 domain with ratio 1: N

This approach is related to a scenario where a comopn group of M\s is
served by a unique LMA for unicast service, but sinmultaneously there
are subsets fromthat group of MNs which are served by distinct MIMAs
for multicast service as they nove in the PM Pv6 domain. Each
particul ar MN association with the LMA and MIMAs (uni cast and

mul ticast respectively) remains always the sane as it noves in the
PM Pv6 domai n.

Fi gure 3 shows the scenario here descri bed.

The figure 3 proposes an architecture where the LMA2 is the unique
LMA for a certain group of MNs, while there are two others entities,
MIMAL and MIMA3, acting as MIMAs for different subsets of M\s of the
same group. MIMA1 and MIMA3 constitute two distinct multicast

domai ns, whereas LMA2 forns a single unicast domain. Each MIMA coul d
be devoted to carry on a different content (for instance, MIMAL for
source A and MIMA3 for source B) or not. Looking at the picture, the
subset fornmed by WMN10, MN11, MN20 and MN\21 is served by MIMAL for
mul ticast. The rest of M\Ns are being served by MIMA3 al so for

mul ticast. Finally, all of themare served by LMA2 for unicast. For
the scenario described above, the association between each M\ and the
corresponding LMA and MIMA i s pernmanently maintai ned.
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Figure 3. PMPv6 domain with ratio 1: N

3.2.4 PMPv6 domain with H LMA

The HHLMA is defined as an entity which sinultaneously transports

uni cast and nul ti cast service,

LMA and MIMA.

that is,

it simultaneously works as
In the context of the MIMA sol ution
the role of MIMA for an entire group of MNs in a PM Pv6 domain

an H LMA can pl ay
whi | e

acting sinultaneously as LMA for a subset of them The figure 4
adapts the PM Pv6 domain with ratio N1 scenario of figure 2 to the
case where MIMA2 is an H LMA, which serves nulticast traffic to al

the MNs in the picture,

and sinultaneously, it

is able to serve

unicast traffic to the subset forned by MN30, M0 and MV41.
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Figure 4. PM Pv6 domain with H LMA

Figure 4 presents a PM Pv6 network where there are two pure unicast
LMAs, LMA1 and LMA3, and a hybrid LMA, |abeled as HLMA in the
figure. The HLMA is an MIMA fromthe perspective of MAGL and MAGA.
The tunnel s anong MAGs and LMAs represented by lines ("||") indicate
a tunnel transporting exclusively unicast traffic, the tunnels
depicted with circles ("0") show a tunnel transporting exclusively
mul ticast traffic, and the tunnels with mxed lines and circles
("db") describe a tunnel transporting both types of traffic

si mul t aneousl y.

Al of the MNs in the figure receive the multicast traffic fromH LMA
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(one single nulticast domain), but it is possible to distinguish
three subsets fromthe unicast service perspective (that is, three
uni cast domains). The first subset is the one forned by MN10, MN11
and MN 20, which receives unicast traffic fromLMAL. A second subset
is the one formed by MN21 and MN30, which receives unicast traffic
fromHLMA And finally, a third subset is built on M\31, MMO0 and
M1, which receives unicast traffic fromLMA3. For the scenario
descri bed above, the association between each MN and the
corresponding LMA and H LMA is permanently naintai ned

3.3 Milticast Establishnment

Figure 5 shows the procedure when MN1 attaches to MAGL, and
est abl i shes associations with LMA (unicast) and MIMA (nul ticast).
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Figure 5. MN Attachment and Milticast Service Establishnent

In Figure 5, MAGL first establishes the PM Pv6 tunnel

with LMVA for

unicast traffic as defined in [ RFC5213] after being triggered by the
Router Solicitation message from MN1. Unicast traffic will t

bet ween MN1 and LMA.

For nmulticast traffic,

a nulticast tunnel
configured between MAGL and MTMA. O the nulticast tunnel

may have been pre-

hen fl ow

may be

dynani cal |y established when the first MN appears at the MAG

MN1 sends the M.D report nessage (when required by its upper |ayer

applications) as defined in [ RFC3810]

in response to an MLD

Query

fromMAGL. MAGL acting as a M.D Proxy as defined in [ RFC4605] will
then send an Aggregated M.D Report to the nulticast anchor,
(assunming that this is a new nmulticast group which MAGL had not
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previously subscribed to). Milticast traffic will then flow from
MIVA t owar ds IMN1.

3.4 Milticast Mbility

Figure 6 illustrates the mobility scenario for multicast traffic.
Specifically, M2 with ongoing multicast subscription nmoves from MAGL
to MMR. Note that, for sinplicity, in this scenario we only
consider the tunnel of MAG with MIMA (for nulticast traffic) and we
assume that M\2 does not receive unicast traffic. O course, if it
was desired to support unicast traffic, this is served by a tunnel
between MAR and LMA to transfer unicast traffic.

According to baseline solution signaling method described in

[ RFC6224], after M\2 nobility, MAG acting in its role of MD proxy
will send an MLD Query to the newly observed MN on its downli nk.
Assum ng that the subsequent M.D Report from M\2 requests nenbership
of a newnulticast group (from MA&’'s point of view), this will then
result in an Aggregated M.D Report being sent to MIMA from MAG2. This
message will be sent through a pre-established (or dynamcally
established) nmulticast tunnel between MAG and MINA.

When MN2 detaches, MAGL nay keep the nulticast tunnel with the

mul ticast MIMA if there are still other MNs using the nulticast
tunnel. Even if there are no M\s currently on the nulticast tunnel,
MAGL may decide to keep the nmulticast tunnel for potential future
use.

As di scussed above, existing M.D (and Proxy M.D) signaling wll
handl e a large part of the nulticast nobility managenent for the M\
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VN2 MAGL MAG2 LVA MT VA
| (M.D Proxy) (M.D Proxy) (Unicast)(Milticast)
| | | | |

MN Attached [ [ [ [

To NAGL | | | |
I I I I
| | =—======== Mul ticast Tunnel ======= |
I I I I I

MN Det aches | | | |

From MAGL [ [ [ [
I I I I I
I I I I I

MN Attaches | | | |

To MAR | | | |
| | | | |
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I I I I I
I Rtr Sol------ >| | |
I I |--- PBU --->| I
I I I I I
| | | <-- PBA ----| I
| <----- Rtr Adv --------- [ [ [
I I I I I
I I I I I
. P e | |
| ---M.D Report (G ---->| | |
I I I I I
| | | ---- Aggregated ----- > |
| | | M.D Report (Q |
I I I
|< --------- Multicast Traffic ---------------- >|
| |
I I

Figure 6. Milticast Mbility Signaling
3.5 PMPv6 enhancements
This section describes the enhancenents to the Proxy Mbile | Pv6

[ RFC5213] protocol required to support the MIMA architecture.

3.5.1 New Binding Update List in MAG

The Binding Update List in the MAG nust be updated to be able to
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handl e the fact that nore than one entity (i.e. LMA and MIMA) nmay be
serving the nobil e node.

3.5.2 Policy Profile Information with Milticast Paraneters

A given nmobile node’'s policy profile information nust be updated to
be able to store the | Pv6 addresses of both the LMA and MINA

3.5.3 MAG to MIMA attach requirenents

The MAG procedures nust be updated to be able to handl e sinultaneous
attach for a given nobile node to both the LMA and MIMA. For exanpl e,
packets conming froma given nobile node nust be screened to determ ne
if it should be sent to the LMA or to the MIMA

3.5.4. Data structure stored by MIMVA

The MIMA does not directly interact with the M\Ns attached to any of
the MAGs. The MIMA only nanages the nulticast groups subscribed per
MAG on behalf of the M\s attached to it. Having this in mnd, the
rel evant information to be stored in the MIMA should be the tunnel
interface identifier (tunnel-if-id) of the bi-directional tunnel for
mul ti cast between the MIMA and every MAG (as stated in [RFC5213] for
the unicast case), the I P addresses of the nmulticast group delivered
per tunnel to each of the MAGs, and the | P addresses of the sources
injecting the multicast traffic per tunnel to the nmulticast donmain
defined by the MIMA

3.6 Advant ages

An advant age of the proposed MIMA architecture is that it allows a
PM Pv6 domain to closely follow a sinple nulticast tree topology for
Proxy MLD forwarding (cf., sections 1.1 and 1.2 of [RFC4605]). In
contrast, the conbined unicast/multicast LMA as proposed in [ RFC6224]
will be a nore conmplex set of trees.

Anot her advantage of the proposed dedicated nmulticast solution is
that it allows a gradual network upgrade of a PM Pv6 domain to
support multicast functionality. This is because the operator does
not have to upgrade all the LMAs in the network to support nulticast
functionality. Only certain nodes (MIMAs), dedicated to mnulticast
support, will have to be upgraded to support the new nulticast
functionality. Also, nultiple deploynment scenarios are supported as
required by the operator for expected traffic distributions.
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A final advantage is that a specific nulticast elenments minimze the
replication of nulticast packets (the Tunnel Convergence problem, in
certain scenarios, conpared to [RFC6224]. Figures 7 and 8 illustrate
this point visually. For this sinple scenario, it can be observed
that the multicast MIMA topol ogy (Figure 7) generates 6 packets for
one input nulticast packet. In conparison, the conbined

uni cast/multi cast LMA topol ogy (Figure 8) generates 8 packets for one
i nput mul ticast packet.

In general, it can be seen that the extra nultiplication of packets
in the conbined unicast/nulticast LMA topology will be proportiona
to the nunber of LMAs, and the nunmber of MNs (in a given MAG

associ ated to different LMAs, for a given nulticast group. The
packet nultiplication problem aggravates as nore M\s associated to
different LMAs receive the sanme nulticast traffic when attached to
the sane MAG. Hence, the MIMA architecture significantly decreases
the network capacity requirenents in this scenario.

(Note that in Figure 7, it is assumed that MN1 and M\2 are associ at ed
with MAGL-LMAL, and MN3 is associated with MA&R- MTMA2 for nulticast
traffic. In Figure 8, it is assumed that MN1 is associated with
MAGL- LMAL, M\2 is associated with MAGL- LMA2, and MN\3 is associated
with MAGR-LMA2 for nulticast traffic. In both Figures 7 and 8, it is
assuned that the packets are transmitted point to point on the |ast
hop wireless link.)

Additional results can be found in [ERCIM, where both solutions are
conpared by sinulation under realistic traffic conditions. It can be
shown that, for nulticast traffic, the number of channels that a node
(LMA in the base solution, MIMA in the proposed multicast
architecture) has to serve does not decrease linearly with the
reduction of the nunber of MNs associated to that node. The key
factor is the set of channels subscribed by the MNs. In fact, as the
nunber of MNs increases in the PM Pv6 domain, we have | ess advant age
for having several nodes serving nulticast, as each of themwill
probably manage all the nulticast channels (or at |east the popul ar
ones) anyway.
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Figure 7. Packet Flow in the MIMA architecture
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Figure 8. Packet Flow in a Conbined Unicast/Milticast LMA
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4 Consideration of MAG as nmulticast router in the tunnel interface to MIMA

In the architecture described before, all MAGs that are connected to
the MIMA are considered to act as M.D proxies. This follows the MAG
characterization provided in [ RFC6224]. However, interesting

advant ages can be derived fromthe fact of converting the MAG node in
a multicast router in the tunnel interface towards the MIMA that is
in inplementing PIMprotocol ([RFC4601], [RFC4607]) in the tunne
interface, in case the MAG connects to nore than one MIMA in the

PM Pv6 donmi n.

This could be the case, for instance, in which a PM Pv6 donain

provi des access to M\Ns of different hone networks, each home network
using a distinct MIMA to provide nulticast service in the PMPv6
domain. Wth the MAG working as a nulticast router in the tunne
interface, in a source-specific nmulticast scenario [ RFC4607], the MAG
could send the PIMrequest to the correspondi ng MIMA based on the
mul ti cast source address.

Anot her possible scenario for connecting nore than one MIMA to a MAG
could be the case of a hone network using different MIMAS to serve
different content over the same PM Pv6 domain for scalability
reasons, or as a way to provide backup in case of MIMA failure.

5 Security Considerations
This draft discusses the operations of existing protocols without
nmodi fications. It does not introduce new security threats beyond the
current security considerations of PMPv6 [ RFC5213], M.D [ RFC3810],
| GW [ RFC3376] and | GW/ MLD Pr oxyi ng [ RFC4605] .

6 | ANA Consi derations

Thi s docunment nakes no request of | ANA
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Appendi x A. Overhead anal ysis of the proposed MIMA architecture.
Thi s appendi x provides an anal ysis of the overhead introduced by the

proposed nulticast architecture. In this solution an MIMA is used to
serve the nulticast traffic to the MNs. The MAGs in the PM Pv6 donai n
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are connected to the MIMA through a tunnel which is used to deliver
the multicast flows subscribed by the M\Ns attached to the MAG

A very common way for video delivery over IP networks is the
transport of MPEG 2 Transport Streans (TS) encapsulated in RTP/UDP/IP
dat agranms, as described in [ETSI].

An MPEG 2 transport streamis a packet of 188 bytes. So, an Ethernet
franme with 1500 bytes of payload can carry a nmaxi mumof up to 7 MPEG
2 TS packets.

When encapsul ating those 7 MPEG 2 TS packets in RTP/UDP/I P dat agrans
we are fornming a datagramof length 7188 (MPEG 2 TS) + 12 (RTP) + 8
(UDP) + 40 (1Pv6) = 1376 bytes.

In the proposed nulticast architecture, such datagram should be
transported over the tunnel existing between a MAG and the MIMA. That
tunnel inplies an IP-in-1P encapsulation, that is, an additional 40
byte | ength header should be added to the datagram In this
situation, the overhead caused by the MIMA approach can be cal cul at ed
as 40 / (40 + 1376) = 2,8%

This results in a mniml overhead derived fromthe use of the tunnel
bet ween MIMA and MAG
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