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Abstract

Proxy Mobile IPv6 (PM Pv6), specified in RFC 5213 [1], is a network-
based nobility nanagenent protocol. It uses a Mbile Access Gat eway
(MAG and a Local Mobility Anchor (LMA) to allow hosts to nove around
within a domain while keeping their address or address prefix stable.
Al t hough the issues of nobile multicast in the PM Pv6 network are

bei ng di scussed in the Multinob W5, how to provide the service
connectivity when the nulticast source is noving is still a problem
for the PM Pv6. This docunment proposes and anal yzes the potenti al
solutions of the multicast source nobility in PM Pv6.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF), its areas, and its working groups. Note that
other groups may al so distribute working docunents as Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress".
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1. Introduction

Different fromNMbile IPv6 (MPv6) [2], PMPv6 was proposed to
support the network-based nobility nanagenent. The entities in the
PM Pv6 have the responsibilities to track the Mbile Node (MN)
update the location of the MN and redirect the packets to and from
the MN. However, the basic PM Pv6 protocol only solves the nobility
managenent for the MN which is involved in the unicast conmunication
In order to deploy the nulticast service in the PMPv6 network, many
schenes have been proposed [3-6]. However, all of these schemes aim
to support the rmulticast service for the nobile receiver. How to
support the nmulticast source nobility in the PMPv6 network is a
newy planned work in the Multi nob Wa. Wt hout doubt, the nulticast
source nobility is also a very inportant issue for the depl oynent of
the multicast service. For exanple, there is an advanced concept
based on the Intelligent Transport Systems (ITS) service. In this
concept, all the vehicles on the sane route are identified by using a
GPS or a car-navigation system The vehicles nmulticast real-tine
video information about the transportation through the conmmunication
infrastructure like 3G WFi to the other vehicles interested in it.
This advance information is called as '"future vision [7]. The

mul ticast source nobility is one of the core supporting schenes to
realize the above functions.

In this docunent, the potential solutions of the nmulticast source
mobility in PMPv6 are proposed and anal yzed.

2. Multicast Source nobility in PM Pv6

In PM Pv6 base solution, the LMA and the MAG are two npst i nportant
functional entities. According to different packet transm ssion paths
supporting nulticast source nobility, two basic schenes are proposed
in this docunent. In the first case, all the nmulticast packets sent
out fromthe MN are directed to the LMA firstly and then transnitted
to the receivers according to the basic nulticast routing protocols,
such as Protocol |ndependent Milticast-Sparse Mode (PIMSM. VWiile in
the second case, the packets sent out fromthe MN can be directly
transmtted fromthe MAG to the receivers. For convenience, these two
schenmes are denoted as the LMA-based schene and the MAG based schene,
respectively. Figure 1 shows the architecture of the nmulticast source
mobility in PMPv6 using this two schenes.

As shown in Figure 1, the paths anong the MAGs and the LMA
represented by lines ("||") indicate the tunnels in base PM Pv6,
while the path depicted with stars ("*") denotes the nulticast tree
of the LMA-based schene and the path pictured with circles ("o")
shows the multicast tree of the MAG based schene.
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Figure 1: Architecture of the nulticast source nobility in PMPv6

In Section 2, the above two basic schenmes of mnulticast source
mobility will be discussed in the scenarios of Any Source Milticast
(ASM and Source-Specific Miulticast (SSM, respectively. Al so sone
suggesti ons about the choice of nulticast source nobility solutions
are given.

2.1. Any Source Milticast
These two schenmes can be differently deployed in this scenario.
2.1.1. LMA-based schene

In the PM Pv6 network, the LMA is just the topol ogical anchor point
of the source’s Home Address (HoA). In this way, the join nessage
(HoA, G is delivered to the LMA firstly and the LMA-based mnul ticast
tree can be established.

In this case, the LMA allows a nobile source to continuously send
data to the group through the LMA-MAG tunnel firstly. And then the
packets are transmtted fromthe LMA to the receivers according to
the multicast routing protocols. Wen the MN hands over from one MAG
to another, only the PM Pv6 tunnel is updated and the novenent of
source is transparent to the receivers.
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When t he handover fromthe Rendezvous Point Tree (RPT) to the
Shortest Path Tree (SPT) happens, the join nessage destined for the
HoA is delivered to the LMA firstly. After the encapsul ation, the
join message is redirected to the MAG t hrough the LMA- MAG tunnel .
Then the MAG parses the join nessage and establishes the rel ated
mul ti cast state. However, the path between the LMA and the MNis
still used for the nulticast packets transm ssion. Although the SPT
handover finishes, the practical path is not the topol ogical shortest
path tree due to the existence of PMPv6 tunnel.

2.1.2. MAG based schene

In the case, the MAG sends the packets originated by the MNto the RP
directly but not through the PM Pv6 tunnel. For this, the PM Pv6
packet transm ssion procedure needs to be adjusted in the multicast
case. In particular, when the MAG receives the packets destined for a
mul ticast group, it should not encapsulate themin the MAG LMA tunnel
but directly tunnel themto the RP fromthe outgoing interface.

For this, the MAG should ignore and discard all the join nessages
sent to the HoA. In this way, all the nulticast packets originated by
the MN can al ways be sent through the tunnel between the MAG and the
RP.

For the receivers, the original join nessage is sent to the RP for
the (*, QG nmulticast service. Then the RP can redirect the nulticast
packets received fromthe MAGto the receivers according to the

mul ticast routing protocol.

When t he handover of the RPT to the SPT happens, the procedure is
simlar to the statement in section 2.2.2.

2.2. Source-Specific Milticast

The SSMis denoted by the nulticast source address and the multicast
group address (S, G . Receivers can receive the nmulticast data by
subscribing to the channel (S, G. These two schenes can al so be
differently deployed in this scenario as the sane as in the ASM
scenari o.

2.2.1. LMA-based schene

In SSM the nmulticast receivers actively send the (S, G subscribe
message to establish the SPT fromthe specific source to the
receivers. Accordingly, the SSM scenario with the LMA-based scheme is
simlar to the SPT handover in the ASM scenario with the LMA-based
schene.
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In this case, the subscribe nessage destined for the HoA is delivered
to the LMA firstly. After the encapsul ation, the subscribe nessage is
redirected to the MAG t hrough the LMA- MAG tunnel. Then the MAG parses
the subscri be nessage and establishes the related nulticast state.
However, the current SPT path is not the topol ogical shortest path
tree due to the existence of PM Pv6 tunnel.

2.2.2. MAG based schene

When t he MAG based schene is adopted in the SSM there are nore

compl ex issues. Al the nmulticast listeners are forced to know t he
address of the MAG corresponding to the nulticast service related HoA.
For this, the following three inportant issues should be sol ved.

1) How can the MAG LMA know all the receivers’ addresses?

2) How can the MAG LMA notify all the receivers about the current MAG
the MN attached when the handover happens?

3) How can the MAG LMA maintain the freshest list of all the
receivers or DRs (Designated Routers)?

Then, two possi bl e approaches are listed as foll ows:

Passi ve approach: Wen a receiver wants to subscribe a nulticast
group identified by (HOA, G, the related report nessage is sent to
its attached DR The DR then constructs a subscri be nmessage desti ned
for the HoA and sends this nessage to its upstreamrouter. As the
anchor point of this HoA, the LMA receives the subscribe nessage. The
first subscribe nessage is transmtted to the MN through the LMA- MAG
tunnel . However, the MAG when receiving the subscribe nessage nust
notify the receiver that the (HoA, G identified multicast channel is
the sane channel identified by (MAG HoA, G. Then the DR resubscribes
the multicast group as the new subscribe nmessage is sent to the MAG
Afterwards, the new SPT is established between the receiver and the
MAG. When the MN hands over to a new MAG all the receivers have to
be notified with the new (MAG HoA, G and the SPT should be refreshed.

Optionally, the notification procedure of the address of current MAG
can al so be executed by the LMA

Active approach: Wen a receiver wants to subscribe a multicast group
identified by (HoA G, it should query for the topol ogical |ocation
of the (HoA, G related nmulticast source firstly. Wen the querying
message is received by the LMA, the LMA notifies the receiver about
the MAG s address. Then the DR resubscribes the nulticast group as
the new subscri be nmessage (MAG HoA, G is sent to the MAG Afterwards,
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the new SPT is established between the recei ver and the MAG When t he
MN hands over to a new MAG all the receivers have to be notified
with the new (MAG HoA G and the SPT shoul d be refreshed.

2.3. LMA-based vs. MAG based

In general, the LMA-based schene is easy to inplenent and has very

| ow handover overhead and del ay due to novenent of the nulticast
source, however, the packets transmission in this schene incurs
packets transm ssion overhead and | atency due to the sub-optim zed
routi ng and tunneling overhead. Al though the packet transni ssion
efficiency can be inproved in the MAG based schene, it needs a high
handover overhead and delay and it is difficult to inplenent for the
essential extensions of the PM Pv6 protocol and the nulticast routing
protocol. Even if the multicast tree has been established
successfully, it needs to be reconstructed even the MN noves between
two nearby MAGs, which may lead to frequent disruption and | ow
efficiency of the nmulticast service. The detailed comparison of the
two schenmes in the different scenarios is described in Table 1.

Tabl e 1: Conparison of the two schenmes in different scenarios

Y
________________________ +
| | PM Pv6 | Pl M SM | handover | h
andover | Pat h [
| | Extension | Ext ensi on | del ay | o
verhead | |
| ........................................................................
________________________ |
| | | RPT | / / | ow
| ow [ wor st [
| | LMA-based |---------mmmm i m e oo
________________________ |
| | | SPT | / / | ow
| ow | medi um |
A B e e
________________________ |
| | RPT | MAG | / | | ow |
| ow | better than |
| | MAG based | | | | |
| LMA-based RPT|
| | | [=mmmmmm e
| | | SPT | MAG LVA | multicast router| hi gh |
hi gh | best |
| | | | | & receiver DR | |
I I
I ________________________________________________________________________
________________________ |
I | I | I I I I
| | LMA- based | / | / | | ow |
| ow | medi um |
| | | | | |
I I
S I e i
________________________ |
| | | | multicast router| |
I I
| | MAG- based | MAG LMVA | & | hi gh |
hi gh [ best [
| | | | recei ver DR | |
I I
Y
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As shown in Table 1, the paths of the MAG based SPT both in ASM and
SSM scenarios are the nost optinmal, but the establishnment of the MAG
based SPT is difficult and al so i ncurs high handover delay and
handover overhead. And the MAG based SPT schenme in ASM and SSM needs
to extend multicast routing protocols, which nmay be outside of the
Multinob WG s scope and then difficult to inplenent. Thus, it is
suggested that the MAG based SPT schene shoul d not be consi dered.
Whi |l e the LMA-based schenes, not only in the ASM case but also in the
SSM case, are sinpler for inplenentation than other schemes, because
extra extensions of the PM Pv6 protocol and the multicast routing
protocol are unnecessary. Besides, it can be seen fromthe Table 1
that the path of the MAG based RPT is better than the LMA-based RPT
in ASMand is also a good choice for nobile nulticast service. This
i s because that the packets can be transmitted fromthe MAGto the RP
directly rather than the MAG LMA tunnel. However, it is required the
MAG shoul d be extended accordingly. In real applications, the LMA-
based schene and the MAG based schene in the ASM RPT scenari o can be
sel ected according to network conditions and nobility characteristics
of the MN. Here we suggest introducing a negotiation capability
bet ween the MAG and the LMA by sone sinple extensions of the PM Pv6
protocol specified in Section 3. The basic principle of the
negotiation is that the LMA with nore global network information than
the MAG has the right to deci de which schenes shoul d be adopted. But
the specific negotiation approach is out of this docunent.

3. Extensions of PM Pv6

The signaling nessages and the rel ated processing of basic PM Pv6
shoul d be extended in order to notify the multicast source-rel ated
information fromthe MAG to the LMA. Besides, the extensions are used
for the negotiation between the MAG based schene and t he LMA- based
schene for a particular nulticast source.

3.1. MAG

In order to provide the nmulticast service during the MN's novenent,
the MAG nust recogni ze that the attached MNis a nmulticast source and
the correspondi ng rmulticast address nust al so be | earned. These

i nformati on can be | earned by the MAG during the authentication phase
for exanple. The particular procedure is out of this docunent.

When the MAG finds that the attached MNis a nulticast source, it
shoul d send t he extended Proxy Bi nding Update (PBU nessage to the
LMA. In the extended PBU nessage, a one bit "S" flag is added and set
to "1". The nulticast address is contained in the Miulticast address
option when the "S" is set to "1". Besides, a one bit "J" flag is
added to indicate whether the MAG has the ability to adopt the MAG
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based schene. When the MAG finds that the "J" flag is set to "1" in

t he extended Proxy Bi ndi ng Acknow edgenent (PBA) nessage fromthe LM
the MAG based schene can be used for the MN. O herwi se, the LMA-based
schene is adopted for nulticast service.

3.2. LMA

When recei ving the extended PBU nessage, the LMA establishes a tunnel
to the MAG as specified in PMPv6. And if the "J" flag is set with
"1" in the extended PBU nessage, the LMA will judge whether the MAG
shoul d adopt the MAG based scheme and indicate the MMAGwith the "J"
flag in the extended PBA nmessage. If the "J" flag is set with "0" in
the extended PBU nessage, the LMA will also set the "J" flag with "0"
in the extended PBA nessage.

4. Format of signaling nessages
4.1. PBU
The format of the PBU nessage is shown in Figure 2.
0 1 2 3
01234567890123456789012345678901
Bl o ks ks st S S S i S R S e
[ Sequence # [
B i i S S i I e i S S R L e e e e
|AIH L] KIM R P| S| J| Reserved [ Lifetinme [
R R e R e s s e o S S e R e o o
I I
Mul ti cast address option
R R e R e s s e o S S e R e o o
Fi gure 2: PBU Message For mat
S flag and Miulticast address option
1-bit "Miulticast source identification" flag is used to identify
whether this MNis a nobile nmulticast source. Wien this flag is set
to "1", the related nmulticast address is attached in the Milticast
address option.
J flag
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1-bit "MAG join" flag is used to identify whether the MAG has the
ability to support the MAG based schene.

4.2. PBA
The format of the PBA message is shown in Figure 3.

0 1 3
0123456789012345 567890
i I I R
KIR P| S| J| Re
B I e T i i S S s sl St S S S
[ Sequence # [ Lifetine
B e i i i S e S i i T i S S S e e e

(&

4
-+
I

Mul ti cast address option

B R e i s T e S T S S N e i i i S S S e T S
Fi gure 3: PBA Message For mat
S flag and Miul ticast address option

1-bit "Multicast source identification" flag is used to identify
whether this MNis a nobile multicast source. The flag is set to "1"
only if the corresponding PBU had the S flag set to "1". And when
this flag is set to "1", the related nulticast address is attached in
the Multicast address option

J flag

1-bit "MAGjoin" flag is used to identify whether the MAG shoul d
establish the MAG based nulticast tree. When the J in the PBA is set
to "1" as the sane value in the PBU nessage, the MAG will establish
the MAG based nulticast tree. However, when the J in the PBA is set
to "0" but its value in PBUis "1", the MAG based schene is not

all omwed by the LMA. The reason of the allowance of the MAG based

nmul ticast tree establishnment at the LMA is that the LMA has nore
informati on than the MAG to make this deci sion

4.3. Milticast address option

The format of Milticast address option is illustrated in Figure 4.
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0 1 2 3
01234567890123456789012345678901

S e s i S SR R SR
| Option Type | Option Length |

B i s T T S T et S S T S I T s sl s ol ST S S S

| |

+ Mul ticast address +

I I

B E e r e s i s i o T T s S S S S 2
Figure 4: Milticast Address Option

Option Type

TBD

Option Length

8-bit unsigned integer indicating the length of the option in octets,

excluding the option type and option length fields. This field can be

set to 16 and 4 for the IPv6 and I Pv4 nulticast addresses,

respectively.

Mul ti cast address

The multicast address related to the nulticast session provided by
the MN

5. Security Considerations

Thi s docunent does not introduce any security considerations.
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