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Abst r act

Thi s docunment discusses the applicability of RPL in Advanced Metering
Infrastructure (AM) networKks.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Decenber 26, 2011.
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
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to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

1.

I nt roducti on

Advanced Metering Infrastructure (AM) systens neasure, collect, and
anal yze energy consunption information. An AM system enabl es two-
way conmuni cation with electricity, water, gas, and/or heat neters.
The conmuni cati on may be schedul ed, on exception, or on-denand.

AM networks are conposed of mllions of endpoints, including nmeters,
di stribution automation el enents, and hone area network devices,
typically inter-connected using sone conbi nation of wreless
technol ogi es and power-1line conmunications, along with a wired or

wi rel ess backhaul network providing connectivity to "comrmand-and-
control " nanagenment software applications at the utility conpany back
of fice.

1. Electric Metering

In many depl oynents, in addition to neasuring energy consunption, the
electric neter network plays a central role in the Smart Gid since
it enables the utility conpany to control and query the electric
meters thensel ves and also since it can serve as a backhaul for al
other devices in the Smart Gid, including water and gas neters,
distribution automati on and hone area network devices. Electric
meters may al so be used as sensors to nonitor electric grid quality
and support applications such as Electric Vehicle charging.

El ectric nmeter networks are conposed of mllions of smart meters (or
nodes), each of which is resource constrained in terns of processing
power, storage capabilities, and comuni cation bandw dth, due to a
combi nation of factors including Federal Comrunications Comi ssion
(FCC) or other continents’ regulations on spectrum use, Anerican
Nati onal Standards Institute (ANSI) standards or other continents
regul ati on on neter behavior and performance, on heat emn ssions
within the neter, formfactor and cost considerations. This results
in a conproni se between range and t hroughput, with effective link

t hroughput of tens to a few hundred kil obits per second per link, a
potentially significant portion of which is taken up by protocol and
encryption overhead when strong security nmeasures are in place.

El ectric neters are often interconnected into nmulti-hop nesh

net wor ks, each of which is connected to a backhaul network | eading to
the utility network through a network aggregation point (NAP) node.
These ki nds of networks increase coverage and reduce installation
cost, time and conplexity, as well as operational costs, as comnpared
to single-hop wireless networks relying on a wired or cellular
backhaul . Each electric neter nmesh typically has in the order of
several thousand wirel ess endpoints, with densities varying based on
the area and the terrain, with apartment buildings in urban centers
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havi ng possi bly hundreds of nmeters in close proximty, and rura

areas havi ng sparse node distributions, including nodes that only
have one or two network neighbors. Mesh deploynents can exhibit tens
of hops between a network device and the nearest aggregation point.

1.2. Gas and Water Metering

While electric meters can typically consunme electricity fromthe same
electric feed that they are nmonitoring, gas and water neters
typically run on a nodest source of stored energy (i.e. batteries).
In certain scenarios, gas and water neters are integrated with
electric meters in the same AM network. In this scenario, gas and
water neters typically do not route nessages or operate as hosts to
prolong their lifetine.

In other scenarios, however, gas and water neters do not have the

| uxury of communicating with a powered routing infrastructure.

I nstead, they nmust conmuni cate through other battery powered devices
(i.e. through other gas and water neters) to reach a NAP.

Al ternative scenarios also include water and/or gas neters

communi cating directly to a sparsely depl oyed network infrastructure,
requiring increased transmt power |levels for increased range that
significantly inpacts energy consunption and battery lifetine. For
such networks, the routing protocol mnust configure routes with energy
consunption in nmind. The NAPs, however, are typically mains powered
as in AM networks with electric meters.

RPL is designed to operate in energy-constrained environnents and

i ncl udes energy-saving nechanisns (e.g. Trickle tiners) and energy-
aware netrics. By supporting a nunber of different netrics and
constraints, RPL is also designed to support networks conposed of
nodes that have vastly different characteristics
[I-D.ietf-roll-routing-metrics].

1.3. Routing Protocol for LLNs (RPL)

RPL provides routing functionality for mesh networks conposed of a
| arge number of resource-constrai ned devices interconnected by | ow
power and lossy links. Constrained devices within the same network
typically communi cate through a comobn aggregation point (e.g., a
border router). RPL builds a Directed Acyclic Graph (DAG routing
structure rooted at the aggregation point. It ensures |oop-free
routing, support for alternate routes, and a wi de range of routing
metrics and policies.

This note describes the applicability of RPL defined in

[I-D.ietf-roll-rpl] to AM depl oynents. RPL was designed to neet the
followi ng application requirenents:
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0 Routing Requirenents for U ban Low Power and Lossy Networks
[ RFC5548] .

0 Industrial Routing Requirenents in Low Power and Lossy Networks
[ RFC5673] .

0 Home Automation Routing Requirenents in Low Power and Lossy
Net wor ks [ RFC5826] .

0 Building Automation Routing Requirenents in Low Power and Lossy
Net wor ks [ RFC5867] .

The Routing Requirenments for Urban Low Power and Lossy Networks is
nmost applicable to AM networks.

The ternminology used in this docunent is defined in
[I-D.ietf-roll-term nol ogy].

1.4. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Deploynent Scenari os
2.1. Network Topol ogy

AM networks are conposed of nmillions of endpoints distributed across
bot h urban and rural environnents. Such endpoints include electric,
gas, and water neters; distribution automation el enents; and in-hone
devices. Devices in the network conmunicate directly with other
devices in close proximty using a variety of |ow power and/or |ossy
link technologies that are both wired and wireless (e.g. |EEE
802.15.4, | EEE P1901.2, and WFi). Network elenents may not only
source and sink packets, but rust also forward packets to reduce the
need for dedicated routers and associ ated depl oynent costs.

In a typical AM depl oynent, groups of neters w thin physica
proximty formrouting domains. The size of each group in a typica
AM depl oynment can be from 1000 to 10000 or 15000 neters

Powered fromthe main line electric neters have | ess energy
constraints than battery powered devices and can afford the
addi tional resources required for routing packets. In nixed
environnents, electric neters provide the routing topol ogy while gas
and water neters operate as | eaves. However, in networks that cannot
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afford a powered infrastructure, gas and water nmeters nust either
talk directly to a network infrastructure or formtheir own routing
topol ogy, albeit with energy consunption in m nd.

Each neter routing donain is connected to a larger |IP infrastructure
t hrough one or nore LLN Border Routers (LBRs). The LBRs provide Wde
Area Network (WAN) connectivity through nore traditional links (e.g.
Et hernet, Cellular, Private WAN) or other wirel ess technol ogi es.

The meter networks nay al so serve as transit networks for other

devi ces, including battery powered gas and water neters, distribution
automation elenents (i.e. distribution sensors and actuators), and

i n-home devices. These other devices may utilize a different |ink-

| ayer technol ogy than the one used in the netering network.

2.2. Traffic Characteristics
2.2.1. Meter Data Managenent

Met er Data Managenent (MDM) applications typically require every
smart neter to conmunicate with a few head-end servers deployed in a
utility data center. As a result, all smart netering traffic
typically flows through the LBRs. 1n general, the vast ngjority of
traffic flows fromsmart neter devices to the head-end servers with
limted traffic flowi ng fromhead-end servers to smart neter devices.
In RPL term nology, this traffic flowis also referred to as

Mul tipoint-to-point Traffic (MP2P)

Smart neters may generate traffic according to a schedule (e.g. neter
read reporting), in response to on-denmand queries (e.g. on-denmand
meter read), or in response to events (e.g. power outages or |eak
detections). Such traffic is typically unicast since it is sent to a
si ngl e head-end server

Head- end servers nmay generate traffic to configure snart netering
devices or initiate queries. Head-end servers generate both unicast
and nulticast traffic to efficiently communicate with a single device
or groups of devices. In RPL ternminology, this traffic flowis also
referred to as Point-to-Miltipoint Traffic (P2MP). The head-end
server may send a single snall packet at a tinme (e.g. a neter read
request or snmall configuration change) or many | arge packets in
sequence (e.g. a firmwvare upgrade across one or thousands of

devi ces).

VWil e smart metering applications typically do not have hard real -
tinme constraints, they are often subject to stringent |atency and

reliability service | evel agreenents. Sone applications al so have
stringent latency requirements to function properly.
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2.2.2. Distribution Autonation

Distribution Autormation (DA) applications typically involve a snall
number of devices that communicate with each other in a Point-to-
Poi nt (P2P) fashion. The DA devices nmay or may not be in close
physical proximty.

DA applications typically have nore stringent |atency requirenments
than MDM applications

2.2.3. Energing Applications

There are a nunber of energing applications (e.g. Electric Vehicle
charging) that may involve P2P conmunication as well. These
applications may eventually have nore stringent |atency requirenents
than MDM applications

3. Using RPL to Meet Functional Requirenents

The functional requirements for nost AM deploynents are simlar to
those listed in [ RFC5548].

0 The routing protocol MJIST be capable of supporting the
organi zation of a |arge nunber of nodes into regions containing on
the order of 1072 to 104 nodes each

0 The routing protocol MJIST provide nmechani snms to support
configuration of the routing protocol itself.

o The routing protocol SHOULD support and utilize the |arge nunber
of highly direct flows to a few head-end servers to handl e
scal ability.

0 The routing protocol MJIST dynami cally conpute and sel ect effective
routes conposed of | ow power and |ossy links. Local network
dynani cs SHOULD NOT inpact the entire network. The routing
prot ocol MJIST compute multiple paths when possible.

0 The routing protocol MJIST support multicast and anycast
addressing. The routing protocol SHOULD support fornation and
identification of groups of field devices in the network

RPL efficiently supports scalability and highly directed traffic

fl ows between every smart neter and the few head-end servers by

building a Directed Acyclic G aph (DAG rooted at each LBR

RPL supports zero-touch configuration by providing in-band nethods
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for configuring RPL variables using DI O nessages.

RPL supports time-varying link qualities by allow ng the use of
metrics that effectively characterize the quality of a path (e.qg.
Estimated Transm ssion Count (ETX)). RPL limts the inpact of
changi ng | ocal conditions by discovering and maintaining multiple DAG
parents and providing a |local repair mechani smwhen all parents have
been dropped.

4, RPL Profile

This section outlines a RPL profile for npst representative AM
depl oynent s.

4.1. RPL Features
4.1.1. Storing vs. Non-Storing Mde

In nost scenarios, electric meters can utilize the power they are
monitoring for their own processing and conmputation and are not as
constrained in energy consunption. Instead, the capabilities of an
electric neter are primarily constrained by cost. As a result,
different AM deploynments can vary significantly in terms of the
menory, conputational, and conmmunication trade-offs that were made
for their devices. For this reason, the use of RPL storing or non-
storing node SHOULD be depl oynent specific.

When neters are nenory constrai ned and cannot adequately store route
tabl es to support downward routing, non-storing node is preferred.
However, when nodes are capabl e of adequately storing such routing
tabl es, storing node can |l ead to shorter paths and reduce channel
utilization near the root.

4.1.2. DAO Policy
Two-way comunication is required in AM systens. As a result,
electric neters SHOULD send DAO nessages to establish downward paths
back to thensel ves

4.1.3. Path Metrics
Smart netering deployments utilize link technol ogi es that can exhibit
significant packet loss. To characterize a path over such |ink
technol ogi es, AM depl oynents can use the Expected Transm ssi on Count
(ETX) netric as defined in[l-D.ietf-roll-routing-netrics].

For water- and gas-only networks that cannot rely on a powered
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infrastructure, energy constraints may require sinpler nmetrics that
do not require as nmuch energy to conpute. In particular, Hop Count
and Link Quality Level may be nore suitable in such depl oynents.

O her netrics may be vendor-specific or defined at a later tine into
conpani on RFCs.

4.1.4. (Objective Function

RPL relies on an bjective Function for selecting parents and
conputing path costs and rank. This objective function is decoupled
fromthe core RPL nmechani sns but also fromthe nmetrics in use in the
network. Two objective functions for RPL have been defined:

0 OF0 which does not deal with any netric,
0 MRHOF which deals with a single netric.

Both of them define the selection of a preferred parent and backup
parents. Note that these (Cbjective Functions do not support multiple
metrics that mght be required in heterogeneous networks (i.e.

net wor ks conposed of devices with varying energy constraints). Wile
RPL provides the flexibility to support additional netrics, a new

bj ective Function MAY be specified to properly handl e additiona
nmetrics.

4.1.5. DODAG Repair

To effectively handle tine-varying link characteristics, AM
depl oynents SHOULD utilize the local repair nmechanisns in RPL.

The first mechanismfor |ocal repair when a node loses its parents is
to detach froma DODAG then re-attach to the sanme or different DODAG
at a later time. Wiile detached, a node advertises an infinite rank
value so that its children can select a different parent. This
process i s known as poi soning and described in Section 8.2.2.5 of
[I-Dietf-roll-rpl]. Wiile RPL provides an option to forma |oca
DODAG doing so in AM deploynents is of little benefit since AM
applications typically conmunicate through a LBR. After the detached
node has made sufficient effort to send notification to its children
that it is detached, the node can rejoin the sane DODAG wi th a hi gher
rank value. Note that when joining a different DODAG the node need
not perform poi soni ng.

The second nechanismis a limt on how nuch a node can increase its
rank within a given DODAG Version. Setting the DAGVaxRankl ncrease to
a non-zero value enables this local repair nechanism Setting
DAGVaxRankl ncrease to a value less than infinity linmts the cost of
count-to-infinity scenari os when they occur
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The third mechanismis | oop detection, enabled by including the rank
val ue of a node in packets forwarded towards the root in RPL Packet
Information [I-D.ietf-6man-rpl-option]. Note that |oop detection is
not needed when sendi ng packets using strict source routing.

6. Security

AM depl oynents operate in areas that do not provide any physica
security. For this reason, the link technol ogies used within AM
depl oynents typically provide security nechanisns to ensure
confidentiality, integrity, and freshness. As a result, AM

depl oynents nmay not need to inplement RPL's security nechani sns and
could rely on link layer security features.

RPL Options
Recommended Configuration Defaults and Ranges

0 AM deploynments can involve densities of hundreds of devices
wi t hi n communi cation range. As a result, such networks SHOULD set
the DO ntervalMn to 16 or nore, giving a Trickle Imn of 1
m nute or nore. For | ow energy consunption operations, such
net wor ks SHOULD set DI O nterval Mn be set to a higher val ue.

0 AM deployments SHOULD set DI O nterval Doublings to a val ue that
gives a Trickle Imax of 2 hours or nore. For |ow energy
consunption operations, such networks SHOULD set
Dl O nterval Doublings to a value that gives a Trickle Imax of e.qg.
2 days.

0 AM deploynments SHOULD set DI ORedundancyConstant to a val ue of 10
or nore.

0o AM depl oynents SHOULD set M nHopRankl ncrease to 256, giving 8
bits of resolution (e.g. for the ETX netric).

0 To enable local repair, AM deploynents SHOULD set MaxRankl ncrease
to a value that allows a device to nove a small nunber of hops
away fromthe root. Wth a M nHopRankl ncrease of 256, a
MaxRankl ncrease of 1024 would all ow a device to nove up to 4 hops
avnay.

O her Rel ated Protocol s

Thi s docunent contains no other rel ated protocols.
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6. | ANA Consi derati ons

This meno includes no request to | ANA

7. Security Considerations

This meno includes no security considerations.
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