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1. Introduction

DS-Lite [I-D.ietf-softwire-dual -stack-lite] is a technique to
rationalize the use of the renmining | Pv4 addresses during the
transition period. The current design of DS-Lite covers unicast
servi ces exclusively.

If custoners access |Pv4 multicast-based service offerings through a
DS-Lite environment, AFTR (Address Fanmily Transition Router) devices
have to process all the I GW reports [RFC2236] [ RRFC3376] received
within | Pvd-in-1Pv6 tunnels and behave as a replication point for
downstream nul ticast traffic. That is likely to severely affect the
mul ticast traffic forwarding efficiency by |osing the benefits of
deterministic replication of the data as close to the receivers as
possi ble. As a consequence, the downstream bandwi dth will be vastly
consuned while the AFTR capability nay becone rapidly overl oaded, in
particular if the AFTR capability is deployed in a centralized
nmanner .

Thi s docunment di scusses an extension to the DS-Lite nodel to be used
for the delivery of IPv4d nmulticast-based service offerings

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Term nol ogy
Thi s docunment nmakes use of the follow ng terns:

0 | Pv4-enbedded | Pv6 address: is an | Pv6 address which enbeds a 32
bi t-encoded | Pv4 address. An | Pv4-enbedded | Pv6 address can be
uni cast or nulticast.

o nmPrefix64: is a dedicated nmulticast |Pv6 prefix for constructing
| Pv4- enbedded |1 Pv6 nulticast address
[1-D. boucadair-behave-64-nul ti cast-address-format]. nPrefix64 can
be of two types: ASM nPrefix64 used in ASM node or SSM nPrefi x64
used in SSM node [ RFC4607].

0 uPrefix64: is a dedicated unicast |Pv6 prefix for constructing
| Pv4- embedded | Pv6 uni cast address [ RFC6052].

0o Milticast AFTR (mMAFTR for short): is a functional entity which is
part of both the IPv4 and I Pv6 nulticast distribution trees and
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which replicates IPv4 nulticast streans into | Pv4-in-1Pv6 streans
in the rel evant branches of the | Pv6 nulticast distribution tree.

0o Milticast B4 (nB4 for short): is a functional entity enbedded in a
CPE, which is able to enforce an | GW-M.D i nterworking function (
refer to Section 6.1) together with a de-capsul ation function of
received multicast |Pv4-in-1Pv6 packets.

3. Context and Scope
3.1. IPTV-centric View
| PTV generally includes two categories of service offerings:

1. VoD (Video on Demand) or Catch-up TV channels streans that are
del i vered using unicast node to receivers

2. Live TV Broadcast services that are generally multicast to
receivers.

Nunerous players intervene in the delivery of this service:

0 Content Providers: the content can be provided by the sane
provi der as the one providing the connectivity service or by
di stinct providers;

0 Network Provider: the one providing network connectivity service
(e.g., responsible for carrying nmulticast flows from head-ends to
receivers). Refer to [I-D.ietf-nmboned-mnultiaaa-franework].

Many of the current |PTV contents are likely to remain |Pv4-formatted
and out of control of the network providers. Additionally, there are
nunerous | egacy receivers (e.g., |IPv4-only Set Top Boxes (STB)) that
can’t be upgraded or be easily replaced. As a consequence, |Pv4
service continuity nust be guaranteed during the transition period,
including the delivery of multicast-based services such as Live TV
Broadcasting. The dilemma is the same as in the transition of

uni cast-based I nternet services where the custonmer prem ses and

gl obal Internet are out of control of the service providers even if
they would like to pronote the use of IPv6. The DS-Lite design tries
to elinnate this issue by decoupling the | Pv6 depl oynents in service
provider networks fromthat in global Internet and in custoner

devi ces and applications.

DS-Lite can be seen as a catalyst for |Pv6e depl oynent while

preserving custoner’s Quality of Experience (QE). This is also the
design goal of the solution proposed in this document for DS-Lite
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servi ced custoners who have subscribed to a nulticast-based service
of f eri ng.

3.2. Scope

Thi s docunment focuses only on issues raised by a DS-Lite networking
envi ronnment: subscription to an I Pv4 nmulticast group and the delivery
of IPv4-formatted content to | Pv4 receivers. |In particular, only the
foll owi ng case is covered

1. An IPv4 receiver accessing |Pv4 content (i.e., content formatted
and reachable in |Pv4)

A viable scenario for this use case in DS-Lite environment: Custoners
with | egacy receivers must continue to access the |Pv4-enabled

mul ticast services. This means the traffic should be accessed
through I Pv4 and additional functions are needed to traverse
operators’ |Pv6- enabled network which is the purpose of this
docunment. While since technically, there is no extra function
required for the scenario of native access (i.e. to access dual -stack
content natively fromthe I Pv6 receiver), this portion is not taken
into account. Refer to [I-D.jacl ee-behave-v4v6-ntast-ps] for the
depl oynent consi derati ons.

Thi s docunent does not cover the case where an | Pv4 host connected to
a CPE served by a DS-Lite AFTR can be the source of multicast
traffic.

Not e that sone contract agreenents prevent a network provider to
alter the content as sent by the content provider, in particular for
copyright, confidentiality and SLA assurance reasons. The streans
shoul d be delivered unaltered to requesting users.

4. Sol ution Overview

In the original DS-Lite specification
[I-D.ietf-softwi re-dual -stack-lite], an I Pv4-in-1Pv6 tunnel is used
to carry the bidirectional |1Pv4 unicast traffic between B4 and AFTR
Thi s docunent defines an | Pv4-in-1Pv6 encapsul ati on schene to deliver
nmul ticast traffic. Wthin the context of this docunent, an |Pv4
derived I Pv6 multicast address is used as the destination of the
encapsul ated unidirectional IPv4-in-1Pv6 nulticast traffic fromthe
MAFTR to the nmB4. The |1 Pv4 address of the source of the nulticast
content is represented in the IPv6 realmw th an | Pv4-enbedded | Pv6
address as wel | .

See followi ng sections for the nulticast distribution tree
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establi shnent (Section 4.3) and the multicast traffic forwarding
(Section 4.4).

Note that IPv4-in-1Pv6 encapsulated nulticast flows are treated in an
IPv6 realmlike any other IPv6 nulticast flow Upon conpletion of
the establishnent of a nmulticast distribution tree, no extra function
is required to be defined to forward I Pv4-in-1Pv6 nmulticast traffic
in the | Pv6 network.

4.1. Rationale
Thi s docunent introduces two new functional elenents (Figure 1):

1. The mAFTR responsible for replicating IPv4 nmulticast flows in
the 1Pv6 domain owing to a stateless I Pv4-in-1Pv6 encapsul ati on
function. The mAFTR does not undertake any NAT operation. The
MAFTR is a demarcation point which connects to both the | Pv4 and
| Pv6 mul ticast networks.

2. The nmB4: is a functional entity enbedded in a CPE responsible for

the de-capsul ation of the received IPv4-in-1Pv6 nulticast packets
and forwarding themto the appropriate | Pv4d receivers.
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Figure 1: Functional Architecture
4.2. | Pv4-enbedded | Pv6 Address Prefixes

A dedicated I Pv6 nmulticast prefix (nPrefix64) is needed for formng
| Pv6 nmul ticast addresses, with IPv4 nulticast address enbedded. The
nPrefix64 can be of two types: ASM nPrefix64 (an nPrefix64 used in
ASM nmode) or SSM nPrefix64 (an nPrefix64 used in SSM node), and MJST
be derived fromthe corresponding | Pv6 nmulticast address space

[1-D. boucadair-behave-64-nul ti cast-address-format].

In addition, the address of the IPv4 nulticast source should be
mapped to | Pv6 addresses in the IPv6 realm an |Pv6 unicast prefix
(uPrefix64) is therefore needed for form ng |IPv6 unicast addresses
with I Pv4 uni cast address enbedded. The uPrefix64 MJST be derived
fromthe I Pv6 unicast address space [ RFC6052].

The mMAFTR and nmB4 MJUST use the sane nPrefixe64 and uPrefi x64, and the
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same al gorithm for building |IPv4d-enbedded | Pv6 addresses. Refer to
Section 5 for nore details on the | Pv6 address fornmat.

4.3. Milticast Distribution Tree

Assume that an | Pv4 receiver sends an | GW Report towards the nB4 to
join a given multicast group. After receiving the | GW Report
message, the nmB4 converts the | GW nmessage into a M.D Report

[ RFC2710] nessage which will then be forwarded upstream towards the
M.D Querier. The M.D Querier is likely to coexist with the PIM DR
where the PIM/6 Join nessage will be triggered and sent up hop by hop
along the PIM/6 routers. Note that the mAFTR is in the path to reach
the 1 Pv4 source; this is typically achieved by the underlying unicast
| Pv6 routing protocol that advertises the unicast |Pv4-enbedded | Pv6
addresses: these addresses are used to represent |Pv4 sources in the
| Pv6 mul ticast domain.

Both the MLD and the PI M/6 Joi n nmessages convey the | Pv6 address of
the multicast group to be joined. The corresponding |Pv6 nulticast
group address is constructed by using the pre-configured nPrefix64
and an algorithmso that the IPv4 nulticast group address is enbedded
accordi ngly.

When source-specific nulticast is deployed, the I Pv6 address of the
mul ti cast source should be constructed in the same way (using
uPrefix64, with IPv4 multicast source enbedded). Refer to Section
6.1 for nore details of the nB4 function

o If the mAFTR i s enbedded in the M.D Querier/PIM6 DR, it should
process the recei ved M.D Report nessage for the | Pv4d-enbedded | Pv6
group and send the corresponding | Pv4 Pl M Join nessage.

o If the mAFTR i s enbedded in some upstream Pl M/6 router nore than
one hop away fromthe nB4, it should process the received Pl M6
Join nessage for the | Pv4-enbedded | Pv6 group and send the
correspondi ng | Pv4 PI M Joi n nmessage.

In both cases, an entry for an I Pv6 nmulticast group address is
created by the mMAFTR in its multicast Routing Information Base and is
used to forward nulticast IPv4-in-1Pv6 datagrans. Refer to Section
7.1 for nore details about the mAFTR function

A branch of the multicast distribution tree is then established,

conmprising both an I Pv4 part (fromthe mAFTR upstream) and an | Pv6
part (between the nB4 and the mMAFTR).
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4.4. Milticast Forwarding

Whenever an | Pv4 multicast packet is received on a mMAFTR (this
assunes the RPF Check has passed Section 7.1), it will be

encapsul ated into an | Pv6 packet using the |Pv4-enbedded | Pv6

nmul ti cast address as the destination address and an | Pv4- enbedded

| Pv6 uni cast address as the source of the IPv4-in-1Pv6 packet. The
new | Pv6 multicast packet will then be sent through the outgoing
interface of the matching entry in the nmulticast routing table and
forwarded down the | Pv6 nulticast distribution tree towards the nB4.

When recei ving the packet, the nmB4 should de-capsulate it and forward
the original |IPv4 nmulticast packet to the appropriate receiver. |If
nmB4 does not have any route to forward the packet (e.g., change of
the 1 Pv4 address w thout cleaning M.D states), the encapsul ated |Pv4
datagramis silently dropped.

Note that: There is an alternative to the encapsul ati on based
mechani sm (which is detailed in this nmeno) for Milticast Forwarding:
Transl ati on based approach, which is per

[1-D. boucadair-behave-64-nul ti cast-address-format], [RFC6052] and

[ RFC6145]. Refer to Appendi x A

4.5, Milticast DS-Lite vs. Unicast DS-Lite

Unl i ke a unicast AFTR, a mAFTR does not perform any NAT for
delivering IPv4 multicast traffic.

Unli ke unicast DS-Lite, a nB4 does not need to di scover a mAFTR

MAFTR is responsible for encapsulating in a statel ess nanner the |Pv4
multicast traffic into | Pv6 datagranms. nB4 is responsible for de-
capsulating in a statel ess manner the IPv4-in-1Pv6 nulticast traffic.
Further elaboration is provided in the followi ng sections about the
behavi our of the mAFTR and the nB4.

The corresponding nulticast DS-Lite and the unicast DS-Lite
functional elenments can be co-located in the sane device or
separ at ed.

5. Address Mappi ng

5.1. Prefix Assignnent
In order to map the addresses of IPv4 nulticast traffic with IPv6

mul ti cast addresses, an | Pv6 nulticast prefix (nPrefix64) and an | Pv6
uni cast prefix (uPrefix64) are provided to mMAFTR and nmB4 el enents.
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5.

6

6

The address format to be used is being left to the responsibility of
the service provider as indicated in [ RFC6052] and
[1-D. boucadair-behave- 64-nul ti cast-address-format].

The nPrefix64 and uPrefix64 together with the address format to be

used can be configured in the mB4 through a dedi cated provisioning

protocol, such as DHCPv6 or another protocol. Two candi date DHCPv6
options are identified in [I-D.ietf-behave-nat64-1 earn-anal ysi s].

2. Text Representation Exanples

Group address mappi ng exanpl e when a /96 is used:

B B T B +
| nPr ef i x64 | I'Pv4 address | | Pv4-Enbedded | Pv6 address

o e e e e e e e oo oo [ o +
| ffxx:abc::/96 | 230.1.2.3 | ffxx:abc::230.1.2.3 |
o e e e e e e aa oo o o m e e e e e e e e eaaa o +

Fom e e e e oo S o e e m e e e e e e e e oo +
| uPrefi x64 | I'Pv4 address | | Pv4-Enbedded | Pv6 address |
o e e e e e e aa oo o o m e e e e e e e e eaaa o +
[ 2001: db8::/96 | 192.1.2.3 | 2001:db8::192.1.2.3 |
o e e e e e e e e e oo B B +

Mul ticast B4 (nB4)
1. 1GW-MD Interworking function

| GWP- MLD | nt erwor ki ng functi on conbi nes the | GW/ M.D Proxyi ng
function specified in [ RFC4605] and the | GvW/ M.D adaptation function
which is nmeant to reflect the contents of | GW nessages into M.D
nmessages.

Then mB4 perfornms the router portion of the | GW protocol on each
downstreaminterface and perforns the host portion of the M.D
protocol on the upstreaminterface (Figure 2).

The out put of the operation is a set of nenbership information which
i s maintained separately on each downstreaminterface (e.g., Wfi and
Wred Ethernet). |In addition, the nmenbership information on each
downstreaminterface is nerged into the nenbershi p database on which
the I Pv4 nulticast packets are forwarded by nB4.
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N =Y S | CPE |--------- |  MD |

Fi gure 2: | GWP-M.D | nt erwor ki ng

When an | GW Report nessage is received froma receiver to subscribe
to a given nulticast group G (e.g., 230.1.2.3) (and optionally
associated to a source 192.1.2.3 if SSM node is used), the nB4 MJST
send an MLD Report nessage to subscribe to the corresponding | Pv6
group identified by an | Pv4-enbedded | Pv6 nulticast address using a
pre-configured prefix and algorithm (e.g., ffxx:abc::230.1.2.3 (and
optionally source 2001:db8::192.1.2.3 if SSM node is used)). The M.D
Report message is sent through the upstreaminterface natively (i.e.
wi t hout any encapsul ati on).

6.2. De-capsul ation and Forwardi ng

When the nB4 receives an I Pv6 nulticast packet, it checks whether the
group address is in the range of nPrefix64 and the source address is

in the range of uPrefix64. |If it is true, the nB4 MJUST de-capsul ate

the I Pv4-in-1Pv6 packets to extract the original |Pv4 nmulticast

packets.

Then the 1 Pv4 nulticast packet will be forwarded to downstream
recei vers based on information maintained by the nB4 in the
menbershi p database. If no route is found, the packet is silently
dr opped.

6.3. Fragnentation

Encapsul ating |1 Pv4 over 1Pv6 from mAFTR to nB4 for data forwarding
reduces the effective MIU size by the size of an | Pv6 header
(assum ng [ RFC2473] encapsulation). To avoid fragnentation, a
service provider may increase the MIU size by 40 bytes on the | Pv6
network or mAFTR and nB4 may use | Pv6 Path MIU di scovery.

6. 4. Host with nmB4 function enbedded

The mB4 function can be enbedded in the CE or in a dual -stack host
behind the CP router (e.g., STB). |If nB4 is enbedded in the STB, the
| GW- MLD i nterworking function is not needed. The STB shoul d

fornul ate the MLD nmessage correspondi ngly based on given | Pv4d group
address to be joint using nPrefix64 (and uPrefix64 for |Pv4-enbedded
source if SSMis depl oyed), and de-encapsul ate the downstream

mul ticast traffics received by itself.
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7. Milticast AFTR (mMAFTR)
7.1. Routing Considerations

Except the need for the mAFTR to belong to | Pv4 mul ticast
distribution trees and to be on the reverse path towards the source
when perform ng RPF checks on PI M6 routers, no further routing
constraint is to be taken into account.

Havi ng the mAFTR in the reverse path ensures PIMJoin sent to the
source (e.g., SSM node or SPT node in ASM will be intercepted by the
MAFTR.

7.2. Processing PIM MD Joi n Messages

Upon receipt of the PIMMD Join for an I Pv6 group (e.g., ffxx:abc:
230.1.2.3), the mAFTR checks the corresponding entry in the |IPv6

nmul ticast routing table and adds the I Pv6 interface through which the
Joi n message has been received into the Qut-Interface-List of that
entry. |If the entry does not exist, a new one will be created, as
per typical PIMmachinery [RFC4601]. The mAFTR shoul d check whet her
the 1 Pv6 group address belongs to the nPrefix64 (e.g., ffxx:
abc::/96). If so, the mMAFTR will need to extract the |IPv4 group
address (e.g., 230.1.2.3) fromthe | Pv4-enbedded | Pv6 address (e.g.
according to [|-D. boucadair-behave-64-nulticast-address-format]) and
check the corresponding entry in the IPv4 multicast routing table
then add the tunnel interface into the Qut-Interface-List of that
entry. |If the entry does not exist, a new entry should be created
and a PIMjoin nmessage for that IPv4 group will be sent towards the
RP or source connected to the | Pv4 network

When SSM i s depl oyed, the mMAFTR would in addition check if the source
(e.g., 2001:db8::192.1.2.3) described in the PIMW6 Join nessage

bel ongs to uPrefix64 (e.g., 2001:db8::/96). |If so, it can then send
a PIM (S, G Join nessage directly towards the | Pv4 source (e.qg.
192.1.2.3).

The initialization of the tunnel interface (used for encapsul ation
pur poses) on the mMAFTR is out of the scope of this document.

7.3. Reliability
For robustness, reliability and |oad distribution purposes, severa
nodes in the network can enbed the mMAFTR function. |In such case, the

same | Pv6 prefixes (i.e., nPrefix64 and uPrefix64) and algorithmto
build | Pv4-enbedded | Pv6 addresses MJUST be configured on those nodes.
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7.4. ASM Mode: Buil ding Shared Trees
7.4.1. 1Pv4 Side

For a given Rendezvous Point (RP) used in the IPv4 realm there is no
new requirenent. Like any other IPv4 PIMrouter, the RP of each |Pv4
nmul ti cast groups is configured to the mAFTR or di scovered using sone
appropriate neans. Myreover, PIMSMregistration procedure [RFC4601]
inthe IPv4 real mis not inpacted

Shared I Pv4 nulticast trees are built using the procedure defined in
[ RFC4601] for instance.

7.4.2. 1Pv6 Side

In the | Pv6 side, the RP of |Pv4-enbedded I Pv6 nulticast groups is
configured to all 1Pv6 PIMrouters or discovered using appropriate
means. For the sake of sinplicity, it is RECOWENDED to configure an
MAFTR as the RP for | Pv4-enbedded | Pv6 nul ticast groups.

[Note 1: If some other I1Pv6 nulticast router wants to becone the
RP of the | Pv4-enbedded I Pv6 nulticast groups, it may require an
MAFTR to enul ate the PI M Source Regi ster procedure on behal f of

| Pv4- enbedded | Pv6 sources with the RP. The PI M Source Register
procedure in the | Pv4 domain is not altered.]

[Note 2: How the mMAFTR is aware about the sources? This can be
consi dered as depl oynent - speci fic:

(i) By configuration: mAFTR can be configured to join a set of
I Pv4 nmulticast groups and to initiate a registration procedure
on behalf of a set of sources to the RP in the v6 domain;

(ii) Dynamic: this assunes that mMAFTR is configured to join a
set of IPv4 nulticast groups. The source address of received
flows will be used as a trigger to initiate the registration
procedure to the RP in the I Pv6 donain. There is a special
case where MAFTR is the RP of the IPv4 group in the | Pv4
domai n: The registration procedure should then be relayed to
the RP in the | Pv6 donain.

]

Shared 1 Pv6 nulticast trees are built using the procedure defined in
[ RFC4601] for instance. Switching froma shared tree to source-based
tree can be accommpdated since the mAFTR is in the path to join the
source.
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The MAFTR will graft to the |Pv4 shared tree either because it has
been configured with the list of IPv4 nulticast groups that will be

subscribed by the DS-Lite serviced receivers downstream or upon
recei pt of a PIMW6 Join nessage

An exanpl e of the exchange of PIM nessages is illustrated in
Fi gure 3.
/ \
| IPv4d network |
\ /
--:---i---;-
| Pv4 Mul ticast : [ . PIMW4 Join
v
S +
| mMAFTR |
o m e e oo o - +
. 0" . .
I Pv6 Multicast |:| | : (PIM6 Join, PIM6 Routers in between)
(1 Pv4 enbedded) |.| .
/ \
| 1Pv6 network |
\ /
[ | . M.D Report
Ivl |
R +
I B4 I
Fom e e e e - - +
: [ n
| Pv4 Multicast | . | GWP Report
% | :
R +
| | Pv4 |
| Receiver |
[ S +

Fi gure 3: Procedure Overview

7.5. TTL/ Scope

The Scope field of IPv4-in-1Pv6 nulticast addresses can be valued to
"E' (dobal scope) or to "8" (Organization-local scope). This is
left to service providers taste
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7.6. Encapsul ation and forwarding

When receiving an I Pv4 nulticast packet, a | ookup of the |IPv4
multicast routing table is perforned by the Pl M4 router that enbeds
the mAFTR capability. |If an interface used for |Pv4-in-1Pv6
encapsul ation is found in the Qut-Interface-List of the matching
entry, the encapsul ation operation is triggered. The mAFTR

encapsul ates in a statel ess fashion the I Pv4 nulticast packet into an
I Pv6 nulticast datagram It MJST use the pre-provisioned nPrefix64/
uPrefix64 together with an algorithmfor building the |IPv4-enbedded
I Pv6 nulticast address that identifies the nulticast group, as well
as the I Pv6 source address that represents the | Pv4 source in the

| Pv6 net worKk.

As an illustration, if a packet is received fromsource 192.1.2.3 and
forwarded to group 230.1.2.3, the mAFTR encapsul ates it into an |IPv6
mul ti cast packet using ffxx:abc::230.1.2.3 as the destination |Pv6
address and 2001:db8::192.1.2.3 as the nulticast source address.

Then a | ookup of the IPv6 multicast routing table is performed by the
PI M/6 router that enmbeds the mAFTR capability, based on the |Pv4-
enbedded | Pv6 address. |If a matching entry is found and there exi st
IPv6 interfaces in the Qut-Interface-List, the IPv6 nulticast packet
will be sent out through these interfaces and forwarded down the

mul ticast distribution tree towards the nB4 devices.

8. Optimzation in L2 Access Networks

The approach specified in this docunent is conpatible with a Layer-2
i nfrastructure which may be involved for determnistic nulticast
replication.

The 1 Pv4-in-1Pv6 encapsul ated nulticast flows destined to |IPv4-
enbedded | Pv6 group addresses are treated as any | Pv6 nulticast flow,
and can be replicated across Miulticast VLANs. Additionally,
mechani sms such as MLD Snoopi ng, M.D Proxying, etc., can be

i ntroduced into the distributed Access Network Nodes (e.g.
Aggregati on Switches, xPON devices) which then could behave as M.D
Querier and replicate nulticast flows as appropriate. Thus, the

mul ticast replication point is noved downward cl oser to the
receivers, so that bandw dth consunption is optim zed

9. Security Considerations

Thi s docunment does not introduce any new security concern in addition
to what is discussed in Section 5 of [ RFC6052], Section 10 of
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[ RFC3810] and Section 6 of [RFC4601].
9.1. Firewall Configuration

The CPE shoul d be configured to accept incom ng M.D nessages and
traffic forwarded to nulticast groups subscribed by receivers |ocated
in the custoner prem ses.
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Appendi x A.  Transl ation vs. Encapsul ation

In order to deliver IPv4 nmulticast flows to DS-Lite serviced
receivers, two options can be considered: (1) Translation
(2) Encapsul ati on.

It should be noted that sone contract agreenent nmay prevent the
contents frombeing altered. In this case, the enploynent of the
transl ati on approach may raise issues e.g., Integrity Check failures.

A.1l. Transl ation

To delivery IPvd multicasst contents to an | Pv4 receiver: Introduce
translation functions at the boundaries of |Pv6 network. The |Pv4-
translated nulticast streanms are distributed within the | Pv6 network
natively until the customer prenises device where the | Pv4-translated
| Pv6 streans are transl ated back and passed to | Pv4 receivers
Multicast Distribution Tree is established by normal nachi nery of
control protocols (e.g. 1GwW, MD, PlIMW4/v6) and the Interworking
functions (e.g. |1GW-MD, PIMW6-PIM4), refer to Section 6 and
Section 7. The translation function is stateless owing to the use of
| Pv4- Enbedded | Pv6 address

[1-D. boucadair-behave- 64-nul ti cast-address-format] and [ RFC6052].

A. 2. Encapsul ation

To deliver IPv4 multicast contents to an | Pv4 receiver: Introduce two
el ements at the boundaries of |IPv6 network, mAFTR and nB4. Milti cast
Distribution Tree is established by normal machinery of contro
protocols (e.g. |1GW, MD, PIM4/v6) and the Interworking functions
(e.g. 1GwW-MD, PIM®6-PIM4), refer to Section 6 and Section 7.

Miul ticast streams are forwarded to a receiver by using an | Pv4-in-

| Pv6 encapsul ation schene. The encapsul ation/ de-capsul ati on function
is statel ess owing to the use of |Pv4-Enbedded | Pv6 address

[1-D. boucadair-behave- 64-nul ti cast-address-format] and [ RFC6052].
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