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1.

I nt roducti on

4rd is a protocol mechanismto deploy IPv4 to sites via a service
provider’'s (SP's) IPv6 network. Simlar to Dual-Stack Lite
[I-D.ietf-softwire-dual -stack-lite], 4rd is designed to allow | Pv4
traffic to be delivered over an I Pv6 network wi thout the direct
provi sioning of |IPv4 addresses. 4rd can provide an | Pv4 prefix, an
| Pv4 address or a shared | Pv4 address. Like 6rd [RFC5969], 4rd is
operated in a fully stateless manner within the SP network. The
notivation for a stateless alternative to Dual-Stack Lite is
described in "Mtivations for Statel ess | Pv4 over |Pv6 Mgration
Sol utions" [I-D. operators-softwi re-statel ess-4v6-notivation].

4rd relies on IPv6 and is designed to deliver production-quality

dual -stack service while allowing |Pv4 to be phased out within the SP
network. The phasing out of IPv4 within the SP network is

i ndependent of whether the end user disables |Pv4d service or not.
Further, "Geenfield" |IPv6-only networks may use 4rd in order to
deliver IPv4 to sites via the IPv6 network in a way that does not
require protocol translation between |IPv4 and | Pv6.

4rd utilizes an algorithm c nmapping between the IPv6 and | Pv4
addresses that are assigned for use within the SP network. This
mappi ng provides automatic determination of |IPv6 tunnel endpoints
fromIPv4 destination addresses, allowi ng the statel ess operation of
4rd. 4rd views the I Pv6 network as a link layer for I Pv4 and supports
an automatic tunneling abstraction simlar to the Non-Broadcast

Mul tiple Access (NBMA) [ RFC2491] nodel .

The 4rd algorithm c mapping is also used to autonmatically provision
| Pv4 addresses and allocating a set of non-overl apping ports for each
4rd CE. The "SP-facing" (i.e., "WAN') side of the 4rd CE, operate as
native I Pv6 interface with no need for |1Pv4 operation or support. On
the "end-user-facing" (i.e., "LAN') side of a CE, IPv6 and I Pv4 are
i npl emented as for any native dual -stack service delivered by the SP

A 4rd domain consists of 4rd Custoner Edge (CE) routers and one or
nmore 4rd Border Relays (BRs). |1Pv4 packets encapsul ated by 4rd
follow the I Pv6 routing topology within the SP network between CEs
and anong CEs and BRs. CE to CE traffic is direct, while BRs are
traversed only for | Pv4 packets that are destined to or are arriving
fromoutside a given 4rd domain. As 4rd is stateless, BRs may be
reached using anycast for failover and resiliency.

4rd does not require any stateful NAPT [ RFC3022] functions at the BRs
or elsewhere within the SP network. Instead, 4rd allows for sharing
of I Pv4 addresses anong nultiple sites by automatically allocating a
set of non-overlapping ports for each CE as part of the statel ess
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mappi ng function. It is expected that the CEwll, in turn, perform
| ocal 1Pv4 Network Address and Port Transl ation (NAPT) [RFC3022]
functions for the site as is comonly perfornmed today, except

avoi ding ports outside of the allocated port set. Although 4rd is
designed primarily to support |Pv4 deploynment to a custoner site
(such as a residential hone network) by an SP, it can equally be
applied to an individual host acting as a CE router.

2. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

3. Term nol ogy

4rd domain (Domain): A set of 4rd CEs and BRs connected to the sane
virtual 4rd link. A service provider may
deploy 4rd with a single 4rd domain, or may
utilize multiple 4rd domains. Each domain
requires a separate 4rd prefix.

4rd Border Relay (BR): A 4rd-enabl ed router nanaged by the service
provi der at the edge of a 4rd domain. A Border
Rel ay router has at |east one of each of the
followi ng: an |IPv6-enabled interface, a 4rd
virtual interface acting as an endpoint for the
4rd IPv4 in IPv6 tunnel, and an IPv4 interface
connected to the native | Pv4 network. A 4rd BR
may al so be referred to sinply as a "BR'" within
the context of 4rd.

4rd Customer Edge (CE): A device functioning as a Custoner Edge
router in a 4rd deploynent. |In a residential
br oadband depl oynent, this type of device is
sonmetines referred to as a "Residential
Gat eway” (RG or "Custoner Prem ses Equipnent”
(CPE). A typical 4rd CE serving a residential
site has one WAN side interface, one or nore
LAN side interfaces, and a 4rd virtua
interface. A 4rd CE may also be referred to
simply as a "CE" within the context of 4rd.
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CE | Pv6 prefix: The | Pv6 prefix assigned to a CE by other means
than 4rd itself, and used by 4rd to derive a CE
4rd prefix.

CE | Pv6 address: The |1 Pv6 address given to the CE as part of

normal | Pv6 Internet access. This address is
used by a 4rd CE to create the 4rd prefix as

well as to send and receive | Pv6-encapsul at ed
| Pv4 packets.

CE 4rd prefix: The 4rd prefix of the CE. It is derived from
the CE | Pv6 prefix by a mapping rule according
to Section 5.1. Depending on its length, it is
an | Pv4 prefix, an |IPv4 address, or a shared
| Pv4 address followed by a Port-set ID
(Section 5.1.2).

Port-set |D: In a CE 4rd prefix longer than 32 bits, bits
that follow the first 32. It algorithnmically
identifies a set of ports exclusively assigned
to the CE. As specified in Section
Section 5.1.2, the set can conprise up to 4
di sjoint port ranges.

Dormai n | Pv6 prefix: An | Pv6 prefix assigned by an ISP to a 4rd
domai n.

Domai n | Pv4 prefix: A 4rd prefix assigned by an ISP to the 4rd
domai n.

| Pv4 Enbedded Address (EA) bits: The IPv4 EA-bits in the | Pv6
address identify an |1 Pv4 prefix, |Pv4 address
or part of IPv4 address and port set.

Shared | Pv4 address: An |IPv4 address that is shared anong nultiple
nodes. Each node has a separate part of the
transport |ayer port space.

4. 4rd Configuration

The | Pv4 prefix, |Pv4 address or shared | Pv4 address for use at a
customer site is created by extracting the | Pv4 enbedded address (EA-
bits) fromthe I Pv6 prefix delegated to the site. Conbined with the
4rd 1 Pv4 prefix, the IPv4 prefix, |IPv4 address or shared | Pv4 address
is automatically created by the CE for the custoner site when | Pv6
service i s obtained.
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For a given 4rd domain, the BR and CE MJUST be configured with a set
of mapping rules and BR | Pv6 addresses. The configured val ues for
these el ements MJUST be identical for all CEs and BRs within a given
4rd domai n.

A mapping rule consist of the following elements: a Domain | Pv6
prefix and prefix length, a Domain 4rd prefix and prefix length, CE

I Pv6 Prefix length, and a Domain | Pv6 suffix and length. See section
(Section 5.1) for a detailed description of mapping rules.

4.1. Custoner Edge Configuration

The 4rd configuration elenents are set to values that are the sane
across all CEs within a 4rd domain. The values nay be configured in
a variety of manners, including provisioning nethods such as the

Br oadband Forunmis "TR-69" [ TR069] Residential Gateway nmanagenent
interface, an XM.-based object retrieved after I Pv6 connectivity is
established, a DNS record, an SMv2 M B [RFC2578], or nanual
configuration by an admi nistrator. A conpani on docunent

[1-D. nrugal ski -dhc-dhcpv6-4rd] descri bes how to configure the
necessary paraneters via | Pv6 DHCP. A CE that allows |Pv6
configuration by |1 Pv6 DHCP SHOULD i nplenent this option. C her
configurati on and nanagenent methods may use the fornmat described by
this option for consistency and conveni ence of inplenentation on CEs
that support nultiple configuration nethods.

The only remaining provisioning information the CE requires in order
to calculate the 4rd address and enable | Pv6 connectivity is an |Pv6
prefix for the CEE This CE IPv6 prefix is configured as part of
obtaining I Pv6 Internet access (i.e., configured via SLAAC, DHCPv6,
DHCPv6 PD, or otherwi se).
A single 4rd CE MAY be connected to nore than one 4rd domain. Each
domain a given CE operates within would require its own set of 4rd
configuration el enents and woul d generate its own 4rd address.

5. Algorithnic mapping

5.1. Mapping Rul es

5.1.1. Froma CE IPv6 Prefix to a CE 4rd Prefix

A 4rd mapping rul e establishes a 1:1 nmappi ng between CE | Pv6 prefixes
and CE 4rd prefixes.
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R LT CE I Pv6 prefix (max 128) -------------- >
B B +
| Domai n | Pv6 prefix | EA-bits

2 e +

<-- Dormain |IPv6 Prefix length ->:<-- EA-bits length -->

'
\/

:<-- EA-bits length -->
e e +
| Domain 4rd prefix | EA-bits
N T ——_ e +
R CE 4rd prefix (max 47) --------- >

Figure 1: Froma CE IPv6 Prefix to a CE 4rd Prefix

A CE derives its CE 4rd prefix fromthe CE | Pv6 prefix, using
paraneters of the applicable mapping rule. If the domain has severa
mappi ng rules, the rule that applies is that whose Dormain | Pv6 prefix
has the | ongest match with the CE I Pv6 prefix. As shown in Figure 1,
the CE 4rd prefix is created by concatenating the Domain 4rd prefix
with the IPv4 EA-bits, where the IPv4 EA-bits is the remainder of the
CE I Pv6 prefix after the Domain | Pv6 prefix (the length of the Domain
| Pv6 prefix is defined by the mapping rule).

5.1.2. Froma CE 4rd Prefix to a Port-set |ID

Depending on its length, a CE 4rd prefix is either an | Pv4 prefix, a
full IPv4 address, or a shared | Pv4 address followed by a Port-set ID
(Figure 2). If it includes a port set ID, this ID specifies which
ports are assigned to the the CE for its exclusive use

(Section 5.1.3).
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<-- CE 4rd prefix length -->

S +- - -+
Shorter than 32 bits | | Pv4 prefix |
S +- - -+
S 32 - ---ee e >
<----- CE 4rd prefix length ----- >
oo s e e e e e e e e e oo - +
32 bits | Pv4 address
o m e e e e e e e e eeeeo s +
Commmmeieeiaos i J >
L CE 4rd prefix length ---------- >
2 S +
33 to 47 bits | | Pv4 shared address | Port-set |ID
oo e e e e e e eeee oo - Fom e e oo - +
R 32 ----------- ><- max 15 -->

Figure 2: Variants of CE 4rd prefixes
5.1.3. Froma Port-Set IDto a Port Set

The value of a Port-set ID specifies which ports can be used by a
transport |ayer protocol (UDP, TCP, SCTP etc). Design constraint of
the algorithmare the foll ow ng:

Fairness with respect to special-value ports: No port-set nust
contain any well-known ports [| ANA reference].

Fairness with respect to the nunber of ports For a Port-set-1Ds
having the same length, all sets nust have the
same nunber of ports

Exhausti veness For any Port-set-1D | ength, the aggregate of
port sets assigned for all values nmust include
all ordinary-val ue ports

If the Port-set IDhas 1 to 12 bits, the set conprises 4 port ranges.
As shown in Figure 3, each port range is defined by its port prefix,
made of a range-specific "head" followed by the Port-set ID. Head
values are in binary 1, 01, 001, and 0001. They are chosen to

excl ude ports 0-4095 and only them
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<------- Port (16 bits) -------- >

B e o o o e s I S S R e R
Port-range a [ 1] x x x X X X X X| | OxF780 - OxF7FF
(head = 1) B S Tl i S S S S S

\ \

T S S i SN SN S
Port-range b |0 1] x x X X X X X X| | Ox7BCO0 - Ox7BFF
(head = 01) +-+-+-+-+-+-+-+-+- - - - - - - -+

\ \

B ol o s ks st S S S S S R S e
Port-range c [0 0 1]x x X X X X X X| | Ox3DEO - Ox3DFF
(head = 001) i S i S S

\ \

B Tl T sl i S S S S S
Port-range d [0 00 1x x X X X X X X| | Ox1EFO - Ox1EFF
( head = 0001) +-+-+-+-+-+-+-+-+- - -+ - -+ -+

<- head-><--Port-set |ID> I\

<-- Port-range prefix --><-tail-> [
[ |
Exanpl e of Port-ranges
if the Port-set IDis OxEF

Figure 3: From Port-set IDto Port ranges

In the Port-set ID has 13 bits, only the 3 port ranges are assigned,
havi ng heads 1, 01, and 001. |If it has 14 bits, only the 2 port
ranges having heads 1 and 01 are assigned. If it has 15 bits, only
the port range having head 1 is assigned. (In these three cases, the
smal | est port range has only one el enent).
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5.1.4. Froman |Pv4 Address or |Pv4 Address + Port to a CE | Pv6 Address

Port-set ID
I

<--- CE 4rd prefix ---|->
B T T pe e, e
| I Pv4 shared address| ' |
e e e o B

<-mmmm - - >

|
| Domain |1 Pv6 prefix| EA-bits| ' | 0
L LR Fomm e - T I L T T +
S mex 64 ------------ >
S R T CE | Pv6 address (128) --------------------- >

Figure 4: Fromd4rd Prefix to I Pv6 address (shared | Pv4 address case)

In order to find whether a CE | Pv6 address can be derived from an
| Pv4 address, or an |Pv4 address + a port, a mapping rule has to be
found that natches the | Pv4 infornation

o |If a mapping rule has a length L of CE | Pv4 prefixes which does
not exceed 32 bits, there is a match if the | Pv4 address starts
with the Domain 4rd prefix. The CE 4rd prefix is then the first L
bits of the | Pv4 address.

o If a mapping rule has a length L of CE | Pv4 prefixes which exceeds
32 bits, the match can only be found with the | Pv4 address and the
port. For this, the port is exanmined to determ ne which port-
range head it starts with: 1, 01,001, or 0001. The N bits that
follow this head are taken as Port-set ID, where Nis the length
of Port set ID of the mapping rule. The CE 4rd prefix is then
made of the | Pv4 address followed by the Port-set |D.

If a match has been found, the CE I Pv6 prefix is then nade of the
Domain | Pv6 prefix followed by bits of the CE 4rd prefix that foll ow
the Domain 4rd prefix, followed by the Dormain | Pv6 prefix of the
mapping rule if there is one, and followed by 0's up to 128 bits to
make a conplete | Pv6 address ([RFC4291]. Figure 4 illustrates this
process in the case of a shared | Pv4 address.
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6

Encapsul ati on and Fragnentati on Consi deration

Maxi mum transm ssion unit (MIU) and fragmentation issues for 1Pv4d in
I Pv6 tunneling are discussed in detail in Section 7.2 of [RFC2473].
4rd’s scope is limted to a service provider network. [|Pv6e Path MIU
di scovery MAY be used to adjust the MIU of the tunnel as described in
Section 7.2 of [RFC2473], or the 4rd Tunnel MIU night be explicitly
confi gur ed.

The use of an anycast source address could lead to any | CVMP error
message generated on the path being sent to a different BR
Therefore, using dynam c tunnel MIU Section 7.2 of [RFC2473] is
subject to I Pv6 Path MIU bl ackhol es.

Multiple BRs using the sane anycast source address could send
fragment ed packets to the sane 4rd CE at the sane tine. |If the
fragment ed packets fromdifferent BRs happen to use the sane fragnent
I D, incorrect reassenbly might occur. For this reason, a BR using an
anycast source address MJST NOT fragment the | Pv6 encapsul at ed
packet .

If the MITU is well-managed such that the IPv6 MIU on the CE WAN si de
interface is set so that no fragnentation occurs within the boundary
of the SP, then the 4rd Tunnel MIU should be set to the known | Pv6
MIU minus the size of the encapsulating | Pv6 header (40 bytes). For
exanple, if the IPv6 MIU is known to be 1500 bytes, the 4rd Tunne
MIU m ght be set to 1460 bytes. Absent nore specific information
the 4rd Tunnel MIU SHOULD default to 1280 bytes.

For 4rd domain traversal, |Pv4 packets are encapsulated in | Pv6
packets whose Next header is set to 4 (i.e. |IPv4). |If fragnmentation
of I Pv6 packets is needed, it is performed according to [ RFC2460].
Absent nore specific information, the path MU of a 4rd Donmain has to
be set to 1280 [ RFC2460].

In domai ns where | Pv4 addresses are not shared, |Pv6 destinations are
derived from | Pv4 addresses al one. Thus, each |Pv4 packet can be
encapsul at ed and decapsul ated i ndependently of each other. 4rd
processing is conpletely stateless.

On the other hand, in domains where | Pv4 addresses are shared, BR s
and CE's can have to encapsul ate | Pv4 packets whose | Pv6 destinations
depend on destination ports. Precautions are needed, due to the fact
that the destination port of a fragnented datagramis avail able only
inits first fragnent. A sufficient precaution consists in
reassenbl i ng each datagramreceived in nultiple packets, and to treat
it as though it would have been received in single packet. This
function is such that 4rd is in this case stateful at the IP |ayer
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(This is conmon with DS-1ite and NAT64/ DNS64 which, in addition, are
stateful at the transport layer.) At Domain entrance, this ensures

that all pieces of all
desti nati ons.

received | Pv4 datagrams go to the right |Pv6

Anot her peculiarity of shared |IPv4 addresses is that, w thout
precaution, a destination could sinmultaneously receive fromdifferent
sources fragnented datagrans that have the sane Datagram I D (the
Identification field of [RFCO791]. This would disturb the reassenbly
process. To elimnate this risk, CE MIJST rewite the datagramID to

an uni que val ue anong

CEs havi ng same shared | Pv4 address upon

sendi ng the packets over 4rd tunnel. This value SHOULD be generated
locally within the port-range assigned to a given CE. Note that

repl aci ng a Datagram |

Din an |1 Pv4 header inplies an update of its

Header - checksum fieald, by adding to it the one’s conpl enent
di fference between the old and the new val ues.

7. BR and CE behaviors

(a) BR reception of an |IPv4 packet

Step 1

Step 2

Mur akanm & Troan

BR | ooks up an appropriate mapping rule with a
specific Domain 4rd prefix which has the

| ongest match with an | Pv4 destination address
in the received | Pv4 packet. |f the mapping
rule is not found, the received packet should
be discarded. If the length of CE 4rd prefix
associated with the mapping rul e does not
exceed 32 bits, BR proceeds to step 2. |If the
I ength of CE 4rd prefix exceeds 32 bits, BR
checks that the received packet contains a
complete I Pv4 datagram |If the packet is
fragment ed, BR shoul d reassenbl e the packet.
Once BR can obtain the conplete | Pv4 datagram
BR proceeds to step 2 as though the datagram
has been received in a single packet.

BR generates a CE | Pv6 address fromthe | Pv4
destination address or the | Pv4 destination
address and the destination port based on the
mapping rule found in step 1. |If the CE | Pv6
address can be successfully generated, BR
encapsul ates the | Pv4 packet in | Pv6 and
forwards the | Pv6 packet via the |Pv6
interface. |If the length of the I Pv6
encapsul at ed packet exceeds the MIU of the | Pv6
interface, the fragnmentati on should be done in
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| Pv6.

(b) BR reception of an |IPv6 packet

Step 1

If the received I Pv6 packet is fragnented, the
reassenbly should be done in IPv6 at first.
Once BR obtains a conplete | Pv6 packet, BR

| ooks up an appropriate mapping rule with a
specific Domain 4rd prefix which has the

| ongest match with an | Pv4 source address in
the encapsul ated | Pv4 packet. |f the mapping
rule is not found, the received | Pv6 packet
shoul d be discarded. BR derives a CE | Pv6
address fromthe |1 Pv4 source address or the

| Pv4 source address and the source port in the
encapsul ated | Pv4 packet based on the napping
rule. |If the CE IPv6 address is eqaul to the
| Pv6 source address in the received | Pv6
packet, BR decapsul ates the | Pv4 packet and
then forward it via the IPv4 interface.

(c) CE reception of an |IPv4 packet

Step 1

Step 2

Mur akanm & Troan

CE | ooks up an appropriate mapping rule with a
specific Doamin 4rd prefix which has the
| ongest match with an | Pv4 destination address

in the received | Pv4 packet. |If the mapping
rule is found, the CE 4rd prefix nust be
checked. |If the Iength does not exceeds 32

bits, CE proceeds to step 2. |If the length
exceeds 32 bits, CE checks that the received

| Pv4 packet contains a conplete | Pv4d datagram
If the packet is fragnented, CE should
reassenbl e the packet. Once CE can obtain the
conpl ete | Pv4 datagram CE proceeds to step 2
as though the datagram has been received in a
single packet. |If the mapping rule is not
found, CE proceeds to step 2.

If the mapping rule is found in step 1, CE
derives a | Pv6 destination address fromthe

| Pv4 destination address or the |Pv4
destinati on address and the destination port
based on the mapping rule. If the |IPv6
destination address can be derived
successfully, CE encapsul ates the | Pv4d packet
in | Pv6 whose destination address is set to the
derived | Pv6 address. |If the mapping rule is
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not found in step 1, CE encapsul ates the |Pv4
packet in |IPv6 whose destination address is set
to BR I Pv6 address. Then CE forwards the | Pv6
packet via IPv6 interface. |If the length of
the 1 Pv6 packet exceeds the MIU of the | Pv6
interface, the fragnentati on should be done in
| Pv6. Mbreover, if using | Pv4 shared address,
a Datagram ID in the received | Pv4 header nust
be over-witten before encapsulating the |Pv4
packet in IPv6. In case of shared | Pv4
address, the Datagram | D nust be uni que anobng
CEs sharing the sane | Pv4 address. Hence, CE
shoul d assi gn the uni que value and set this
value to the datagramID in | Pv4d header. This
val ue may be generated fromthe port-range
assigned to the CE to keep the uni queness anobng
CEs sharing sane | Pv4 address.

(d) CE reception of an |IPv6 packet

Step 1 If the received I Pv6 packet is fragnented, the
reassenbly should be done in IPv6 at first.
Once CE obtains a conplete | Pv6 packet, CE
| ooks up an appropriate mapping rule with s
specific Domain 4rd prefix which has the
| ongest match with an | Pv4 source address in
the encapsul ated |1 Pv4 packet. |f the mapping
rule is found, CE derives a CE | Pv6 address
fromthe | Pv4 source address or the | Pv4 source
address and the source port based on the
mappi ng rul e and then checks that the | Pv6
source address of the received | Pv6 packet is
matched to it. |If the mapping rule is not
found, CE checks that the I Pv6 source address
is mtched to BR I Pv6 address. |n case of
success, CE decapsul ates the | Pv4 packet and
forward it via the IPv4 interface

8. NAT consi derations

NAT44 shoul d be inplenented in CPE which has 4rd CE function. The
NAT44 must conformthat best current practice docunented in

[ RFCAT787], [RFC5508] and [ RFC5382]. Whien there are restricted

avail abl e port nunbers in a given 4rd CE described in Section 5.1.3,
the NAT44 nust restrict nmapping ports within the port-set.
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9.

10.

| CWP

| CMP nessage should be supported in 4rd domain. Hence, the NAT44 in
4rd CE nust inplenment the behavior for | CMP nessage conformng to the
best current practice docunmented in [ RFC5508].

If a 4rd CE receives an | CMP nessage having ICWP identifier field in
| CMP header, NAT44 in the 4rd CE nust rewite this field to a
specific value assigned fromthe port-set described in Section 5.1.3.
BR and other CEs nust handle this field sinilar to the port nunmber in
tcp/ udp header upon receiving the |CMP nessage with |CMP identifier
field.

If a 4rd BR and CE receives an | CVWP error nessage w thout | CWP
identifier field for sone errors that is detected inside a | Pv6
tunnel, a 4rd BR and CE should replay the ICVWP error nessage to the
original source. This behavior should be inplenented confornming to
the section 8 of [RFC2473]. The 4rd BR and CE obtain the origian

| Pv6 tunnel packet storing in | CMP payl oad and then decapsul ate | Pv4
packet. Finally the 4rd BR and CE generate a new | CMP error nessage
fromthe decapsul ated | Pv4 packet and then forward it.

If a 4rd BR receives an I CVMP error nessage on its IPv4 interface, the
4rd BR should replay the | CMP message to an appropriate 4rd CE  |f

| Pv4 address is not shared, the 4rd BR generates a CE | Pv6 address
fromthe I Pv4 destination address in the |CMP error nessage and
encapsul ates the | CMP nessage in IPv6. [|If IPv4 address is shared,
the 4rd BR derives an original |Pv4 packet fromthe | CMP payl oad and
generates a CE | Pv6 address fromthe source address and the source
port in the original |IPv4 packet. |If the 4rd BR can generate the CE
| Pv6 address, the 4rd BR encapsul ates the | CVP error message in | Pv6
and then forward it to its IPv6 interface.

Security Considerations

Spoofing attacks: Wth consistency checks between | Pv4 and | Pv6
sources that are performed on | Pv4/1Pv6 packets
received by BR's and CE's (Section 7), 4rd does
not introduce any opportunity for spoofing
attack that woul d not pre-exist in |Pv6.

Deni al - of -service attacks: In 4rd domai ns where | Pv4 addresses are
shared, the fact that |Pv4 datagramreassenbly
may be necessary introduces an opportunity for
DCS attacks (Section 4.4). This is inherent to
address sharing, and is common with other
address sharing approaches such as DS- lite and

Mur akam & Troan Expi res January 5, 2012 [ Page 15]



Internet-Draft | Pv4 Resi dual Depl oynent July 2011

NAT64/ DNS64. The best protection agai nst such
attacks is to accelerate | Pv6 enabl enent in
both clients and servers so that, where 4rd is
supported, it is less and | ess used.

Routing-1oop attacks: This attack may exist in some autonmatic-
tunnel i ng scenarios are docunented in
[I-D.ietf-v6eops-tunnel -1 oops]. They cannot
exi st with 4rd because each BRs checks that the
| Pv6 source address of a received | Pv6 packet
is a CE address Section 5.1.

Attacks facilitated by restricted port set: Fromhosts that are not
subject to ingress filtering of [RFC2827], sone
attacks are possible by intervening with faked
packets during ongoing transport connections
([ RFC4953], [ RFC5961], [RFC6056]. The attacks
depend on guessing which ports are currently
used by target hosts. Using unrestricted port
set which mean that are IPv6 is exactly
preferable. To avoid this attacks using
restricted port set, NAT44 filtering behavior
must be " Address-Dependent Filtering"

11. | ANA Consi deration

Thi s docunent nakes no request of | ANA
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