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Abstract

This meno specifies nodifications required to DS-Lite so that both
I Pv4/ 1 Pv6 hosts can receive nmulticast data from | Pv4/ |Pv6 servers

The DS-Lite solution is based on DS-Lite Basic Bridgi ng BroadBand

el ement (B4) proxying IGW and then tunneling | GW nessages to DS-
Lite Address Family Transition Router elenment (AFTR). |Pv4 nulticast
data received at AFTR is tunneled to B$ and then delivered to the
hosts. |Pv6 nmulticast and M.D can be supported in a sinilar way.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
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1. Introduction

Wth | Pv4 address depletion on the horizon, many techni ques are being
standardi zed for 1 Pv6 nmigration including DS-Lite
[I-D.ietf-softwire-dual-stack-lite] and 6rd [ RFC5969]. DS-Lite
enabl es | Pv4 hosts to communicate with external hosts using | Pv6 only
network and noves the traditional NAT to the network. B4 element’s
LAN side is dual stack and WAN side is IPv6 only. B4 tunnels |Pv4
packets received fromthe LAN side to AFTR el enent after

encapsul ating | Pv4 packet in an | Pv6 packet. AFTR decapsul ates the
packet, does a NAT operation and then sends the packet out to | Pv4
public internet.

DS-Lite as defined in [I-D.ietf-softw re-dual -stack-lite] is unicast
only, it does not support multicast. In this document we specify how
mul ticast from hone | Pv4 users can be supported in DS-Lite. W also
show how | Pv6 nulticast can be supported for hone | Pv6 users in DS-
Lite.

2. Term nol ogy
Thi s docunment uses the term nol ogy defined in
[I-D.ietf-softwire-dual -stack-lite], [RFC3810] and [ RFC3376].

3. Requirenents

This section states requirenents on DS-Lite nulticast support
pr ot ocol

DS-Lite B4 MJST support | GW Proxy as defined in [ RFC4605]. DS-Lite
B4 MAY support M.D Proxy.

DS-Lite AFTR MUST support |IGW Querrier. DS-Lite AFTR MAY support
M.D Querrier.

Both any source nulticast (ASM and source specific nulticast (SSM
MJUST be support ed.

4. Architecture

In DS-Lite, there are hosts (possibly IPv4/ |Pv6 dual stack) served
by B4 element. B4 is dual stack facing the hosts and I Pv6 only
facing the network or WAN side. At the boundary of the network there
is AFTR. AFTR receives | Pv4d packets tunneled in IPv6 fromB4 and
decapsul ates them and sends themout to | Pv4 network
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5.

In order to support nulticast B4 inplements | GW Proxy function
[ RFC4605]. |Pv4 hosts send their join requests (I GW Menbership
Report messages) to B4. B4 as a proxy sends aggregated Report
messages upstream towards AFTR

AFTR is the default multicast querier for B4. AFTR inpl enents
nmul ticast router function or it could be another | GW proxy.

Al'l the elenents of DS-Lite nulticast support system are shown in
Fi gure 1.

Dual Stack Hosts | Pv4d
R Net wor k
| HL | | Pv6
+----+ +-- - - - + only Fom oo - + +
+----+ | B4 | network -- | AFTR |
| H2 | ---] 1GQWP|--- | 1GW | | Pv6
oot | Proxy]| | Querier| Net wor k
F--- -+ +----- + Fomm oo - +
| H3 |
+----+

Figure 1: Architecture of DS-Lite Milticast Protoco

DS-Lite Multicast Operation

In this section we specify how the host can subscribe and receive
I Pv4 nulticast data fromlPv4 content providers based on the
architecture defined in Section 4.

The hosts will send their subscription requests for |Pv4 nulticast
groups upstreamto the default router, i.e. B4 Elenment. After
subscribing to the group, the host can receive nmulticast data from
the B4. The host inplenments | GW protocol’s host part.

B4 Elenment is | GW Proxy. After receiving the first | GW Report
message requesting subscription to an I Pv4 nulticast group, B4
establishes a tunnel interface with a AFTR.  The tunnel is |IPv6 based
but it will carry IPv4 traffic, |1GW nmessages back and forth and | Pv4
mul ti cast data nessages downstream This is simlar to [ RFC6224] but

the operation is much sinpler. In DS-Lite environnent there is no
requirenent to handl e host nmobility. B4 does not have to keep nore
than one tunnel interfaces, a single interface is sufficient. |GW

Proxy at the B4 does not have to have nore than one proxy instances,
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a single instance is sufficient.

B4 is regular 1GW proxy and it keeps | GW proxy menbershi p dat abase.
B4 inserts nmulticast forwarding state on the incomng interface, and
merges state updates into the | GW proxy nenbership database. B4
updates or renoves elenments fromthe database as required. B4 wll
then send an aggregated Report via the upstreamtunnel to the AFTR
when t he nmenbershi p dat abase changes.

B4 answers | GWP queries from AFTR based on the nenbershi p dat abase.
B4's downstream|link follows the traditional mnultipoint channel
forwardi ng and does not pose any specific problens.

B4 receives IPv4 multicast data fromthe AFTR tunnel ed over the
tunnel interface. B4 decapsulates the packet and then forwards it
downstream Each nenber host receives the data packet based on Layer
2 nulticast interface. No packet duplication is necessary.

AFTR acts as the as the default nulticast querier for all B4s that
have established an I Pv6 tunnel with it. 1In order to keep a

consi stent nmulticast state between a B4 and AFTR, once a B4 is
connected it will stay connected until the state becones enpty.
After that point, the B4 may continue to use the tunnel for |Pv4
uni cast traffic.

According to aggregated | GW reports received froma B4, AFTR

est abl i shes group/source-specific nmulticast forwarding states at its
correspondi ng downstreamtunnel interfaces. After that, AFTR

mai ntai ns or renobves the state as required by the aggregated reports
received from B4.

At the upstreaminterface, AFTR procures for aggregated nulticast
menber shi p nmai nt enance. Based on the nulticast-transparent
operations of the B4s, the AFTR treats its tunnel interfaces as
mul ti cast enabl ed downstream links, serving zero to many |istening
nodes.

Multicast traffic arriving at the AFTR is transparently forwarded
according to its nulticast forwarding information base. Milticast
data is first replicated and then forwarded in | Pv4-in-1Pv6 tunne
from AFTR to the correspondi ng B4.

5.1. Tunnel Interface Considerations
Legacy IPv4 in IPv6 tunneling is perforned as in [ RFC2473].
Consi derations specified in [I-D.ietf-softw re-dual-stack-lite]

apply. Packets upstreamfrom B4 carry only | GW signaling nessages
and they are not expected to fragnmentation. However packets
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downstream i.e. nulticast data to B4 nay be subject to
fragment ati on.

5.2. Supporting IPv6 Miulticast in DS-Lite

I Pv6 nulticast can be supported in a way sinmilar to | Pv4 as descri bed
in Section 5. B4 Elenment has M.D Proxy function. Proxy operation
for MLD [ RFC3810] is described in [ RFC4605].

B4 receives M.D join requests fromthe hosts and then sends
aggregated M.D Report nessages upstreamin an IPv6 in |Pv6 tunnel
Tunnel addressing is in IPv6 and is as described in
[I-D.ietf-softwire-dual-stack-lite]. Milticast nenbership database
is maintained for all active IPv6 multicast groups the hosts
subscri be.

AFTR is M.D querier or another M.D Proxy. It serves all B4s
downstream and treats its tunnel interfaces as multicast enabl ed
downstream | inks, serving zero to many listening nodes. Milticast
menber shi p dat abase i s mai ntai ned based on the aggregated Reports
recei ved from downstream tunnel interfaces

I Pv6 nulticast data received fromthe nmulticast Single Source

Mul ticast or Any Source Multicast sources are replicated according to
the multicast nenbership database and the data packets are tunnel ed
to the B4s that have one or nore nmenbers of this multicast group

B4s receive multicast data upstreamin the B4- AFTR tunnel and
decapsulate it and then forward the packet downstream Each nenber
host receives |Pv6 nulticast data packet fromits Layer 2 interface.

6. Solution Based on Layer 2 Milticast Support

In this section we assune that Layer 2 nulticast is supported in the
network. Layer 2 nulticast support is done in order to forward
mul ti cast data downstreamto the ports of Layer 2 devices, i.e.
switches that requested a multicast group instead of flooding the
data to all the ports.

In the switches call ed snooping switches, nulticast MAC address based
filters are setup which link Layer 2 nulticast groups to the egress
ports. Wen an | GW Report nessage is received, the bridge wll
setup a nmulticast filter entry that allows (in case of a join
message) or prevents (in case of a | eave nessage) packets to flow the
port on which the | GW Report nessage was received. In terns of IP
mul ti cast addresses the mapping is not unique as 32 | Pv4 nulticast
addresses map to a single Ethernet nulticast MAC address.
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9.

1.

Snooping switches maintain a list of nulticast routers and the ports
on which they are attached called router ports. For this purpose
mul ticast router discovery protocol described in [ RFC4286] is used.
The switch sends an | GW Multicast Router Solicitation nessage and
the router sends | GW Multicast Router Advertisenment nessage in

reply.

The main functionality of a snooping switch is to forward nulticast
data packets based on the filters that are setup, i.e. to those
egress ports with nulticast groups downstream and also to the router
ports.

In a DS-Lite network the snooping switches MJST detect | GW packets
in the tunnel between B4 and AFTR. This requires |Pv4 snooping
switches to be capable of reading | Pv6 next header values. A value
of 2 indicates that an | GW packet is encapsulated. A value of 4

i ndi cates that an | Pv4 data packet is encapsulated. The switch
operates its snooping on these types of packets.

In case nulticast is supported in Layer 2, AFTR after receiving a
mul ti cast data packet does not attenpt to replicate the packet. The
packet replication is taken care of by the snooping switches. So
Layer 2 nulticast support avoids packet duplication at AFTR which
could be costly in sonme cases.

| ANA Consi derations

TBD.
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