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Abst ract

The Internet needs support |IPv4 and | Pv6 packets. Both address
famlies and their attendant protocol suites support nulticast of the
singl e-source and any-source varieties. As part of the transition to
| Pv6, there will be scenarios where a backbone network running one IP
address family internally (referred to as internal IPor |I-1P) wll
provide transit services to attached client networks running another

I P address famly (referred to as external IP or E-IP). It is
expected that the |I-1P backbone will offer unicast and nulticast
transit services to the client E-IP networks.

Softwires Mesh is a solution for supporting E-IP unicast and

mul ticast across an |-1P backbone. This docunment describes the
mechani sms for supporting Internet-style nulticast across a set of
E-1P and | -1P networks supporting softw res nesh.

Status of this Meno

Xu,

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 10, 2012.
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Copyright Notice
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Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

This docunent may contain material from | ETF Docunents or |ETF
Contri butions published or nmade publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in some of this
materi al may not have granted the I ETF Trust the right to allow
nmodi fi cations of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate |license fromthe person(s) controlling
the copyright in such materials, this docunent may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to fornat
it for publication as an RFC or to translate it into |anguages other
than Engli sh.
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1.

Xu,

I nt roducti on

The Internet needs to support |IPv4 and | Pv6 packets. Both address
famlies and their attendant protocol suites support nulticast of the
singl e-source and any-source varieties. As part of the transition to
| Pv6, there will be scenarios where a backbone network running one IP
address family internally (referred to as internal IPor |I-1P) wll
provide transit services to attached client networks running another

I P address famly (referred to as external IP or E-1P)

The preferred solution is to | everage the nulticast functions,

i nherent in the |I-1P backbone, to efficiently and scal ably tunne
encapsul ated client E-IP nulticast packets inside an |-1P core tree
rooted at one or nore ingress AFBR nodes and branching out to one or
nmore egress AFBR | eaf nodes.

[6] outlines the requirenents for the softwires nesh scenario
including nulticast. It is straightforward to envisage that client
E-1P nulticast sources and receivers will reside in different client
E-1 P networks connected to an |-1P backbone network. This requires
that the client E-1P source-rooted or shared tree will need to
traverse the |I-1P backbone network.

One nethod to acconplish this is to re-use the nulticast VPN approach
outlined in [10]. MPNIike schemes can support the softwire nesh
scenari o and achi eve a "many-to-one" mappi ng between the E-1P client
mul ticast trees and transit core nulticast trees. The advantage of
this approach is that the nunber of trees in the |I-1P backbone
network scales less than linearly with the nunber of E-I1P client
trees. Corporate enterprise networks and by extension nulticast VPNs
have been known to run applications that create a | arge anmount of
(S, G states. Aggregation at the edge contains the (S, G states that
need to be naintained by the network operator supporting the customner
VPNs. The di sadvantage of this approach is possible inefficient
bandwi dth and resource utilization if nulticast packets are delivered
to a receiver AFBR with no attached E-1P receiver

Internet-style nulticast is somewhat different in that the trees
tends to be relatively sparse and source-rooted. The need for
mul ti cast aggregation at the edge (where many custoner nulticast
trees are mapped into a few or one backbone nmulticast trees) does not
exist and to date has not been identified. Thus the need for a basic
or closer alignment with E-1P and I-1P nulticast procedures energes.

A framework on how to support such nethods is described in [8]. In
this docunent, a nore detailed discussion supporting the "one-to-one"
mappi ng schenes for the | Pv6 over | Pv4 and | Pv4 over | Pv6 scenarios
wi Il be discussed.
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2. Term nol ogy

An exanpl e of a softwire mesh network supporting nmulticast is
illustrated in Figure 1. A nulticast source Sis located in one E-IP
client network, while candidate E-1P group receivers are located in
the same or different E-IP client networks that all share a common
I-1P transit network. When E-1P sources and receivers are not |oca
to each other, they can only comunicate with each other through the
I-1P core. There may be several E-1P sources for sone nulticast
group residing in different client E-IP networks. In the case of
shared trees, the E-1P sources, receivers and RPs might be located in
different client E-IP networks. 1In the sinple case the resources of
the 1-1P core are managed by a single operator although the inter-
provi der case is not precluded.

I I
| EI1P | | EIP |--|Source S

| network | | network |  --------

I I

AFBR upstream AFBR

I I

/ \

| : : : | E-IP Milticast

[ I-1P transit core : | nmessage shoul d

| : : : | get across the

[ | I-IP transit core

\ N |

+ +

downst r eam AFBR downst r eam AFBR

I I

________ | | .
| Receiver|-- | EIP | | E-IP |--]|Receiver
———————— | network | | network | o

Figure 1: Softwire Mesh Multicast Franmework
Term nol ogy used in this docunent:

0 Address Fanily Border Router (AFBR) - A dual -stack router
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i nterconnecting two or nore networks using different |P address
famlies. In the context of softwire mesh multicast, the AFBR runs
E-IP and I-1P control planes to maintain E-1P and 1-1P nulticast
states respectively and perforns the appropriate encapsul ati on/
decapsul ation of client E-1P nmulticast packets for transport across
the I-1P core. An AFBR will act as a source and/or receiver in an
I-1P nulticast tree

0 Upstream AFBR: The AFBR router that is |ocated at the upstreamof a
nul ti cast data flow

o Downstream AFBR. The AFBR router that is | ocated at the downstream
of a nulticast data fl ow.

ol-1P (Internal IP). This refers to the formof IP (i.e., either
I Pv4 or 1Pv6) that is supported by the core (or backbone) network.
An | -1Pv6 core network runs IPv6 and an I-1Pv4 core network runs

| Pv4.

0 E-IP (External IP) This refers to the formof IP (i.e. either |Pv4
or IPv6) that is supported by the client network(s) attached to the
I-1P transit core. An E-1Pv6 client network runs I Pv6 and an E-I|Pv4
client network runs | Pv4.

o l-1P core tree. A single-source or nulti-source distribution tree
rooted at one or nore AFBR source nodes and branched out to one or
more AFBR | eaf nodes. An |I-1P core Tree is built using standard IP
or MPLS multicast signaling protocols operating exclusively inside
the I-1P core network. An |-IP core Tree is used to tunnel E-IP
mul ti cast packets belonging to E-IP trees across the |-1P core.

Anot her nanme for an |-1P core Tree is multicast or nultipoint
softwire.

o0 E-IP client tree. A single-source or nulti-source distribution
tree rooted at one or nore hosts or routers |located inside a client
E-1 P network and branched out to one or nore | eaf nodes located in
the sane or different client E-IP networks.
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Scenarios of Interest

This section describes the two different scenari os where softw res
mesh nmulticast will apply.

| Pv4-over-1 Pvb

| 1Pv4 | | IPV4 | aeeee---

| dient | | dient |--|Source S

| network | | network | --------

Talininie e

AFBR upst r eam AFBR( A)

I

/ \

| : o : |

| I Pv6 transit core : |

I I

\ e T

+ +

downstream AFBR(C) downstream AFBR( D)

I I

S | IPv4 | | IPv4 | -

| Receiver|-- | dient | | dient |--]|
ei ver |

-------- | network | | network]| -
Figure 2: |Pv4-over-1Pv6 Scenario
In this scenario, the E-IP client networks run IPv4 and I-1P core
runs | Pv6. This scenario is illustrated in Figure 2
Because of the nuch larger | Pv6 group address space, it will not be a
problemto map individual client E-1Pv4 tree to a specific I-1Pv6

core tree. This sinplifies operations on the AFBR because it becones
possible to algorithmcally nap an | Pv4 group/source address to an
| Pv6 group/source address and vice-versa.

The | Pv4-over-1Pv6 scenario is an energi ng requirenent as network
operators build out native | Pv6 backbone networks. These networks
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Xu,
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natural |y support native |Pv6 services and applications but it is
with near 100% certainty that |egacy |IPv4 networks handling unicast
and nulticast will need to be acconnobdat ed.

| Pv6- over- | Pv4
| 1Pv6 | | IPVE | eee-----
| dient | | Cient |--|Source S
| network | | network |  --------
|- N
AFBR upstream AFBR
| |
/ \
| : o : |
[ I Pv4 transit core : [
| |
\ e T
+ +
downst r eam AFBR downst r eam AFBR
I I
R | I1Pv6 | | I1Pv6 | -
| Receiver|-- | dient | | dient |--]|
ei ver |
-------- | network | | network] -

Figure 3: | Pv6-over-1Pv4 Scenario

In this scenario, the E-IP Cient Networks run IPv6 while the I-IP
core runs IPv4 and is illustrated in Figure 3.

I Pv6 nulticast group addresses are longer than |IPv4 nulticast group
addresses. It will not be possible to performan algorithmc |IPv6 -
to - I Pv4 address mapping without the risk of multiple | Pv6 group
addresses mapped to the sane | Pv4 address resulting in unnecessary
bandwi dt h and resource consunption. Therefore additional efforts
will be required to ensure that client E-1Pv6 multicast packets can
be injected into the correct I-1Pv4 nulticast trees at the AFBRs.
This clear mismatch in I Pv6 and | Pv4 group address |engths neans that
it will not be possible to performa one-to-one mappi ng between | Pv6
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and | Pv4 group addresses unless the I Pv6 group address is scoped.

As nentioned earlier this scenario is common in the M/PN environment.
As native | Pv6 deploynents and nulticast applications energe fromthe
outer reaches of the greater public IPv4 Internet, it is envisaged
that the 1 Pv6 over |IPv4 softwire mesh nmulticast scenario will be a
necessary feature supported by network operators.
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4. | Pv4-over-1 Pvb
4. 1. Mechani sm

Routers in the client E-1Pv4 networks contain routes to all other
client E-1Pv4 networks. Through the set of known and depl oyed
mechani sms, E-1Pv4 hosts and routers have di scovered or |earned of
(S, or (*,G I1Pv4 addresses. Any I-IP nulticast state instantiated
inthe core is referred to as (S ,G) or (*,G) and is of course
separated fromE-1P nulticast state.

Suppose a downstream AFBR receives an E-1Pv4 PI M Join/Prune nessage
fromthe E-1Pv4 network for either an (S, G tree or a (*, QG tree.
The AFBR can translate the E-1Pv4 PIM message into an |-1Pv6 Pl M
message with the latter being directed towards |I-1P | Pv6 address of
the upstream AFBR. Wen the |-1Pv6 PI M nessage arrives at the
upstream AFBR, it should be translated back into an E-1Pv4 PIM
message. The result of these actions is the construction of E-IPv4
trees and a corresponding I-1P tree in the |I-1P network.

In this case it is incunbent upon the AFBR routers to performPI M
message conversions in the control plane and | P group address
conversions or mappings in the data plane. |t becones possible to
devi se an algorithnmic one-to-one |IPv4-to-1Pv6 address nmappi ng at
AFBRs.

4.2. Source Address Mapping

There are two kinds of nmulticast --- ASMand SSM It’'s possible for
| -1P network and E-1P network to support different kinds of
mul ti cast, and the source address translation rules may vary a | ot.
There are four scenarios to be discussed in detail

0 E-1P network supports SSM |-1P network supports SSM
One possible way to make sure that the translated I-1Pv6 PIM
message reaches upstream AFBR is to set S to a virtual |Pv6
address that leads to the upstream AFBR. Figure 4 is the
recomended address format based on [9]:

S A R S

| O-----ommmm- 32--40--48--56--64--72--80--88--96--104--------- |
T e Lk E T o e e e L o E T S e
| prefix | v4(32) | u | suffix | source address

T S e S

Fi gure 4: | Pv4-Enbedded | Pv6 Virtual Source Address Fornat

Xu, et al. Expi res January 10, 2012 [ Page 10]
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In this address format, the "prefix" field contains a "WlI-Known"
prefix or a | SP-defined prefix. An existing "Well-Known" prefix
is 64:ff9b, which is defined in [9]; "v4" field is the |IP address
of one of upstream AFBR' s E-1Pv4 interface; "u" field is defined
in[4], and MJIST be set to zero; "suffix" field is reserved for
future extensions and SHOULD be set to zero; "source address”
field stores the original S

To nake it feasible, the /32 prefix nmust be known to every AFBR
and AFBRs shoul d not only announce the /96 prefixes of S to the

| -1Pv6 network, but also announce the | P addresses of upstream
AFBRs’ E-1Pv4 interface presented in the "v4" field to other AFBRs
by MPBGP. |In this way, when a downstream AFBR receives a (S, Q
nmessage, it can translate it into (S ,G) by looking up the IP
address of the corresponding AFBR s E-1Pv4 interface. Since S is
globally unique and the /96 prefix of S is known to every router
inl-1Pv6 network, the translated nmessage will eventually arrive
at the correspondi ng upstream AFBR, and the upstream AFBR can
transl ate the nmessage back to (S, Q.

0 E-1P network supports SSM |-1P network supports ASM
Since any network that supports ASM should al so support SSM we
can construct a SSMtree in |I-1P network. The operation in this

scenario is the sane as that in the first scenario.

0 E-IP network supports ASM |-1P network supports SSM
ASM and SSM have the sanme PI M nessage format. The main
di fferences between ASM and SSM are RP and (*, G nessages. To
make this scenario feasible, we nust be able to translate (*,Q
messages into (S ,G) nessages at downstream AFBRs, and translate
it back at upstream AFBRs. Assunme RP' is the upstream AFBR t hat
| ocates between RP and the downstream AFBR. When downstream AFBR
receives an E-1Pv4 PIM (*, G nmessage, S can be generated
according to the format specified in Figure 4, with "v4" field
setting to the I P address of one of RP's E-1Pv4 interface and
"source address" field setting to *(the | Pv4 address of RP). The
transl ated nessage will eventually arrive at RP. RP checks the
"source address" field and find the | Pv4 address of RP, so RP
judges that this is originally a (*, G mnessage, then it translates
the message back to (*, G nessage and forward it to RP
Traveling all the way from sources to the RP, and then back down
the shared tree may result in the nulticast data packets passing
through RP" twi ce, which brings about undesirable increased
| at ency or bandwi dt h consunption. For this reason, RP NMNAY
performa "cut-through", namely when RP' receives multicast data
packets sent fromsources to RP, it not only forwards themto RP
but also forwards themdirectly onto the nulticast tree built in
the 1-1Pv6 network. (S, G rpt) nessages should be sent towards RP
to avoi d reduplication.

Xu, et al. Expi res January 10, 2012 [ Page 11]
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4. 3.

0 E-IP network supports ASM |-1P network supports ASM

To keep it as sinple as possible, we treat |I-1P network as SSM and
the solution is the same as the third scenario.

Group Address Mappi ng

For | Pv4-over-1Pv6 scenario, a sinple algorithnic mappi ng between

I Pv4 nulticast group addresses and | Pv6 group addresses i s supported.
[11] has already defined an applicable format. Figure 5is a

rem nder of the format:

[ 8 | 4] 4] 16 | 4] 60 [ 32 [
Fomm e - - B ) Fomm e e e o - +
| 11111111} 0011| scop| 00. ... ... 00] 641 X| sub-group-id | v4 address]|
Hom e e oo - B g Fom e e e e oo oo oo Fom e o - +
-t - -+
| Pv4-1Pv6 | nterconnection bits (641 X): [IMr|r]r]
e

Fi gure 5: | Pv4-Enbedded I Pv6 Milticast Address Fornmat: SSM Mode

The high order bits of the |-1Pv6 address range will be fixed for
mappi ng purposes. Wth this schene, each IPv4 nmulticast address can
be mapped into an I Pv6 nulticast address(with the assigned prefix),
and each IPv6 nulticast address with the assigned prefix can be
mapped into | Pv4 nulticast address.

4.4. Actions performed by AFBR

Xu,

The follow ng actions are perforned by AFBRs:

0 Receive E-1Pv4d PI M nessages
When a downstream AFBR receives an E-1Pv4 PI M nessage, it should
check the address fanily of the next-hop towards the destination.
If the address famly is I Pv4, the AFBR should forward the nessage
wi thout any translation; otherwise it should take the foll ow ng

operation.

o0 Translate E-1Pv4 Pl M nessages into |-1Pv6e PI M nmessages
E-1Pv4 PIM nmessage with S(or *) and Gis translated into I-1Pv6
PIMnmessage with S and G following the rules specified above.

o Transmt |-1Pv6 Pl M nessages
The downstream AFBR sends the |-1Pv6 PIM nessage to the upstream
AFBR.  When the upstream AFBR receives this |-1Pv6 Pl M nmessage, it

et al. Expi res January 10, 2012 [ Page 12]
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Xu,

checks the prefix of the source address and judges that the
message is a translated nmessage, then translates the nessage back
to E-1Pv4 PI M nessage and sends it towards source or RP

Process and forward nulticast data

On receiving multicast data fromupstreamrouters, the AFBR | ooks
up its forwarding table to check the | P address of each outgoing
interface. |If there exists at |east one outgoing interface whose
I P address famly is different fromthe incomng interface, the
AFBR shoul d encapsul at e/ decapsul ate this packet and forward it to
the outgoing interface(s), and then forward the data to the other
outgoing interfaces w thout encapsul ati on/ decapsul ation

et al. Expi res January 10, 2012 [ Page 13]
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5. | Pv6-over -1 Pv4
5. 1. Mechani sm

Routers in the client E-1Pv6 networks contain routes to all other
client E-1Pv6 networks. Through the set of known and depl oyed
mechani sms, E-1Pv6 hosts and routers have di scovered or |earned of
(S, or (*,G I1Pv6 addresses. Any I-IP nulticast state instantiated
inthe core is referred to as (S ,G) or (*,G) and is of course
separated fromE-1P nulticast state.

This particular scenario introduces uni que challenges. Unlike the

| Pv4-over-1Pv6 scenario, it's inpossible to map all of the | Pv6
mul ti cast address space into the | Pv4 address space to address the
one-to-one Softwire Multicast requirement. To coordinate with the

"I Pv4-over-1Pv6" scenario and keep the solution as sinple as
possi bl e, one possible solution to this problemis to limt the scope
of the E-1Pv6 source addresses for mapping, such as applying a "Well -
Known" prefix or a | SP-defined prefix.

5.2. Source Address Mapping

There are two kinds of nmulticast --- ASMand SSM It’'s possible for
I-1P network and E-1P network to support different kind of multicast,
and the source address translation rules may vary a lot. There are
four scenarios to be discussed in detail:

0 E-1P network supports SSM |-1P network supports SSM
To nake sure that the translated |I-1Pv4 Pl M nessage reaches the
upstream AFBR, we need to set S to an |IPv4 address that leads to
the upstream AFBR. But due to the non-"one-to-one" mappi ng of
E-1Pv6 to |I-1Pv4 unicast address, the upstream AFBR i s unable to
remap the 1-1Pv4 source address to the original E-1Pv6 source
address w thout any constraints.
We apply a fixed IPv6 prefix and static mapping to solve this
problem A reconmended source address format is defined in [9].
Figure 6 is a renmi nder of the format:

S

| O--------mmm-- 32--40--48--56--64--72--80--88--96--104--------- |
T s e e LR L
[ prefix(96) [ v4(32) [

A M U S S S

Fi gure 6: | Pv4-Enbedded | Pv6 Source Address Fornat
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In this address format, the "prefix" field contains a "WlI-Known"
prefix or a | SP-defined prefix. An existing "Well-Known" prefix
is 64:ff9b, which is defined in [9]; "v4" field is the
correspondi ng |-1Pv4 source address.

To nake it feasible, the /96 prefix nust be known to every AFBR
every E-1Pv6 address of sources that support nmesh multicast MJST
follow the format specified in Figure 6, and the correspondi ng

upstream AFBR shoul d announce the |-1Pv4 address in "v4" field to
the 1-1Pv4 network. In this way, when a downstream AFBR receives
a (S,G nessage, it can translate it into (S ,G) by sinply take
off the prefix in S. Since S is known to every router in |I-1Pv4

network, the translated nessage will eventually arrive at the
correspondi ng upstream AFBR, and the upstream AFBR can translate
the message back to (S, G by appending the prefix to §

0 E-1P network supports SSM |-1P network supports ASM
Since any network that supports ASM should al so support SSM we
can construct a SSMtree in |-1P network. The operation in this

scenario is the sanme as that in the first scenario.

0 E-1P network supports ASM |-1P network supports SSM
ASM and SSM have the sane PI M nessage format. The main
di fferences between ASM and SSM are RP and (*, G nessages. To
make this scenario feasible, we nust be able to translate (*,Q
messages into (S ,G) nessages at downstream AFBRs and transl ate
it back at upstream AFBRs. Here, the E-1Pv6 address of RP MJUST
follow the format specified in Figure 6. Assume RP' is the
upstream AFBR that | ocates between RP and the downstream AFBR
When a downstream AFBR receives a (*, G nessage, it can translate
it into (S,G) by sinply take off the prefix in *(the E-1Pv6
address of RP). Since S is known to every router in |I-1Pv4
network, the translated nessage will eventually arrive at RP .
RP knows that S is the mapped |-1Pv4 address of RP, so RP will
transl ate the nmessage back to (*, G by appending the prefix to S
and forward it to RP.
Traveling all the way fromsources to the RP, and then back down
the shared tree may result in the nulticast data packets passing
through RP twi ce, which brings about undesirable increased
| at ency or bandwi dt h consunption. For this reason, RP NAY
performa "cut-through", nanely when RP' receives nmulticast data
packets sent fromsources to RP, it not only forwards themto RP
but also forwards themdirectly onto the nulticast tree built in
the 1-1Pv6 network. (S, Grpt) nmessages should be sent towards RP
to avoid reduplication.

0 E-1P network supports ASM |-1P network supports ASM

To keep it as sinple as possible, we treat |I-1P network as SSM and
the solution is the sanme as the third scenario.
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5.3. G oup Address Mapping

To keep one-to-one group address mapping sinple, the group address
range of E-1P I Pv6 can be reduced in a nunber of ways to limt the
scope of addresses that need to be napped into the I-1P | Pv4 space.

A recommended nul ticast address format is defined in [11]. The high
order bits of the E-1Pv6 address range will be fixed for mapping
purposes. Wth this schene, each IPv4 nulticast address can be
mapped into an I Pv6 nulticast address(with the assigned prefix), and
each I Pv6 nulticast address with the assigned prefix can be nmapped
into | Pv4 multicast address.

5.4. Actions performed by AFBR
The follow ng actions are perforned by AFBRs

0 Receive E-1Pv6 PI M nessages
When a downstream AFBR receives an E-1Pv6 PI M nessage, it should
check the address fanmily of the upstreamrouter. |f the address
famly is I Pv6, the AFBR should not translate this message
otherwi se it should take the follow ng operation

o0 Translate E-1Pv6 Pl M nessages into |-1Pv4d PI M nmessages
E-1Pv6 PIM nmessage with S(or *) and Gis translated into I-1Pv4
PIM nmessage with S and G following the rules specified above.

o Transmt |-1Pv4 PI M nessages
The downstream AFBR sends the |-1Pv4 PI M nessage to the upstream
AFBR.  When the upstream AFBR receives this |-1Pv4 Pl M nmessage, it
checks the source address and judges that the nessage is a
transl ated nessage, then transl ates the nmessage back to E-1Pv6 PIM
message and sends it towards source or RP.

0 Process and forward multicast data

On receiving nmulticast data fromupstreamrouters, the AFBR | ooks
up its forwarding table to check the | P address of each outgoing
interface. |If there exists at |east one outgoing interface whose
I P address famly is different fromthe incomng interface, the
AFBR shoul d encapsul at e/ decapsul ate this packet and forward it to
the outgoing interface(s), and then forward the data to the other
outgoing interfaces w thout encapsul ati on/ decapsul ation
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6. Security Considerations

The AFBR routers could maintain secure comunications through the use
of Security Architecture for the Internet Protocol as described
i n[ RFC4301]. But when adopting sone schenes that will cause heavy

burden on routers, sonme attacker nmay use it as a tool for DDoS
att ack.

Xu, et al. Expi res January 10, 2012 [ Page 17]



Internet-Draft softwire nesh nulticast July 2011

7

Xu,

| ANA Consi der ati ons

When AFBRs perform address mappi ng, they should foll ow sone
predefined rules, especially the IPv6 prefix for source address
mappi ng shoul d be predefined, so that ingress AFBR and egress AFBR
can finish the mapping procedure correctly. The IPv6 prefix for
translation can be unified within only the transit core, or within

global area. In the later condition, the prefix should be assigned
by | ANA.
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