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Abst ract

The Session Initiation Protocol (SIP) has seen w despread depl oynent
wi thin individual donmmins, typically supporting voice and vi deo
communi cati ons. Though it was designed fromthe outset to support

i nter-domain federation over the public Internet, such federation has
not materialized. The primary reasons for this are the conplexities
of inter-domain phone nunmber routing and concerns over security.

Thi s docunent reviews this problem space, outlines requirenents, and
then describes a new nodel and technique for inter-donain federation
with SIP, called Verification Involving PSTN Reachability (Vi PR)

Vi PR addresses the problens that have prevented inter-donain
federation over the Internet. It provides fully distributed inter-
domai n routing for phone nunbers, authorized mappi ngs from phone
nunbers to domains, a new technique for automated Vol P anti-spam and
privacy of nunber ownership, all while preserving the trapezoida
nodel of SIP

Legal

This docunents and the information contained therein are provided on
an "AS | S" basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE
REPRESENTS OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY, THE

| ETF TRUST AND THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL
WARRANTI ES, EXPRESS COR | MPLI ED, | NCLUDI NG BUT NOT LI M TED TO ANY
WARRANTY THAT THE USE OF THE | NFORMATI ON THEREI N W LL NOT | NFRI NGE
ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS
FOR A PARTI CULAR PURPGSE

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering

Jenni ngs, et al. Expi res January 12, 2012 [ Page 1]



Internet-Draft Vi PR Overvi ew July 2011

Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 12, 2012
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunments
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Jenni ngs, et al. Expi res January 12, 2012 [ Page 2]



Internet-Draft

Vi PR Overvi ew

Tabl e of Contents

1.
2.

NPNDNDN

ww

I ntroduction .
Pr obl em St at enent

.1.  The Phone Nunber Routing Problem.
.2. The Open Pinhole Problem. .
.3. Quality of Service Problem.

.4. Troubl eshooting Problem

Sunmary of Existing Sol utions

.1. Domain Routing .
.2. Public ENUM

3.3. Private Federations

NSNS

o o o

Looo©o

10.
11.
12. .
12.1. Normative Ref erences .

Jenni ngs, et al.

SRR

Key Requirements .
Executive Overview .
Key Propertles . .
Chal | engi ng Past Assurrpt| ons .
Techni cal Overview . . .
3.1. Storage of Phone Nunbers .
3.2. PSTN First Call . . . .
3.3. Validation and Caching .
3.4. SIP Call
c

Vi PR Server

Cal | Agent

Bor der El enent

Enrol | mrent Server

P2P Net wor k

rotocols . .
P2P: RELOAD .o

1.1. ViPR Usage . . .

1.2. Certificate Usage ..
Vi PR Access Protocol (VAP)

1
2
3.
5.
5.
5.
5.
Ar
1
2
3
4
5
P

SI P Extensions .
anple Call Flows .

1.

7.

7.

2.
.3. Validation Protocol
4.

Ex

1. PSTN Call and VCR UpI oad .
2. DHT Query and Validation .
3. DHT Query and No Match .
4. SIP Call .
Security Considerati ons

1. Attacks on the DHT . . .
2. Theft of Phone Numbers .
3. Spam.

4. Eavesdroppi ng

| ANA Consi derations

Acknowl edgenents .

Ref erences .

hit ecture Conponents and Funct| ons

Expi res January 12, 2012

July 2011

O©OOWOWoK~N~NO OO

WWWWWWWWWWWWWWWWWWNNNNNNMNNNNRPRRPRPEPERPRRREPRE
OCOOWOWOOONNODUITOORADNNNRPRPOOOOOOMONOODUIT,OONOOP,WERLEFEO

[ Page 3]



Internet-Draft Vi PR Overvi ew July 2011

12.2. Informative References . . . . . . . . . . . . . . . . . . 40
Appendix A. Release notes . . . . . . . . . . . . . . . . ... .4
A.1. Mdifications between rosenberg-04 and rosenberg-03 . . . 41
Authors’ Addresses . . . . . . . . . . . . . . . . ... ... o4

Jenni ngs, et al. Expi res January 12, 2012 [ Page 4]



Internet-Draft Vi PR Overvi ew July 2011

1.

I nt roducti on

The Session Initiation Protocol (SIP) was originally published as RFC
2543 [ RFC2543] in May of 1999. This was followed by subsequent
publication of RFC 3261 [ RFC3261], which brought the protocol to
sufficient maturity to enable |arge scale market adoption

And indeed, it has seen | arge scale market adoption. SIP has seen
hundreds of inplenentations, spanning consuner products, enterprise

servers, and large scale carrier equipnent. It carries billions and
billions of mnutes of calls, and has becone the |Iingua franca of
i nterconnection between products fromdifferent vendors. |f one

measures success in deploynent, then clearly SIP is a success.

Though SIP is used between domains, it is typically through private
federation agreenents. Wile such agreenents are positive, they
cause a "l east conmon denoninator" problem which has Iinmted the
growt h of advanced SIP features, and prevented the innovation that we
expected SIP to drive. SIP was designed fromthe ground up to enable
communi cati ons between users in different domains, all over the
public Internet. The intention was that real-tinme comunications
should be no different than enmail or the web, with the sanme any-to-
any connectivity that has fuel ed the successes of those technol ogies.
Though SIP is used between donains, it is typically through private
federati on agreenents. The any-to-any Internet federation nodel

envi sioned by SIP has not materialized at scale.

Thi s docunent introduces a new technol ogy, called Verification

I nvol ving PSTN Reachability (ViPPR), that enables us to break down the
barriers that have prevented inter-donmain VolP. By stepping back and
changi ng sone of the nost fundanmental assunptions about federation
ViPRis able to address the key problenms preventing its depl oynment.

Vi PR focuses on increnental deployability over the unrealizable
nirvana. At the sane tine, ViPR ensures that SIP s trapezoi dal nodel
- direct federation between donains wthout any internediate
processing beyond IP transport - is realized. That nodel is required
in order to allow innovative new services to be depl oyed

Pr obl em St at enent

The first question that nust be asked is this - why haven't we seen
wi despread adoption of inter-domain SIP federation?

There are many reasons for it. They are - in order of inportance -

t he phone nunber routing problem the open pinhole problem the
quality of service problem and the troubl eshooting problem The two
former ones are the nost significant.
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2.1. The Phone Nunber Routing Problem

Inter-domain federation requires that the sendi ng domai n determ ne
the address of the receiving domain, in the formof a DNS nane
(exanpl e.com) or one or nore | P addresses that can be used to reach
the domain. In email and in the web, this is easy. The identifiers
used by those services - the enanil address and web URL respectively -
enbed the address of the receiving domain. A sinple DNS | ookup is
all that is required to route the connection. SIP was designed to
use the sane enmil-style identifiers.

However, nost SIP deploynments utilize phone nunbers, and not enail -
style SIP URIs. This is due to the huge installed base of users that
continue to exist solely on the public switched tel ephone network
(PSTN). In order to be reached by users on the PSTN, and in order to
reach them users in SIP deploynents need to be assigned a regul ar
PSTN nunmber. Users in SIP deploynments need to place that PSTN nunber
on business cards, use it in their email signatures, and in general
give it out to their friends and col |l eagues, in order to be reached.
Whil e those users could additionally have an email style SIP URI, the
PSTN nunmber serves as a single, global identifier that works for
receiving calls fromusers on the PSTN as well as users within the
same SIP domain. Wy have two identifiers when one will suffice?

The universality of PSTN nunbers is the reason why nost SIP

depl oynents continue to use them- often exclusively.

Anot her reason is that many SIP deploynments utilize hardphones or

t el ephony adaptors, and the user interfaces on these devices -
patterned after existing phones - only allow phone-nunber based
dialing. Consequently, these users are only allocated PSTN nunbers,
and not emmil-style SIP URI.

Finally, a large nunber of SIP deploynments are in domains where the
endpoints are not IP. Rather, they are circuit based devices,
connected to a SIP network through a gateway. SIP is used within the
core of the network, providing |ower cost transit, or providing
add-on services. dearly, in these deploynents, only phone nunbers
are used.

Consequently, to make inter-domain federation increnentally
depl oyabl e and widely applicable, it needs to work with PSTN nunbers

rather than email-style SIP URI. Tel ephone nunbers, unlike email
addresses, do not provide any indication of the address of the domain
whi ch "owns" the phone number. |ndeed, the notion of phone nunber

ownership is somewhat cloudy. Nunbers can be ported between
carriers. They can be assigned to a user or enterprise, and then

| ater re-assigned to soneone el se. Nunbers are granted to users and
enterprises through a conpl ex del egation process involving the ITU,
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governnents, and tel econmuni cations carriers, often involving | oca
regul ations that vary fromcountry to country.

Therefore, in order to deploy inter-donmain federation, domains are
required to utilize sonme kind of nechanismto map phone nunbers to
the address of the domain to which calls should be routed. Though
several techniques have been devel oped to address this issue, none
have achi eved | arge-scal e Internet depl oynents.

2.2. The Open Pi nhol e Probl em

The inter-domain federation mechanismbuilt into SIP borrows heavily
fromenmail. Each domain runs a SIP server on an open port. \Wen one
domai n wi shes to contact another, it |ooks up the domain nane in the
DNS, and connects to the that server on the open port. Here, "open”
means that the server is reachable fromanywhere on the public
Internet, and is not bl ocked by firewalls.

This sinple design worked well in the early days of emmil. However,
the email system has now becone plagued with spam to the point of
becom ng useless. Administrators of SIP domains fear - rightfully so
- that if they make a SIP server avail able for anyone on the Internet
to contact, it will open the fl oodgates for Vol P spam which is far
nmore di sruptive than email -based spam [ RFC5039]. Administrators al so
worry - rightfully so - that an open server will create a back-door
for denial -of-service and other attacks that can potentially disrupt
their voice service. Admnistrators are sinply not willing to take
that risk; rightly or wongly, voice deploynents demand hi gher
uptines and better levels of reliability than email, especially for
enterprises.

Fears around spam and deni al - of -servi ce attacks, when put together,
formthe "open pinhole problent - that domains are not willing to
enable SIP on an open port facing the Internet.

To fix this, a new nodel for federation is needed - a nodel where
these problens are addressed as part of the fundanental design, and
not as an after-thought.

2.3. Quality of Service Problem
The Internet does not provide any QoS guarantees. Al traffic is
best effort. This is not an issue for data transaction services,
like web and email. It is, however, a concern when using real-time
services, such as voice and video

That said, there are a | arge nunber of existing Vol P depl oynents that
run over the Internet. Though the lack of QS is a concern, it has
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not proven a barrier to deploynment. W believe that, if the nore
fundamental issues - the phone number routing and open pinhole
probl ens - can be addressed, the QoS problemw Il sort itself out.
As such, we do not discuss this issue further here.

2. 4. Troubl eshooting Probl em

The final problemthat is stopping |arge scale inter-domain
federation is the troubl eshooting problem Wen connecting calls
bet ween donmai ns, problens will happen. Calls will get bl ocked
Calls will get misdelivered. Features won't work. There will be
one-way nedia or no nedia at all. The video won't start. Cal
quality will be poor.

These problens are comon in Vol P depl oynents, and they are tough to
troubl eshoot even within a single admnistrative domain. Wen real-
tinme services extend inter-donmain, the problem beconmes worse. A new
angle is introduced: the first step is identifying who is at fault.

Fortunately, work is underway to inprove the ability for network
adm nistrators to di agnose Vol P problens. Comon |og formats

[ CLF- SYNTAX] and consistent session IDs [SESSION-1D], for exanple,
can hel p troubl eshoot interdomain calls.

In addition to these, any new technology that facilitates inter-
domai n federation needs to have troubl eshooting built-in, so that it
is not a barrier to depl oynent.

3. Sunmary of Existing Solutions

G ven the value that inter-domain SIP federation brings, it is no

surprise that many attenpts have been nade at solving it. Indeed,
these have all been deployed to varying degrees. However, all of
them have fundanental linmtations that have inhibited w despread
depl oynent .

3.1. Domain Routing

The first solution that has been proposed for SIP inter-donmain
federation is built into SIPitself - domain routing. In this
techni que, users utilize email-style SIP URI as identifiers. By
utilizing the DNS | ookup nmechani sm defined in [ RFC3263], SIP enables
calls to be routed between domains in nuch the same way email is
rout ed between domai ns.

This technique works well in theory, but it has two limtations which
have limted its depl oynent:

Jenni ngs, et al. Expi res January 12, 2012 [ Page 8]



Internet-Draft Vi PR Overvi ew July 2011

1. The majority of SIP deploynments utilize phone nunbers, often
exclusively. In such a case, domain routing cannot be used.

2. Domain federation brings with it the possibility (and strong
i kelihood) of the same |evels of spam and DoS attacks that have
pl agued the enmmil system

These issues have al ready been di scussed above.
3.2. Public ENUM

Public ENUM defined in [RFC3761], tries to address the phone nunber
routing problemby cleverly placing phone nunbers into the public
DNS. dients can then performa sinple DNS | ookup on a phone nunber,
and retrieve a SIP URl which can be used to route to that phone
number .

Unfortunately, public ENUMrequires that the entries placed into the
DNS be popul ated following a chain of responsibility that mrrors the
ownershi p of the nunbers thenselves. This neans that, in order for a
nunber to be placed into the DNS, authorization to do so nust start
with the ITU, and fromthere, nove to the country, telecomregul ator,
and ultimately the end user. The nunber of |ayers of bureaucracy
required to acconplish this is non-trivial. |In addition, the tel ecom
operators - which would be partly responsible for populating the
numbers into the DNS - have little incentive to do so. As a
consequence, public ENUMis largely enpty, and is likely to remain so
for the foreseeable future

I nst ead, ENUM has norphed into a technique for federation anongst

cl osed peering partners, called private ENUM or infrastructure ENUM
[ RFC5067]. While there is value in this technology, it does not
enabl e the open federation that public ENUM was designed to sol ve.

It is clear fromthe | egacy of ENUM depl oynents, that any ki nd of
phone nunber routing solution should not rely on governnent or
tel ecom processes for popul ation of the databases.

3. 3. Private Federations

Private federations are a cooperative forned anongst a small nunber
of participating domains. The cooperative agrees to use a conmobn
techni que for federation, and through it, is able to connect to each
other. There are many such federations in use today.

Sone of these federations rely on a central database, typically run
by the federation provider, that can be queried by participating
domai ns. The database contai ns mappi ngs from phone nunbers to

domai ns, and is popul ated by each of the participating domains, often
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manual | y. Each domain inpl enents an agreed-upon query interface that
can be used to access the database when a nunber is call ed.

Sonetimes ENUMis used for this interface (called private ENUM,
other tines, a SIPredirection is used. Sone federations al so

utilize private I P networks in order to address QS problens. "SIP
trunking" - a service being offered by many tel ecom operators as a
Sl P-based PRI replacenment - is a formof private federation

Private federations work, but they have one major limtation: scale.
As the nunber of participating donains grows, several problens arise.
Firstly, the size of the databases becone unruly. Secondly, the
correctness of the database beconmes an issue, since the odds of

nmi sconfigured nunbers (either intentionally or accidentally)

i ncreases. As the nmenbership grows further, the odds increase that
"bad" domains will be let in, introducing a source of spam and
further problens. The owner of the federation can - and often does -
assune responsibility for this, and can attenpt to identify and shut
down ni sbehaving participants. Indeed, as the size of the
federations grow, the owner of the federation needs to spend
increasing levels of capital on maintaining it. This, in turn
requires themto charge noney for nmenbership, and this can be a
barrier to entry.

4. Key Requirenents

From t he di scussion on the problens of inter-domain federation and
the solutions that have been attenpted so far, several key
requi renents emerge

REQ-1: The solution should allow for federati on between any nunber
of domai ns.

REQ- 2: The solution nust enable users in one domain to identify
users in another donmain through the use of their existing E. 164
based phone nunbers.

REQ 3: The solution nust work with deploynents that utilize any kind
of endpoint, including non-IP phones connected through gateways,
| P sof t phones and har dphones.

REQ-4: The solution should not require any change in user behavior
The devices and techni ques that users have been using previously
to make inter-domain calls should continue to work, but now result
in inter-domain | P federation.

REQ-5: The solution should work worl dwi de, for any domai n anywhere.

REQ- 6: The solution should not require any new services from any
kind of centralized provider. A domain should be able, of its own
free-will and accord, to depl oy equi pnent and connect to the
federati on.

Jenni ngs, et al. Expi res January 12, 2012 [ Page 10]



Internet-Draft Vi PR Overvi ew July 2011

REQ- 7: The solution should not require any prior arrangenent between
domains in order to facilitate federation between those domains.
Federation must occur opportunistically - connections established
when they can be.

REQ - 8: The solution nust work for domains of any size - starting at
a single phone to the largest tel ecomoperator with tens of
nmllions of numbers.

REQ-9: The solution nust have built-in mechani sns for preventing
spam and DoS attacks. These nmechani sms nust be fully automated

REQ 10: The sol ution nust not require any processing what soever by
SIP or RTP internediaries. It nust be possible for a direct SIP
connection to be established between partici pati ng domai ns.

These requirenents, when put together, appear to be nutually
unsol vabl e. And indeed, they have been - until now.

5. Executive Overview

Verification Involving PSTN Reachability (ViPR) is a new technol ogy
that is ainmed at solving the problens that have prevented | arge-scale
I nternet-based SIP federation of voice and video. ViPR solves these
probl ens by creating a hybrid of three technol ogies - the PSTN
itself, a Peer to Peer (P2P) network, and SIP. By conbining al

three, Vi PR enables an increnmentally deployable solution to
federati on.

5.1. Key Properties

Vi PR has several inportant properties that enable it to solve the
federation probl em

Wrks Wth Nunmbers: Vi PR enables federation for existing PSTN

nunbers. 1t does not require users or adm nistrators to know or
configure email-style identifiers. It does not require the
al | ocation of new nunmbers. |t does not require a change in user

behavi ors. \Whatever way users were dialing nunbers yesterday,
works with Vi PR t onorrow.

Wrks with Existing Endpoints: Vi PR does not require any changes to
endpoi nts. Consequently, it works with existing SIP endpoints, or
with non-1P endpoi nts connected through gateways.

Fully Distributed: ViPR does not require any kind of centra
authority or provider. A domain wishing to utilize ViPR just
deploys it on their own. ViPR utilizes the existing PSTN and
exi sting Internet connectivity the domain already has, and by
conbi ning them achieves inter-donmain federation. Domains do not
need to wait for their service providers to roll out any kind of
new features, databases, or functionality.
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Verified Mappings: The biggest issue in mapping froma phone number
to a dormain or | P address, is deternining whether the mapping is
correct. Does that domain really own the gi ven phone nunber?
Whi |l e solutions |ike ENUM have sol ved this problemby relying on
centralized del egations of authorization, ViPR provides a secure
mapping in a fully distributed way. Vi PR guarantees that phone
calls cannot be nisrouted or nunmbers stolen

Wor | dwi de: Vi PR wor ks worl dwi de. Any domain that is connected to
both the PSTN and the Internet can participate. It doesn't matter
whet her the domain is in Africa, the Americas, or Australia.

Si nce Vi PR does not depend on availability of any regiona
servi ces beyond | P and PSTN access - both of which are already
avail able globally - ViPRitself is globally avail able.

Unlimted Scale: ViIiPR has nearly infinite scale. Any nunber of
domai ns can partici pate.

Sel f-Scale: VIiPR self-scales. This neans that the anount of
conmputation, nenory, and bandw dth that a domain nust depl oy
scales in direct proportion to the size of their own user base.

Self-Learning: ViPRis conpletely automated. A donmin never, ever
has to configure any informati on about another domain. It never
has to provision | P addresses, donmain nanes, certificates, phone
nunber prefixes or routing rules. Wthout any prior coordination,
Vi PR enabl es one domain to connect to a different domain.

Aut omat ed Anti-Spam Vi PR conmes with a built-in mechanism for
preventing Vol P spam This nmechanismis new, and specific to
VolP. Inthis way, it is fundanmentally different from existing
Vol P anti-spam techni ques which borrow fromenmail [RFC5039]. This
new technique is fully automated, and requires no configuration by
adm nistrators and no participation fromend users. Though it is
not a 100% solution to the problem it brings substantial econonic
and | egal ammunition to the table to act as a good deterrent for a
| ong while.

Feature Velocity: ViPR enables direct SIP connections between two
domai ns seeking to federate. There are no SIP internediaries of
any sort between the two. This neans that donmai ns have no
dependenci es on intermediaries for deployment of new features.

Desi gned for the Mddern Internet: ViPRis built to run on the nodern
Internet. It assunes the worst fromeveryone. It assunes linmited
connectivity. It assunes network failures. It assunmes there are
attackers seeking to eavesdrop calls. Security is built-in and
cannot be di sabl ed.

Reliable: ViPRis reliable. Through its hybridization of the PSTN
and the Internet, it makes sure that calls always go through.
Indeed, to route a call between donmains A and B, Vi PR never
depends on a server or service anywhere outside of domains A and B
(besides vanilla PSTN and | P access) being operational

At first glance, these properties seeminpossible to realize. And
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i ndeed, given the assunptions that have traditionally been nade about
how federation has to work, these properties are inpossible to
realize. 1t is only by stepping back, and rethinking these
fundanmental assunptions, that a solution can be found.

5.2. Chall engi ng Past Assunptions
Two unstated assunptions of SIP federation are chall enged by Vi PR

The first assunption that federation solutions have made is this:
The purpose of SIP federation is to elimnate the PSTN, and
consequently, we cannot assune the PSTN itself as part of the
sol uti on.

Though unstated, this assunption has clearly been part of the design

of existing solutions. SIP federation based on email-style URI's, as

defined in RFC 3261, doesn’t utilize or nmake nmention of the PSTN

Solutions like ENUM or private registries, do not utilize or nake

mention of the PSTN. [In one sense, it’'s obvious that they shoul dn't

- after all, the purpose is to replace the PSTN. However, such an

approach ignores an increnental solution - a solution which utilizes

the PSTN itself to solve the hard problens in SIP federation

After all, the PSTN has acconplished a great deal. It reaches

worl dwi de. It provides a global nunbering translation service that
maps phone nunbers to circuits. It is highly reliable, and provides
QS. It has been built up over decades to achieve these goals. This
begs the question - can we build upon the capabilities already

provi ded by the PSTN, and use themto solve the problens that plague
SI P federation?

I ndeed, the answer is yes once another assunption is chall enged.
This second assunption is:
A federation solution nust be the sanme as the final target
federation architecture, and not just a step towards it.
Though unstated, this assunption has also been true. SIP's enmail -
style federation was a pure 'target architecture’ - the place we want
to get to. ENUMwas the sane - a worl dwi de gl obal DNS dat abase with
everyone’ s phone nunbers - an unrealizable nirvana of open
connectivity.

Hi storically, technol ogies are nore successful when they are
incremental |y depl oyable. Indeed, in many cases, the target
architecture is unrealizable because there is no obvious way to get
there. As such, the focus needs to be on the next increnmental step
that we can take, and that step in turn creates the technol ogi cal and
mar ket pressures that will drive the next step. In the end, the
target may not be the perfect nirvana we all inmagi ned, but we’ve at

| east arrived.
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As such, ViPR is very much focused on increnmental deployability. It
is not the end of the federation story, it is the beginning. It
di scards the nirvana of perfect IP federation for a solution that
federates nost, but not all calls, by relying on the PSTN to fill in

the gaps. ViIiPR s philosophy is not to let the perfect be the eneny
of the good.

5.3. Technical Overview
A high level view of the architecture is shown in Figure 1. The
figure shows four different domains, a.com b.com c.comand d.com

federating using Vi PR technol ogy. Each domain is connected to both
the public Internet and to the traditional PSTN
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Figure 1: Hi gh Leve

For purposes of explanation, it
havi ng a single cal

July 2011
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| Call |
| Agent | [ 1\\
| |---- \
I I
Fom e e e +
b. com

Architecture

is easiest to think of each domain as
agent which participates in the federation

solution. In actuality, the functionality is deconposed into severa
sub- conponents, and this is discussed in nore detail below. The cal
agent is connected to one or nore phones in the domain, and is

responsible for routing calls, handling features,
state. The call agent is stateful
and st op.
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Assunme that all four domains have a 'fresh’ installation of ViPR and
that domain b.com’ owns’ +1 408 555 5..., a block of 1000 nunbers
all ocated by its PSTN provider.

The Vi PR nmechani sm can be broken into four basic steps: storage of
phone nunbers, PSTN first call, validation and caching, and SIP call.

5.3.1. Storage of Phone Nunbers

The first step is that the call agents forma single, worldw de P2P
net wor k, using RELOAD [ P2PSI P-BASE] with the Chord algorithm This
P2P network forms a distributed hash table (DHT) running anongst all
participating domains. A distributed hash table is Iike a sinple

dat abase, allowi ng storage of key-value pairs, and | ookup of objects
by key. Unlike a normal hash table, which resides in the menory of a
single conputer, a distributed hash table is spread across all of the
servers whi ch nake up the P2P network. In this case, it is spread
across all of the domains participating in the ViPR federation.

The neat trick solved by Chord (and by other DHT algorithnms), is an
answer to the following: given that the desired operation is to read
or wite an object with key K, which node in the DHT is the box that
currently stores the object with that key? Chord provides a clever

al gorithm which routes read and wite operations through nodes in the
DHT until they eventually arrive at the right place. Wth Chord,
this will take no nore than | 0g2N hops, where N is the nunmber of
nodes in the DHT. Consequently, for a DHT with 1024 nodes, 10 hops
are required in the worst case. For 2048, 11 hops. And so on. The
|l ogarithmc factor allows DHTs to achieve incredible scale and to
provi de enornous storage sumed across all of the nodes that make up
t he DHT.

This |l ogarithm c hoppi ng behavi or al so neans that each node in the
DHT does not need to establish a TCP/ TLS connection to every ot her
node. Rather, connections are established to a snaller subset - just
I og(N) of the nodes.

In DHTs, each participating entity is identified by a Node-1D. The
Node-ID is a 128 bit nunber, assigned randomy to each entity. They
have no i nherent semantic neaning; they are not |ike donain nanmes or
| P addr esses.

In the case of Vi PR, each call agent is identified by one or nore
Node- I Ds. For purposes of discussion, consider the case where the
call agent has just one. Each participating domain, including b.com
in our exanple, uses the DHT to store a mapping from each phone
nunmber that it owns, to its own Node-ID. In the case of b.com it
woul d store 1000 entries into the DHT, each one being a mapping from
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one of its phone nunbers, to its own Node-I1D. Furthernore, when the
mappi ngs are stored, the mapping is actually fromthe SHA-1 hash of
t he phone nunber, to the Node-1D of the call agent which clains
owner shi p of that nunber.

Pretending that the Node-1D of the call agent in domain b.comis
0x1234 (a shorter 16 bit value to sinplify discussion), the entries
stored into the DHT by b.com woul d be:

Key | Val ue
SHAL(+14085555000) |  0x1234
SHAL(+14085555001) |  0x1234
SHAL( +14085555002) |  Ox1234
SHAL(+14085555999) |  Ox1234

Fi gure 2: DHT Contents

It is inmportant to note that the DHT does not contain phone nunbers
(it contains hashes of then), nor does it contain |IP addresses or
domai n nanes. Instead, it is a mapping fromthe hash of a phone
number (in E 164 format) to a Node-1D

b.comwi |l store this mapping when it starts up, or when a new nunber
is provisioned. The information is refreshed periodically by b.com
The actual server on which these nmappings are stored depends on the
Chord algorithm Typically, the entries will be uniformy
distributed anongst all of the call agents participating in the

net wor k.

5.3.2. PSTN First Cal

At sone point, a user (Alice) in a.comnakes a call to +1 408 555
5432, which is her colleague Bob. Even though both sides have Vi PR
the call takes place over the plain old PSTN. Alice talks to Bob for
a bit, and they hang up

At a random point of tinme after the call has conpleted, the cal

agent in a.com "wakes up" and says to itself, "that’'s interesting,
someone in ny domain called +1 408 555 5432, and it went over the
PSTN. | wonder if that nunber is reachable over IP instead?". To
make this determi nation, it hashes the call ed phone nunber, and | ooks
it upinthe DHT. It is inportant to note that this |ookup is not at
the tinme of an actual phone call - this | ookup process happens
out si de of any phone call, and is a background process.
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The query for +1 408 555 5432 will traverse the DHT, and eventually
arrive at the node that is responsible for storing the mapping for
that nunber. Typically, that node will not be b.com but rather one
of the other nodes in the network (for exanple. c.com. |n nmany
cases, the called nunber will not find a matching mapping in the DHT
Thi s happens when the nunber that was dialed is not owned by a donain
participating in ViPR  Wen that happens, a.comtakes no further
action. Next time there is another call to the same nunber, it wll
repeat the process and check once nore whether the dialed nunber is
in the DHT.

In this case, there is a match in the DHT, and a.com |l earns the
Node-1D of b.com It then proceeds to the validation step. It is
al so possible that there are multiple matches in the DHT. This can
happen if another domain - d.comfor exanple - also clains ownership
of that nunber. When there are nultiple matching results, a.com
learns all of them and perforns the validation step with each

5.3.3. Validation and Cachi ng

Way not just store the domain in the DHT, instead of the Node-1D? In
that case, once a.comperforned the | ookup, it would i mediately

| earn that the nunber maps to b.com and could then nake a direct SIP
call next tine.

The main reason this doesn’t work is security. The information in
the DHT is conpletely untrusted. There is nothing so far that
enabl es a.comto know that b.com does, in fact, own the phone nunber
in question. Indeed, if nultiple donains nmake a clai mon the nunber,
it has no way to know which one (if any) actually owns it.

To address this critical problem ViPR utilizes a technique called
phone nunber validation. Phone nunber validation is the key concept
in ViPR The essential idea is that a.comw || connect to the b.com
server, by asking the DHT to forma connection to b.conis Node-ID.
Once connected, a.com dermands proof of ownership of the phone nunber.
This proof cones in the formof denonstrated know edge of the

previous PSTN call. Wen a call was placed froma.comto +1 408 555
5432, the details of that call - including its caller ID, start tine,
and stop tine, create a formof shared secret - information that is
only known to entities that participated in the call. Thus, to

obtain proof that b.comreally owns the nunber in question, a.com
will demand a know edge proof - that b.comis aware of the details of

the call. The only way that b.com could know these details is if it
had received the call, and the only way it could have received the
call is if it owned the phone nunber.

There are a great many details required for this validation protoco
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to be secured. It needs to handle the fact that call start and stop
times won't exactly match on both sides. It needs to deal with the
fact that many calls start on the top of the hour. It needs to dea
with the fact that caller IDis not often delivered, and when it is
delivered, is not reliable. It needs to deal with the fact that
a.commay in fact be the attacker, trying to use the validation
protocol to extract the shared secret fromb.com Al of thisis, in
fact, handl ed by the protocol. The protocol is based on the Secure
Renot e Password for TLS Authentication (SRP-TLS) [RFC5054], and is
described nore fully in [VI PR PVP].

At the end of the validation process, both a.comand b.com have been
able to ascertain that the other side did in fact participate in the

previous PSTN call. At that point, a.comsends its domain nanme to
b.com (this is described in nore detail below), and b.com sends to
a.com- all over a secured channel - a SIP URL to use for routing

calls to this nunber, and a ticket. The ticket is a cryptographic
obj ect, opaque to a.com but used by b.comto allow inconm ng SIP
calls. It is simlar in concept to kerberos tickets - it is a grant
of access. 1In this case, it is a grant of access for a.comto cal
+1 408 555 5432, and only +1 408 555 5432

The a.comcall agent receives the SIP URI and ticket, and stores both
of themin an internal cache. This cache builds up slowy over tine,
cont ai ni ng the phone nunber, SIP URI, and ticket, for those nunbers
whi ch are called by a.comand validated using Vi PR Because the
cache entries are only built for nunbers which have actually been
called by users in the enterprise, the size of the cache self-scales.
A call agent supporting only ten users will build up a cache
proportional to the volunme of nunbers called by ten people, whereas a
call agent supporting ten thousand users will build up a cache which
is typically a thousand tinmes |arger.

5.3.4. SIP Cal

At sone point in the future, another call is nade to +1 408 555 5432
The caller could be Alice, or it could be any other user attached to
the sane call agent. This tine, the call agent notes that it has a
cached route for the number in question, along with a SIP URI that
can be used to reach that route. It also has a ticket.

The a.comcall agent attenpts to contact the SIP URI by establishing
a TCP/ TLS connection to the SIP URl it learned. |f this connection
cannot be made, it proceeds with the call over the PSTN. This
ensures that, in the event of an Internet failure or server failure,
the call can still proceed. Assum ng the connection is established,
the a.comcall agent sends a traditional SIP INVITE to the

term nating call agent, over this newy formed secure connection
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The SIP call setup request also contains the ticket, placed into a
new SI P header in the nmessage.

When this call setup request arrives at the b.com border elenent, it
can extract the ticket fromthe new SIP header. This ticket is an
obj ect, opaque to a.com that was previously generated by the b.com

call agent. Figure 3 illustrates howthis ticket is generated and
used.
VAR
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Figure 3: Ticket Validation Step 1

Jenni ngs, et al. Expi res January 12, 2012 [ Page 20]



Internet-Draft Vi PR Overvi ew July 2011

Towar ds the end of the validation process, donmains a.comand b.com
had determ ned that each was, in fact in possession of the shared
secret information about the prior PSTN call. However, neither side
has any informati on about the donmin nanes of the other side. The
originating domain - a.com- tells b.comthat its donmain nane is
a.com It offers no proof of this assertion at this tine.

Next, the b.com donmain generates the ticket. The ticket has three
fundanmental parts to it:

1. The phone nunber that was just validated - in this case, +1 408
555 5432.

2. The domain nane that the originating side clains it has - a.com
in this case

3. A signature generated by b.com using a key known to itself only,
over the other two pieces of information

This ticket is then sent back to a.comat the end of the validation
process, as shown in Figure 4.
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Figure 4: Ticket Validation Step 2

When a.com generates a SIP INVITE, it will contain this ticket. The
INVITE arrives at the b.comcall agent over the mutually
aut henti cated TLS connection established between the domains.

The b.com border element | ooks for the SIP header field in the INVITE
that contains the ticket. First, it verifies the signature over the
ticket. Renenber that the b.comagent is the one that generated the
ticket in the first place; as such, it is in possession of the key
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required to validate the signature. Once validated, it perforns two

checks:

1. It conpares the phone nunmber in the call setup request (the
Request URI) agai nst the phone nunber stored in the ticket.

2. It conpares the domain nane of the calling domain, |earned from

the certificates in the nutual TLS exchange, agai nst the domain
nane stored in the ticket.

If both match, the b.comcall agent knows that the calling party is
in fact the domain they clained previously, and that they had in fact
gone through the validation process successfully for the nunber in
guestion. A consequence of this is that the followi ng property is
mai nt ai ned:

A domain can only call a specific nunber over SIP, if it had
previously called that exact sanme nunber over the PSTN.

This property is key in fighting spam and deni al - of -servi ce attacks.
Because cal ling nunbers on the PSTN costs nobney - especially
international calls - ViPR creates a financial disincentive for
spamers. For a spammer to ring every phone in a domain with a SIP
call, it nust have previously called every nunber in the domain wth
a PSTN call, and had a successfully conpleted call to each and every
one of them O course, once that PSTN call had been placed, the
spamer woul d have al ready achieved their goals, and at cost. The
additional VolP call is not so exciting.

This property also neans that, in order for an attacker to spam cal
nunbers on Vol P, it nust have al ready spamcall ed those sanme nunbers
on the PSTN. This neans that the attacker would clearly be subject
to regul ations and | aws governi ng usage of the PSTN for calling. As
an exanple, a spanmmer in the United States woul d have al ready
violated U S. do-not-call rules by initiating the spamcalls to the
PSTN nunbers.

It is inmportant to note that Vi PR does not conpletely address the
spam problem A | arge spamm ng cl earing house organi zati on coul d
actually incur the costs of l|aunching the PSTN calls to nunbers, and
then, in turn, act as a conduit allow ng other spamrers to | aunch
their calls to those nunbers for a fee. The clearinghouse woul d
actually need to transit the signaling traffic (or, divulge the
private keys to their domain nane), which would incur some cost. As
such, while this is not an inpossible situation, the barrier is set
reasonably high to start with - high enough that it is likely to
deter spanmmers until it beconmes a highly attractive target, at which
poi nt ot her nechani sns can be brought to bear. This is, again, an
exanpl e of the incremental deployability philosophy that Vi PR takes -
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I et not the perfect be the eneny of the good.

6. Architecture Conponents and Functions

The architecture in Figure 1 is overly sinplistic. ViPR allows the
functionality enbedded within the call agent to be split up into
three conponents, as shown in Figure 5:
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Single adm nistrative domain
Figure 5: Architecture
Wthin each donmain, there are three conmponents that are Vi PR aware.
These are the Vi PR server, the call agent (CA), and the border
el ement (BE). Qutside of the domain, there is a P2P network and an
enrol Il ment server. A domain will typically have firewalls - an
Internet firewall and an intranet firewall.

The sections which foll ow describe the roles and responsibilities of
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6

1.

each conmponent in nore detail.
Vi PR Server

The Vi PR server is the heart of the system It perforns several key
functions:

1. It inplements the P2P protocol, acting as one or nore nodes in
the DHT. By placing this function separate fromthe call agent,
it allows the call agent to be isolated fromthe traffic and
security concerns that are often associated with a P2P networKk.

2. It inplements the validation mechanism It is informed of cal
events by the call agent, and sonetinme after the call, |ooks up
the nunber in the DHT, and if found, attenpts to connect to the
node cl ai m ng ownership of the nunber, and then validates it.

3. It pushes newy learned routes to the call agent once validation
has occurred. The Vi PR server does not hold the call routes;
this elimnates the need for an of f-box query to perform cal
routing |ogic.

4. It stores nunbers into the DHT. The call agent informs the ViPR
servers of nunbers to be published, and the Vi PR server pl aces
theminto the P2P network. Refreshing the stored nunbers (by
asking the ViPR server to re-store then) is the responsibility of
the call agent.

5. It inplements a distributed quota enforcenment algorithm ensuring
that malicious ViPR servers cannot store excessive data into the
net wor k.

6. It inplenents a policing function, pacing its store and fetch

requests into the DHT to ensure that the network is not
over whel ned.

In order to join the P2P network and be able to receive inconing
val idation requests, the Vi PR server nust have open access to the
public Internet. For this reason, it is typically placed into the
DMZ. The Internet firewall will not require any pinholes to be
opened towards the Vi PR server.

It is inmportant to understand that the Vi PR server does not perform
any call processing. It does not process SIP or RTP traffic. It is
a non-real -tinme server that perforns validation processing in the
background, outside of actual call attenpts.

The Vi PR server needs to connect with the call agent. This is done
through the Vi PR Access Protocol (VAP). VAP is described in nore
detail bel ow.
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6.2. Call Agent

The call agent is a box within the domain which perforns cal
processi ng on behalf of one or nore phones within the domain. ViPR
can work with a wide variety of call agents, as |long as they neet
some specific criteria:

o The call agent mnmust be know of the start tinme, stop time, caller
I D, and call ed nunbers of calls placed from phones towards the
PSTN.

o The call agent nust be capabl e of making routing decisions for
out bound calls from phones that woul d otherwi se go to the PSTN,
directing themtowards the PSTN or towards other domains (based on
Vi PR routing rules).

Based on this definition, nmany different types of products typically
found within a domain could act as the call agent. An IP PBX or TDM
PBX with a SIP interface can be the call agent. A Session Border
Controller (SBC) that connects calls froma PBX to the PSTN, can act
as the call agent. An IM application server can act as the cal
agent. A PSTN gateway, used for all calls egressing a domain froma
set of phones, can act as a call agent.

A SIP proxy can act as a call agent; as long as it is capable of
stashing the relevant call information into Record-Route headers for
usage at the end of the call, it can even operate w thout retaining
call state.

A single phone can also act as the call agent, representing itself
and its own phone nunber.

In ViPR, the call agent perfornms several key functions specific to
Vi PR

o It informs the Vi PR server of the phone nunbers to be stored in
the DHT for its domain.

o It refreshes those nunbers in the DHT, redoing the storage
operation periodically.

o At the end of a call, the call agent sends a ViPR Call Record
(VCR) to the ViPR server, containing the start tine, stop tine,
caller ID and called party nunber.

o It learns validated routes fromthe Vi PR server. These routes
consi st of a phone nunmber, a SIP URI to utilize when contacting
that phone nunber, and a corresponding ticket. The call agent is
responsi ble for storing those routes.

0 Wien a call is to be made towards a PSTN nunber, the call agent is
responsi bl e for checking whether there is a route for that nunber,
| earned via a prior notification fromthe Vi PR server. |If so, it
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is responsible for sending the INVITE towards the learned SIP URl,
and for including the ticket the Vi PR-Ticket header field.

Those functions which require conmunications with the Vi PR server are
done by inplenenting VAP. VAP is a client-server protocol, with the
call agent acting as the client, and the Vi PR server acting as the
server. For this reason, the call agent is sonetines called the VAP
client or ViPR client.

6.3. Border El enent

The border elenment is responsible for the SIP |ayer perineter
security functions. In particular:

0 The border elenent ensures that all egress SIP traffic is carried
over TLS. Border elenents nust reject any inconing SIP requests
whi ch are not over TLS. SIP over TLS is nmandatory-to-use in Vi PR
and it nust be performed using nutual TLS

0 The border elenment ensures that all egress RTP traffic is actually
carried using SRTP. If the traffic originated by the UA in the
domain is inherently SRTP, the criteria is net. However, nmany
domai ns do not utilize SRTP internally, and if it is not used
internally, the border el enment nust convert to SRTP. Simlarly,
the border elenment is responsible for rejecting any incomng SIP
calls that are not set up with SRTP. SRTP is nandatory in ViPR

0 The border el enent ensures that ingress and egress SIP traffic is
"fixed up’ so that it can pass through the Internet firewall
successfully. Typically, this is done using a traditional SBC ALG

functi on.

0 The border elenment inspects all incomng SIP INVITEs, and perforns
ticket verification. |In this process, it |ooks for the Vi PR
Ti cket header field in the INVITE. If not present, it discards
the request. |If present, it verifies the signature, and then
conpares the called nunber and renote TLS dommi n agai nst the
contents of the ticket. |If they do not match, the border el enent

di scards the | NVITE.

The border el enent can perform other, non-Vi PR tasks, as is comon
for border elenments. These include header inspection and validation
anti-virus checks on enbedded content, SIP state nachi ne conformance,
policy checks on various services, and so on

The role of the border elenent can be fulfilled by any nunmber of
products typically found within domains. These include Session
Border Controllers and firewalls. |ndeed, the border el enent
function can be enbedded directly in the Internet firewall.

The border elenent is connected to the call agent via SIP, and to the
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user agent (UA) via RTP. The border elenent has no direct connection
to the Vi PR server. However, in order for ticket processing to work
in this nodel, the Vi PR server and border el enent nust share a secret
that is used to create the tickets. This is discussed in nore detai
bel ow.

6. 4. Enrol | rent Server

P2P protocols - including RELOAD - require the usage of an enroll nent
server in order to obtain the certificates that are used to secure
the network. ViPR uses, and indeed requires, that all RELOAD traffic
be over TCP/TLS with nmutual authentication. The certificates used
are obtai ned through an enroll nent process. The details on how P2P
enrol I nment is done are beyond the scope of this docunent.

6.5. P2P Network

The collection of ViPR servers forma single, worldw de, P2P network
utilizing RELOAD and the Chord al gorithm

It is very inportant to understand that the DHT is never accessed in
real-tinme. It is not queried at call setup tine. This is because
the DHT is slow, involving nany hops. Queries could take seconds.
Furthernmore, we don't want to rely on proper operation of the DHT to
actual ly nmake calls.

7. Protocols

The overall Vi PR solution utilizes several protocols, each perform ng
a different function.

7.1. P2P: RELCAD

Vi PR utilizes the RELOAD protocol [P2PSIP-BASE] to run anbngst each
of the ViPR servers. Each ViPR server acts as one or nore nodes in
the DHT. The nunber of nodes that the Vi PR server inplenments
directly determi nes the quota allocated to that ViPR server, and in
turn, the anount of work it nust perform storing data.

Vi PR, however, does not inplenent the SIP usage that has been defined
for RELOAD [P2PSIP-SIP]. That is because the DHT is not used as a

traditional distributed registrar. Instead, it inplenents a new
usage - the Vi PR usage - which stores phone nunbers. It also
utilizes the DHT for storage of certificates, using a certificate
usage.
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7.1.1. ViPR Usage

The Vi PR usage is described in detail in [VIPR RELOAD- USAGE]. This
section provides a brief overview.

The Vi PR usage nmekes use of the dictionary type. Each resource-IDis
a key, conputed by taking the SHAl1 hash of an E. 164 formatted phone
nunber. The value stored at this resource-IDis a dictionary. The
dictionary entries are the set of virtual ViPR servers which claim
ownershi p of those nunbers

Since a ViPR server might support a multiplicity of call agents from
different domamins, it is necessary to logically segnment a Vi PR server
so that - froma security perspective - it operates logically Iike
different virtual Vi PR servers, one for each call agent. Each
virtual instance of a ViPR server is called a VService. Thus, the
entries in the dictionary are key val ue pairs whose key is the
concatenation of the Node-1D and an identifier for the VService
within that node. The value at each key is the Node-ID to contact
for validation.

When a node in the DHT receives a Store request, and it is the
responsi bl e node for the resource-1D, it will verify that the Node-ID
in both the key and value of the dictionary entry nmatch the Node-1D
inthe certificate it presents. This ensures that one Vi PR server
can never overwite data from anot her Vi PR server.

The Vi PR usage al so specifies a quota nechanism Unlike the SIP
usage, where there are very specific rules about what resource-1Ds a
node may store into the DHT, with ViPR, there is no way to restrict
what resource-1Ds may be stored by a ViPR server. This is because,
in ViPR, the resource-IDs are derived from phone nunbers, and at the
time of storage, there is no way to know whet her the node perforning
the store actually owns this phone nunber. Consequently, a
responsi bl e node will accept stores fromany node for any
resource-1D. However, to linmt malicious users fromconsumng all of
the resources of the DHT, the Vi PR usage inposes a quota on storage.
Each node perfornming a store is allocated a fixed quota on the nunber
of records it can place into the DHT. A probabilistic enforcenent
nodel is utilized at each responsi bl e node based on the fraction of

t he hashspace owned by that responsible node. Roughly speaking, if
the system quota is 10,000 phone nunbers per Node-ID, if a
responsi bl e node owns 10% of the DHT, it will accept an average of
1000 phone nunbers from any one single Node-ID
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7.1.2. Certificate Usage
Furt her details pending.
7.2. Vi PR Access Protocol (VAP)
The Vi PR Access Protocol (VAP) is documented in [VIPR-VAP].

VAP is a client-server protocol that runs between the call agent and
the ViPR server. VAP is a sinple, binary based, request/response
protocol. It utilizes the sane syntactic structure and transaction
state machi nery as STUN [ RFC5389], but otherwise is totally distinct
fromit. VAP clients initiate TCP/ TLS connections towards the Vi PR
server. The Vi PR server never opens connections towards the cal
agent. This allows the Vi PR servers to run on the public side of
NATs and firewalls.

Once the connections are established, the call agent sends a Register
message to the Vi PR server. This register nmessage primarily provides
aut henti cation and connects the client to the ViPR server. VAP

provi des several nessages for different purposes:

0 Publish: The Publish nessage inforns the Vi PR server of service
informati on. There are two types of Publishes supported in ViPR
The first is the ViPR Service (VService). This inforns the Vi PR
server of the SIP URIs on the call agent and bl ack and white lists
used by the Vi PR server to block validations. The ViPR server
stores that information locally and uses it during the validation
process, as described above. The second Publish is the ViPR
nunber service. The Vi PR server, upon receiving this nessage,
perfornms a Store operation into the DHT.

0 UploadVCR  This nmessage cones in two flavors - an originating and
term nating message. An originating Upl oadVCR conmes froma cal
agent upon conpletion of a non-ViPR call to the PSTN. A
term nating Upl oadVCR cones from an agent upon conpletion of a
call received FROMthe PSTN. The Vi PR server behavior for both
nmessages is very different. For Oiginating Upl oadVCR, the ViPR
server will store these, and at a randomtine later, query the DHT
for the called nunber and attenpt validation against the ViPR
servers that are found. For a termnating Upl oadVCR, the ViPR
server will store these, awaiting receipt of a validation against
t hem

0 Subscribe: Call agents can subscribe for information fromthe
Vi PR server. There is one service that the call agent can
subscribe for: nunber Service. Wen a new nunber is vali dated,
the ViPR server will send a Notify to the call agent, containing
the validated nunmber, the ticket, and a set of SIP trunk URIs.
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o Notify: The ViPR server sends this nessage to the call agent when
it has an event to report for a particular subscription

The VAP protocol provides authentication by including an integrity
object in each nmessage. This integrity nessage is the hash of the
contents of the nmessage and a shared secret between the Vi PR server
and the client. VAP can also be run over TLS, which enhances
security further.

The P2P network introduces rate limts for the purposes of
performance managenent and limting denial of service attacks. Each
node in the DHT conmes with it a limt on the anobunt of stores per
second, reads per second, and total amount of data it can store in
the DHT. The Vi PR server rigorously follows those linits.

As a consequence, when nunbers are stored into the DHT, they are
witten in slowy based on the rate linits. The call agent will send
a Publish operation for each individual nunber. The Vi PR server wll
performthe store in a rate-limted fashion. Wen the store is

compl ete, the Vi PR server responds to the Publish, and the call agent
can nove to the next DID to publish. Thus, it rmay take hours or even
days to fully store the set of nunbers into the DHT. The process
then repeats several days later in order to refresh the data in the
DHT.

7.3. Validation Protoco

The core of ViPRis the validation protocol. The validation protoco
is used by one Vi PR server to connect to another, denand proof - of -
know edge of a previous PSTN call, and once proven, securely learn a
SIP URI and ticket for usage in future SIP calls between domai ns.

The validation protocol is docunented in [VIPR-PVP].

The validation protocol is built using TLS-SRP [ RFC5054]. TLS-SRP
creates a secure TLS connection, but instead of using certificates,
utilizes a password. TLS-SRP was designed for cases where the
passwords are relatively weak. |In the case of the validation
protocol, the passwords are formed from paranmeters of a previous PSTN
call. Once a secure TLS connection is forned, a sinple request/
response protocol is run over it. The request contains the donmain
name of the originating ViPR server, and the response contains the
SIP URI and ticket for that nunber.

The validation protocol properly handles tinme offsets between the two
domains for the start and stop tines of the calls, the relatively
weak entropy of a single phone call, the grand chessmaster attack

and non-delivery or inaccurate delivery of caller-I1D, anongst other
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i ssues. The validation protocol can be tuned by admi nistrators to
allow for arbitrary levels of security, neasured in ternms of
equi val ent entropy. The equivalent entropy is the nunber of bits of
entropy that nust be denonstrated, as if the donmai ns were

aut henti cating each other using a password with that anmount of
entropy. This gives domains a 'nerd knob’ they can turn to trade off
security for performance

Because the validation protocol utilizes TLS-SRP, it does not run
directly through the DHT. This is why a ViPR server requires a
separate pinhole to be opened for the validation protocol

7.4. SIP Extensions

8.

8.

The connection between the call agents in different domains is SIP
Vi PR requires that the inter-domain connections run over TLS, and
furthernore, utilize SRTP keyed with Sdescri ptions.

Vi PR extends SIP with its anti-spam nmechanism This takes the form
of a ticket, present in a SIP header field. [WVIPRSIP-ANTISPAM
defines this header field and the format of the ticket it contains.

Exanpl e Call Fl ows
This section provides call flows for the key use cases.
1. PSTN Call and VCR Upl oad

A call flowfor the initial PSTN call and VCR upload is shown in
Fi gure 6.

Alice  CA+O GMO  VIPRtO  GMT CA+T VI PR+T Bob
(1) Call NunX | | |

REETR >] | |
[(2) INVITE NunX |

| --o- e >] |

I

I I

I I

I I

| (3) setup NunX | |
I
I

I

I

I I

| e >

| | | | (4) INVITE NunX

I I I I |------- >|

I I I I I | (5) Call NumX

I I I I I iy >
I I I I I I I Answer s
| | | | | | (6) answer |
I I I I I | <--mmmmmmmmees I
L e
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I I I I | (8) ACK | I I
I I I I [------- >| I I
I I | (9) answer I I I I
I I | <--mmmmmmmeeoe- I I I I
I | (10) 200 K I I I I I
I | <------- I I I I I I
I | (11) ACK]| I I I I I
I [------- >| I I I I I
| (12) accept I I I I I I
| <------- I I I I I I I
| hangs up| I I I I I I
| (13) hangup I I I I I I
[------- >| I I I I I
I | (14) BYE]| I I I I I
I [------- >| I I I I I
I | (15) 200 X I I I I I
I | <------- I I I I I
I I | (16) hangup I I I I
I I [----mmmmmee - >| I I
I I I I | (17) BYE]| I I
I I I I [------- > I I
I I I I | (18) 200 X I I
I I I I | <------- I I I
I I I I I | (19) hangup I
I I I I I [----mmmmmee - >|
| | (20) Oig Upl oadVCR | | | |
I |- >| I I I I
[ | (21) Success [ [ [ [ [
I | <---mmmmmmeee- I I I I I
| | | | Set timer | |
| | | | | | (22) Ter m Upl oadVCR
I I I I I [------- >| I
| | | | | | (23) Success |
I I I I I I

Fi gure 6: PSTN Call and Upl oad

In message 1, Alice calls the nunber of her coll eague, Bob. This is
NumX. This call is routed over the PSTN, through the term nating
call agent, and rings Bob’'s phone (nessages 1-5). Bob answers the
phone, and this is propagated back to Alice (nessages 6-12). Bob and
Alice talk for a while, and then Alice hangs up. This hangup is
propagated to Bob, and the call is term nated (nmessages 13-19).

The originating call agent notes that this call went to the PSTN, and

m ght be a candidate for a future SIP call. It sends an Upl oadVCR
message to its Vi PR server (nessage 20), containing the start tine,
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stop time, callerID and called party nunber. The Vi PR server

acknow edges this (nessage 21), and then sets a tiner for a random
time into the future, at which point it will attenpt validation. The
termnating side is simlar; it sends an UploadVCR to its Vi PR server
(message 22), which is acknow edged (nessage 23). The terminating
side does not set atiner; it waits for a possible validation attenpt
whi ch may or may not arrive in the future.

8.2. DHT Query and Validation

This section provides the call flow for what happens on the
originating Vi PR server when the tinmer fires, in Figure 7.

CA+O VI PR+O DHT VI PR+T
| |[timer fires |
| (1) Query NunX I

I
I I
I ARt > |
[ [(2) Node-ID T [ [
| | <o | |
| | (3) Connect Node-ID T| |
| e >| |
[ [ | (4) Connect Node-I1D T|
| | |- >
| | | (5) Connect resp. |
| | | <o |
| | (6) Connect resp. | |
| | <o | |
[ | (7) TCP Connect [ [
| |- >
[ | (8) TLS-SRP [ [
| >
| | (9) Val Exchange(a.com |
| R SEEEEEEEEEEES >|
[ | (10) Val Response(URI, ticket) [
| B R L EEE T EEEEEEEEREREES |
| (11) Notify(NumX, URI, ticket) |
I
I

Store route | |

Figure 7: Validation Flow

First, the tiner that was set by the originating Vi PR server in
Figure 6 fires. Wen it fires, the Vi PR server exanmines the called
party nunmber fromthe VCR. It perforns a query into the DHT, to see
if this nunber has been stored by any domain (nessage 1). In this
case, it has, and the DHT returns with a successful query response
(message 2). This response indicates that the ternminating Vi PR

Jenni ngs, et al. Expi res January 12, 2012 [ Page 34]



I nt

8. 3.

8. 4.

Jen

ernet-Draft Vi PR Overvi ew July 2011

server, with node-I1D T, clainms ownership of the nunber.

The originating Vi PR server asks the DHT to form a connection between
itself and the termnating Vi PR server. This nessage exchanges I|IP
addresses and ports through which a TCP connection can be attenpted,
details are onitted (nessages 3-6). Now, the originating ViPR server
can establish a TCP connection to the term nating Vi PR server
(message 7). Next, the originating Vi PR server begins negotiation of
a TLS- SRP connection. The TLS-SRP uses the caller ID and called
nunber as a "usernane" for this exchange, and the start tine and stop
time of the call as a password. As both sides share the sane val ues
for this secret, the secure connection is established. This is now a
TLS connection between the two Vi PR servers.

Over this secure connection, the originating Vi PR server sends a

Val Exchange request. This request contains the donmain nane that is
clained by the originating Vi PR server (this claimis not verified at
this tinme) (nmessage 9). This is received by the terminating Vi PR
server, which then creates a ticket for that domain and NunX, and
passes the ticket and the SIP URI back to the originating Vi PR server
(message 10). The originating ViPR server sends this information to
its call agent (nessage 11), which then stores it for usage in a
future call.

DHT Query and No Match

In this case, after the PSTN call of Figure 6, the timer fires, but
the originating ViPR server finds no match in the DHT. This is an
alternative case to the flowin Figure 7

CA+O VI PR+O DHT VI PR+T
|[timer fires | |
| (1) Query NunX | |
oo >| |

I

I

Fi gure 8: DHT No- Match
SIP Cal l

In this case, shown in Figure 9, a user makes a call to a nunber
whi ch has been | earned via Vi PR
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Al fred CA+O BE+O BE+T CA+T Bob
| (1) Call X | I I
R >| | |

[(2) INVITE X | |

| Ti cket | |

[EEEEEEETREES >

I
| (3) TCP and TLS
| w domain certs

I

I

| |- >|

| [ (4) INVITE X |

| | Ti cket |

| [EEEEEEETREES >

| | | Val i dat e Ti cket
| | [ (5) INVITE X |
| | | Ti cket |
| | |- >|
I I

I I

I | (6) I NVITE X
I

Figure 9: SIP Cal

First, a user in the originating domain - Alfred - calls Bob’s nunber
(message 1). The originating call agent notes that it has a cached
route for that nunber. It extracts the SIP URI, using it as the
topnost Route header field, and then attaches the ticket to the Vi PR
Ti cket header field. This INVITEis sent to a default next hop
border el enent (message 2). The border el enent establishes a TCP/TLS
connection with the domain in the Route header. |t uses a
traditional domain certification for this TLS connection (nessage 3).
Once established, it sends the I NVITE over the connection (nessage
4).

This arrives at the termnating call agent, which extracts the ticket
and verifies it. To verify it, it checks the signature using the key
that was used to create the ticket. Then, it conpares the donain
name in the ticket with the domain name fromthe TLS connection
handshake. Finally, it conpares the called party nunmber in the
Request-URI with the value fromthe ticket. Assuming they all match
the call is forwarded to the termi nating call agent (nessage 5),
where it is finally delivered to Bob (nessage 6).

9. Security Considerations

Security is incredibly inportant for ViPR This section provides an
overvi ew of sone of the key threats and how they are handl ed.
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9.1. Attacks on the DHT

Attackers could attenpt to disrupt service through a variety of
attacks on the DHT

Firstly, it nust be noted that the DHT is never used at call setup
time. It is accessed as a background task, solely to | earn NEW
nunbers and routes that are not already known. |f, by sone tragedy,
an attacker destroyed the P2P network conpletely, it would not cause
a single call to fail. Furthernore, it would not cause calls to
revert to the PSTN - calls to routes |learned previously would stil
go over the IP network. The only inpact to such a devastating
attack, is that a domain could not |earn *new routes to new nunbers
until the DHT is restored to service. This service failure is hard
for users and adm nistrators to even noti ce.

That said, ViPR prevents many of these attacks. The DHT itself is
secured using TLS - its usage is nmandatory. Quota nechanisns are put
into place that prevent an attacker fromstoring | arge amounts of
data in the DHT. Oher attacks are prevented by mechani sns defi ned
by RELCAD itself, and are not Vi PR specific.

9.2. Theft of Phone Nunbers

The key security threat that ViPRis trying to address is the theft
of phone numbers. In particular, a malicious domain could store,
into the DHT, phone nunbers that it does not own, in an attenpt to
steal calls targeted to those nunbers. This attack is prevented by
the core validation nechanism which perforns a proof of know edge
check to verify ownership of nunbers

An attacker could try to claimnunbers it doesn’t own, which are
clained legitimately by other domains in the Vi PR network. This
attack is prevented as well. Each domain storing information into
the DHT can never overwite information stored by another domain. As
a consequence, if two domains claimthe same nunber, two records are
stored in the DHT. An originating domain will validate against both,
and only one will validate - the real owner.

An attacker could actually own a phone nunber, use it for a while,
validate with it, and build up a cache of routes at other domains.
Then, it gives back the phone nunber to the PSTN provider, who
allocates it to soneone el se. However, the attacker still clains
owner shi p of the nunber, even though they no | onger have it. This
attack is prevented by expiring the | earned routes after a while.
Typically, operators do not re-assign a nunber for a few nonths, to
al | ow out-of -service nessages to be played to people that still have
the old nunber. Thus, the TTL for cached routes is set to match the
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9.

3.

duration that carriers typically hold nunbers.

An attacker could advertise a |ot of nunbers, npbst of which are
correct, sone of which are not. ViPR prevents this by requiring each
nunber to be validated individually.

An attacker could make a call so they know the call details of the
call they made and use this to forge a validation for that call.

They could then try to convince other users, which would have to be
in the same dormain as the attacker, to trust this validation. This
is mtigated by not sharing validations inside of domai ns where the
users that can originate call fromthat domain are not trusted by the
domai n.

Spam

Anot her serious concern is that attackers may try to | aunch Vol P spam
(al so known as SPIT) calls into a domain. ViPR prevents this by
requiring that a dormain nmake a PSTN call to a number before it wll
allowa SIP call to be accepted to that same nunber. This provides a
financial disincentive to spanmers. The current relatively high cost
of international calling, and the presence of national do-not-cal
regul ati ons, have prevented spamon the PSTNto a | arge degree. ViPR
appl i es those sanme protections to SIP connections.

As noted above, ViPR still lowers the cost of communications, but it
does so by anortizing that savings over a |arge nunber of calls. The
costs of comuni cations renain high for infrequent calls to nmany
nunbers, and becone |ow for frequent calls to a snaller set of
numbers. Since the forner is nore interesting to spamers, ViPR
gears its cost incentives away fromthe spanmers, and towards donains
whi ch col | aborate frequently.

O course, ViPR s built-in nechanismis not a guarantee. A SPIT

cl eari nghouse coul d shoul der the costs of the PSTN calls, and then
re-sell its access for a fee. However, this still causes the

cl earinghouse to utilize non-trivial resources in its attack. Though
these costs are |l ess than the PSTN, they are nore than zero, and
shoul d act as a deterrent for a |long while.

9.4. Eavesdropping

Anot her class of attacks involves outsiders attenpting to listen in
on the calls that run over the Internet, or obtain information about
the call through observation of signaling.

Al'l of these attacks are prevented by requiring the usage of SIP over
TLS and SRTP. These are nmandatory to use.
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12.

| ANA Consi der ati ons

This specification does not require any actions from | ANA
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Appendi x A.  Rel ease notes
This section nust be renoved before publication as an RFC
A.1. Modifications between rosenberg-04 and rosenberg-03

Nits.

Shorter |-Ds references.

Changed phone nunbers to follow E. 123 presentati on.
Expanded P2P initialisns.

Uses +1 408 555 prefix for phone nunbers in exanples.
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