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Abstract

Energency alerts need to be delivered reliably fromone source to
many recipients at once. TCP is unsuitable for this style of
delivery, because the |arge nunber of acknow edgenments would likely
cause network congestion. This docunent defines a UDP-based protoco
for delivering alerts that supports fragnentati on and retransm ssion
for reliability, and allows the sender of a datagramto contro

whet her acknow edgenents are sent.

Pl ease send feedback to the atoca@etf.org mailing list.
Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on May 3, 2012.
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1.

1.

I nt roducti on

Servers that provide enmergency alerts to end hosts have two
conflicting requirenents. They need to deliver alerts reliably to a
| arge nunber of hosts, but in a scalable fashion that does not cause

undue network congestion. |In particular, TCP is unsuitable for
delivering alerts because of the overhead i nposed by connection
est abl i shnent and acknow edgenment nessages [ RFCO793]. Sending alerts

directly in a UDP datagramis not appropriate either, because of the
size limts inposed by |ink maxi mumtransm ssion units (MIUs)
[ RFCO768] .

Thi s docunent defines the Light-weight Energency Al erting Protoco
(LEAP) as a sinple, UDP-based way to deliver energency alerts. This
protocol defines a sinple fragnentation |ayer over UDP, and

retransm ssion and reassenbly algorithns that allow for reliable
transm ssion of alerts without a need for acknow edgenents. W al so
define a URI format for specifying alert sources, so that alert
servers can informalert recipients about what sorts of alerts they
shoul d accept over this protocol

1. Open Questions

Shoul d we randoni ze the order in which fragnents are transmitted in
order to deal with correlated | o0ss?

How shoul d we manage UDP ports? Require that destinati on==source?
Require that destination==default? |If there is any flexibility in
port selection, should the URI format allow these to be indicated?

Definitions

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Packet For mat

LEAP transm ts ESCAPE-encoded CAP alerts as a collection of fragnents
[1-D. barnes-atoca-escape]. A ert servers divide alerts into
fragments that are small enough to fit into an MIU, and clients
reassnebl e these fragments to obtain the conplete alert. (See
Section 5 and Section 6 for details on the fragmentation and
reassenbly processes.

LEAP payl oads are encapsulated in UDP datagrans with source and
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destination ports equal to XXX. Each datagram conprises a 4-octet
LEAP header, followed by alert data

[[ Note to RFC Editor: Please replace the XXX above with the port
nunber assigned by | ANA ]]
0 1 2 3
01234567890123456789012345678901
B i s T T S T et S S T S I T s sl s ol ST S S S
[ alert-id | frag-count [ frag-no
B T i S S i S T h T i S S S S e
I
. Fragnent Body

B T I o T S S e i < S S S S SIS S S S S S S

The LEAP header has the follow ng fields:

o alert-id: A 16-bit unsigned integer uniquely identifying this
alert anmong alerts sent fromthe server | P address and port for
thi s packet

o frag-count: An 8-bit unsigned integer describing the total nunber
of fragments in an alert

o frag-no: An 8-bit unsigned integer describing the position of this
payl oad in the sequence of alert fragments

The renai nder of the UDP payl oad contains the body of the alert
fragment itself. The reassenbled fragnents of a LEAP-transnitted
alert MUST conprise a valid ESCAPE-formatted alert. Note that
because each alert can be split into at nost 256 fragnments, the tota
size of the alert is still limted to a nultiple of the MIU. If the
avai |l abl e payl oad size after IP, UDP, and LEAP headers is 1KB, then
the maxi mum alert that can be transnmitted i s 256KB

4.  URI For mat
A LEAP URI describes an alert server that will transmt alerts using
LEAP. dients can use these URIs to deternine which LEAP nessages
they shoul d accept based on a list of authorized LEAP URIs.

[[ TODO ABNF for URI format |eap:[host/I1P] ]]
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5.

Server Processing

An alert server transmts an ESCAPE-encoded alert according to the
fol | owi ng steps:

1. Choose a 16-bit pseudo-random alert |D.

2. Divide the alert into fragnents that are sufficiently small that

they are likely to be Iess than the MIU on all |inks between the
server and end clients. A 512-octet maxi numfragnment size is
RECOMVENDED.

3. Attach to each fragnment a LEAP header with the follow ng val ues:
* alert-id: The 16-bit value chosen in step 1
* frag-count: The nunber of fragnents generated in step 2

* frag-no: The index of this fragnent in the sequence of
fragments, starting at zero

4, Transmt each fragnment (with its header) in a UDP datagramto the
client(s)

5. Re-transnit the fragment sequence as necessary to achi eve the
desired level of reliability

Servers increase the reliability of alert delivery by retransmitting
the sequence of alert fragnents. Servers SHOULD conpute the nunber
of retransmi ssions R based on three factors:

0 p: The estimated probability of a packet successfully reaching the
client fromthe server (one mnus the | oss rate)

0 (g: The probability that a client receives all fragnents
successful ly

o F: The nunber of fragnments in the alert

When clients apply the reassenbly al gorithm described bel ow, the
probability of receiving an entire alert after Rretransmissions is
given by the follow ng fornul a:

q=(1- (1-p)*R)"F

Solving this equation for R the nunber of retransni ssions required
to achieve a resiliency q is as foll ows:
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R =1o0g(1-g*"(1/F)) / log(l-p)
For exanple, if the server estimates that there is a 10%loss rate to
clients (p=.9) and wishes to transmt a 10-fragnent alert (F=10) with

99% reliability (g=.99), then it should transmit the entire sequence
of alert fragnents at |least 3 tinmes (R=2.998).

6. dient Processing
LEAP clients reassenble alert fragnents fromalert servers in order
to obtain a conplete alert. A LEAP client maintains a set of alert
buffers (possibly enpty) to hold fragments of inconplete alerts.
Each buffer is identified by the IP address of the alert server and
the 16-bit alert 1D of the alert being reassnbled. Each alert buffer
contains the follow ng data el enents:
o |P address of the alert server
o Aert IDfor this alert
0 Nunber of fragnents in this alert
o List of fragment nunbers that have been received

o List of fragment bodi es that have been received

A LEAP client processes an incom ng LEAP datagram according to the
fol |l owi ng steps:

1. Search for an existing alert buffer that matches this datagranis
| P address and alert ID

2. If there is no current alert buffer, initialize one with the
foll owi ng val ues:

* | P address: The source | P address of the incom ng datagram

* Alert ID The alert ID fromthe LEAP header in the inconing
dat agram

*  Nunber of fragnents: The fragment count fromthe LEAP header
in the incoming datagram

* Received fragnent nunber list: A one-element |ist containing

the fragnent nunber fromthe LEAP header in the incom ng
dat agram
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* Received fragnent body list: A one-elenment list containing the
fragment body in the incom ng datagram

3. If thereis a current alert buffer, add this datagramto the
buf fer:
A If the fragment count field in the datagramdiffers fromthe

fragment count field in the buffer, discard the datagram

B. Add the fragment nunber fromthe incom ng datagramto the
list of fragnent nunbers

C. Add the fragnent body fromthe incom ng datagramto the |ist
of fragnment bodies

D. If all fragnents have been received, re-assenble the fragnent
bodi es in order by fragnent nunber and return the reassenbl ed
al ert

In order to limt the anpunt of state that needs to be stored,
clients SHOULD apply access controls before accepting incom ng
datagrans and limt the tine that an individual buffer is stored.
When a client has been configured with local alert servers (e.g.,
using the Alert Metadata Protocol [I|-D.barnes-atoca-neta]), then it
SHOULD only accept LEAP datagrans from configured servers.

Clients MJIST apply a buffer tineout T1 to incomng alerts. |If all
fragments for a buffer do not arrive within T1 milliseconds, then the
buffer is discarded. The RECOMMENDED default value for T1 is 5000

m | 1iseconds.

Clients MAY al so i npose an absolute limt on the nunber of buffers
they will store at one time, although this may cause themto mss a
legitimate alert if an attacker sends many false alerts. |If a client
wishes to linmt the nunber of buffers stored, it SHOULD place linits
on a per-|P-address basis, rather than on a global basis. This wll
prevent attackers fromcreating many buffers, but still allow a
legitimate alert server to transmit the few alerts that it needs to
get through.

7. |1 ANA Consi derations
[ TODO Request a default port nunber]

[ TODO Regi ster URlI schene]

Bar nes Expires May 3, 2012 [ Page 7]



Internet-Draft ESCAPE Cct ober 2011

8.

10.

Security Considerations

The primary risk for alerting systens is the introduction of false
alert information, either by injecting false alerts or by nodifying
valid alerts. This protocol addresses these risks by using the
authentication and integrity features of the ESCAPE al ert fornat
[1-D. barnes-at oca- escape] .

The main security concern for this protocol is denial of service on
the client, both in the sense of resource exhaustion and in the sense
of preventing legitimate alerts fromarriving. Cdients are required
to maintain state, so there is arisk that this state will be
exhausted. Rejecting LEAP datagrans based on resource linmts,
however, can lead to legitimate al ert datagrans bei ng dropped.

Several DOS mitigations are described in Section 6 above. The LEAP
protocol itself also inposes an absol ute upper bound on the anount of
data stored per source |P address. Due to the linited set of alert

I Ds and fragnent numbers avail able, the worst-case anount of buffer
is 2724 times the link MIU, for exanple 4GB for a 1KB MIU. An
attacker can only force a client to accept nore data than this by
spoofing | P addresses or sending alerts fromnultiple hosts.

As di scussed above, clients SHOULD apply resource constraints to
limt the anount of state that an attacker can require a client to
store. These resource contraints nmust be constructed so that
legitimate alerts are still likely to get through. Since there is no
authentication in LEAP, it is not possible to apply access controls
based on cryptographic credentials. But if alert server |IP addresses
can be pre-provisioned, then the client can choose to accept
datagrams only fromthose | P addresses. Liniting resources on a per-
| P-address basis also increases the likelihood that legitimate alerts
will be received. Wile attackers may try to send many alerts

simul taneously in order to exhaust resources, real alert servers are
much nore likely to only send a few alerts at any given tine.
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