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Abst ract

Bunp-In-the-Host (BIH) is a host-based |IPv4 to | Pv6 protocol

transl ati on mechanismthat allows a class of |IPv4-only applications
that work through NATs to comunicate with I Pv6-only peers. The host
on which applications are running nay be connected to |IPv6-only or
dual -stack access networks. BIH hides |Pv6 and nakes the | Pv4-only
applications think they are talking with | Pv4 peers by | ocal
synthesis of | Pv4 addresses. This docunment obsol etes RFC 2767 and
RFC 3338.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on July 19, 2012.
Copyright Notice

Copyright (c) 2012 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Legal
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
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include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.

This docunment may contain material from | ETF Docunents or | ETF
Contri butions published or made publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in some of this
material may not have granted the IETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate |icense fromthe person(s) controlling
the copyright in such materials, this document nmay not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to format
it for publication as an RFC or to translate it into | anguages other
than Engli sh.
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1.

I nt roducti on

Thi s docunment describes Bunp-in-the-Host (BIH), a successor and
conbi nation of the Bunp-in-the-Stack (BIS)[RFC2767] and Bunp-in-t he-
APl (BI A) [RFC3338] technol ogies, which enable | Pv4-only | egacy
applications to conmmunicate with | Pv6-only servers by synthesizing

| Pv4 addresses from AAAA records. Section 8 describes the reasons
for maki ng RFC2767 and RFC3338 obsol et e.

The supported class of applications includes those that use DNS for

| P address resolution and that do not enbed IP address literals in
appl i cation-protocol payloads. This includes |egacy client-server
applications using the DNS that are agnostic to the I P address fanily
used by the destination and that are able to do NAT traversal. The
synthetic | Pv4 addresses shown to applications are taken fromthe
RFC1918 private address pool in order to ensure that possible NAT
traversal techniques will be initiated.

| ETF recommends using dual -stack or tunneling based solutions for

I Pv6 transition and specifically recomrends agai nst depl oynments
utilizing double protocol translation. Use of BIH together with a
NAT64 is NOT RECOMVENDED [ RFC6180] .

BIH includes two major inplenentation alternatives: a protocol
transl ator between the | Pv4 and the | Pv6 stacks of a host, or an API
transl ator between the | Pv4 socket APl nodul e and the TCP/ I P nodul e.
Essentially, IPv4d is translated into I Pv6 at the socket APl |ayer or
at the IP layer, former of which is the recommended inpl enentation
al ternative.

When BIH is inplenented at the socket APl |ayer, the translator
intercepts | Pv4 socket API function calls and invokes correspondi ng
| Pv6 socket APl function calls to conmunicate with IPv6 hosts.

When BIH is inplemented at the network |ayer the | Pv4 packets are

i ntercepted and converted to | Pv6 using the |IP conversion nmechani sm

defined in Stateless IP/I1CWP Translation Algorithm (SIIT) [ RFC6145].

The protocol translation has the same benefits and drawbacks as SIIT.

The |l ocation of the BIHrefers to the |l ocation of the protocol
translation function. The location of the | Pv4 address and DNS A
record synthesis function is orthogonal to the |ocation of the
protocol translation, and may or nay not happen at the sane | ocation

Bl H can be used whenever an | Pv4-only application needs to

conmmuni cate with an I Pv6-only server, independently of the address
fam |lies supported by the access network. Hence the access network
can be | Pv6-only or dual -stack capable.

Huang, et al. Expires July 19, 2012 [ Page 4]



Internet-Draft BI H January 2012

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119]

This docunment uses terns defined in [ RFC2460] and [ RFC4213].
1.1. Term nol ogy
DNS synt hesi s

DNS, A record, synthesis is a process where A type of DNS record
is created by Extension Name Resolver to contain synthetic |Pv4
addr ess.

Real |Pv4 address

An | Pv4 address of a renote node a host has |earned, for exanple,
from DNS response to an A query.

Real | Pv6 address

An | Pv6 address of a renote node a host has |earned, for exanple,
from DNS response to an AAAA query.

Synt hetic | Pv4 address

An | Pv4 address that has neaning only inside a host and that is
used to provide | Pvd representation of renpote node’'s real |Pv6
address.

1.2. Acknow edgenent of previous work

This docunment is a direct derivative from Kazuaki TSHUCHI YA,

Hi dem tsu H GUCHI, and Yoshi fum ATARASHI 's Bunp-in-the-Stack

[ RFC2767] and from Seungyun Lee, Myung-Ki Shin, Yong-Jin Kim Alain
Durand, and Erik Nordmark’s Bunp-in-the-APl [ RFC3338], which
simlarly provides I Pv4-only applications on dual -stack hosts the
means to operate over |Pv6. Section 8 covers the changes since those
docunent s.
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2. Conponents of the Bunp-in-the-Host

Figure 1 shows the architecture of a host in which BIH is inplenented
as a socket APl layer translator, i.e., as a "Bunp-in-the-API".

I I
| |
I I
I I
[ R e i + |
[ R e + |
| ] Socket APl (1Pv4, |Pv6) | ]
|+ ------------------------------------------ +|
| +[ APl translator]------------------------ + |
| | +----------- + F--mmaaaa 4 Fommmamaaaas + | |
| | | Ext. Nane | | Address | | Function | | |
| | | Resolver | | Mapper | | Mapper | | |
||+ ----------- + H--e e - - B s ST +||
|+ ------------------------------------------ +|
|+ -------------------- e +|
| | I | |
| | TCP(UDP) /| Pv4 | | TCP(UDP) /| Pv6 | |
| | [ | [ |
|+ -------------------- B SR I +|
e +

Figure 1: Architecture of a dual stack host using protoco
translation at socket |ayer

Figure 2 shows the architecture of a host in which BIH is inplenented
as a network layer translator, i.e., a "Bunp-in-the-Stack".
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| | Pv4 applications |
[ Host’s mai n DNS resol ver [

I I
| |
I I
I R i + |
I e + |
| TCP/ UDP | |
| e e + |
I e I R +
| | Pv4 || ||
T R e + | Address | |
I L + | Mapper | |
| Pr ot ocol | | Ext ensi on Name | | [
| Transl at or | | Resol ver | | |
I e S + | |
| + | |
| | Pv4 | | Pv6 | ] |
| B . + F--mmmaaaa +
e N +

Figure 2: Architecture of a dual-stack host using protoco
translation at the network | ayer

Dual stack hosts defined in RFC 4213 [ RFC4213] need applications,
TCP/ 1 P nodul es and addresses for both IPv4 and | Pv6. The proposed
hosts in this docunent have an APl or network-layer translator to
all ow | egacy I Pv4 applications to comunicate with |IPv6-only peers.
The BIH architecture consists of an Extensi on Nane Resol ver, an
Addr ess Mapper, and dependi ng on inplenentation either a Function
Mapper or a Protocol Translator. It is worth noting that the

Ext ensi on Nane Resol ver’s placenent is orthogonal to the placenment of
protocol translation. For exanple, the Extension Nanme Resol ver may
reside in the socket APl while protocol translation takes place at
the network | ayer.

The choi ce between the socket APl and the network | ayer architectures
varies case by case. Wile the socket APl architecture alternative
is the recoormended one, it may not al ways be possible to choose.

This may be the case, for exanple, when the used operating system
does not allow nodifications to be done for APl inplenentations, but
does allow addition of virtual network interfaces and rel ated
software nodules. On the other hand, sonetinmes it nmay not be
possible to introduce protocol translators inside the operating
system but it may be easy to nodify inplenmentations behind the API
provi ded for applications. The choice of architecture al so depends
on who is creating inplenentation of BIH  For exanple, an
application framework provider, an operating system provider, and a
devi ce vendor may all choose different approaches due their different
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posi ti ons.
2.1. Function Mapper

The function mapper translates an | Pv4 socket APl function into an
| Pv6 socket API function.

When detecting | Pv4 socket APl function calls from|Pv4 applications,
the function mapper MJST intercept the function calls and invoke | Pv6
socket APl functions that correspond to the I Pv4 socket API

functions.

The function mapper MJST NOT perform functi on mappi ng when the
application is initiating comruni cations to the address range used by
| ocal synthesis and the address mapping table does not have an entry
mat hchi ng t he address.

See Appendix A for an informational list of functions that would be
appropriate to intercept by the function mapper.

2. 2. Pr ot ocol transl ator

The protocol translator translates IPv4 into | Pv6 and vice versa
using the I P conversion nechanismdefined in SIIT [RFC6145]. To
avoi d unnecessary fragnentation, the host’s |Pv4 nodul e SHOULD be
configured with a small enough MU (MIuU of the I Pv6 enabled link - 20
byt es).

Protocol translation cannot be performed for |Pv4 packets sent to the
| Pv4 address range used by | ocal synthesis and for which a mapping
table entry does not exist. The inplenmentation SHOULD attenpt to
route such packets via IPv4 interfaces instead.

2.3. Extension Nane Resol ver

The Extension Nane Resolver (ENR) returns an answer in response to
the 1 Pv4 application’s name resol ution request.

In the case of the socket API |ayer inplenentation alternative, when
an | Pv4 application tries to do a forward | ookup to resolve nanes via
the resolver library (e.g., gethostbynane()), BIH intercepts the
function call and instead calls the IPv6 equival ent functions (e.qg.
getaddrinfo()) that will resolve both A and AAAA records. This

i npl ementation alternative is name resol ution protocol agnostic, and
hence supports techni ques such as "hosts-file", NetBlI OGS, nDNS, and
anything el se the underlying operating system uses.

In the case of the network |ayer inplenentation alternative, the ENR
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intercepts the A query and creates an additional AAAA query with

simlar content. The ENR will then collect replies to both A and
AAAA queries and, depending on results, either return an A reply
unnodi fied or synthesize a new Areply. If no reply for A query is

received after ENR inplenentation specific tinmeout, after reception
of positive AAAA response, the ENR MAY choose to proceed as if there
were only AAAA record avail able for the destination

The network | ayer inplenentation alternative will only be able to
catch applications’ nane resol ution requests that result in actua
DNS queries, hence is nore linmted when conpared to the socket API
| ayer inplenentation alternative. Hence the socket API |ayer
alternative i s RECOVMENDED.

In either inplenmentation alternative, if DNS A record reply contains
non- excl uded real |Pv4 addresses the ENR MUST NOT synthesi ze | Pv4
addr esses.

The ENR asks the address mapper to assign a synthetic |Pv4 address
corresponding to each received | Pv6 address if the A record query
resulted in negative response, all received real |Pv4 addresses were
excluded, or the A query tined out. The tineout value is

i mpl ementation specific and nay be short in order to provide good
user experience.

In the case of the APl |ayer inplenentation alternative, the ENR will
simply make the APl (e.g. gethostbynane) return the synthetic |IPv4d
address. In the case of the network-layer inplenentation
alternative, the ENR synthesizes an A record for the assigned
synthetic | Pv4 address, and delivers it up the stack. |If the
response contains a CNAME or a DNAME record, then the CNAME or DNAME
chain is followed until the first termnating A or AAAA record is

r eached.
Appli cation | Network | ENR behavi or
query | response |

+

| Pv4 address(es) | |Pv4 address(es) | return real |Pv4 address(es)
| I'Pv6 address(es) | synthesize | Pv4 address(es)
I I

| Pv4/ 1 Pv6 address(es) return real |Pv4 address(es)

| Pv4 address(es)
| Pv4 address(es)

Figure 3: ENR behavior illustration
2.3.1. Special exclusion sets for A and AAAA records
An ENR i npl enentati on SHOULD by default exclude certain real |1Pv4 and

| Pv6 addresses seen on received A and AAAA records. The addresses to
be excluded by default MAY include addresses such as those that
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shoul d not appear in the DNS or on the wire (see [ RFC6147] section
5.1.4 and [RFC5735]). Additional addresses MAY be excluded based on
possi bly configurable | ocal policies.

2.3.2. DNSSEC support

When the ENR is inplenented at the network |layer, the A record
synthesis can cause simlar issues as are described in [ RFC6147]
section 3. Wile running BIH, the main resolver of the host SHOULD
NOT performvalidation of A records as synthetic A records created by
ENR would fail in validation. Wile not running BIH host’'s resol ver
can use DNSSEC in the same way that any other resolver can. The ENR
MAY support DNSSEC, in which case the (stub) resolver on a host can
be configured to trust validations done by the ENR | ocated at the
network layer. In some cases the host’s validating stub resolver can
i mpl ement the ENR by itself.

Wien the ENR is inplenented at the socket APl |evel, there are no
i ssues with DNSSEC use, as the ENR itself uses socket APIs for DNS
resolution. This approach is RECOMVENDED.

2.3.3. Reverse DNS | ookup
When an application requests a reverse | ookup (PTR query) for an |Pv4

address, the ENR MUST check whether the queried | Pv4 address can be
found in the Address Mapper’'s mapping table and is a synthetic | Pv4

address. If an entry is found and the queried |IPv4 address is
synthetic, the ENR MIST initiate a correspondi ng reverse | ookup for
the real I Pv6 address. In the case where the application requested a

reverse | ookup for an address not part of the synthetic |Pv4 address
pool, e.g., a global address, the request MJST be passed on
unnodi fi ed.

For exanple, when an application requests a reverse |ookup for a
synthetic | Pv4 address, the ENR needs to intercept that query. The
ENR asks the address napper for the real |Pv6 address that
corresponds to the synthetic | Pv4 address. The ENR shall performa
reverse | ookup procedure for the destination’s |IPv6 address and
return the name received as a response to the application that
initiated the | Pv4 query.

2.3.4. DNS caches and synthetic | Pv4 addresses
When BI H shuts down or address mapping table entries are cleared for
any reason, DNS cache entries for synthetic |Pv4 addresses MJST be

flushed. There may be a DNS cache in the network-layer ENR itself,
but also at the host’s stub resol ver
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2.4. Address Mapper

The address mapper maintains an | Pv4 address pool that can be used
for 1 Pv4 address synthesis. The pool consists of [RFC1918] |Pv4
addresses as per section 4.4. Al so, the address nmapper naintains a
tabl e consisting of pairs of synthetic |Pv4 addresses and
destinations’ real |Pv6 addresses.

When t he extension nane resolver, translator, or the function mapper
requests the address mapper to assign a synthetic |Pv4 address
corresponding to an | Pv6 address, the address napper selects and
returns an | Pv4 address out of the local pool, and registers a new
entry into the table. The registration occurs in the follow ng three
cases:

(1) When the extension nane resolver gets only | Pv6 addresses for the
target host nane and there is no existing mapping entry for the |IPv6
addresses. One or nore synthetic | Pv4 addresses will be returned to
the application and mappings for synthetic | Pv4 addresses to rea

| Pv6 addresses are created.

(2) When the extension nane resolver gets both real I1Pv4 and | Pv6
addresses, but the real |Pv4 addresses contain only excluded | Pv4
addresses (e.g., 127.0.0.1). The behavior will follow case (1).

(3) When the function mapper is triggered by a received | Pv6 packet
and there is no existing mapping entry for the | Pv6 source address
(for exanple, the client sent a UDP request to an anycast address but
a response was received froma uni cast address).

O her possi bl e conbinations are outside of BIH and BIH is not
i nvolved in those.

Huang, et al. Expires July 19, 2012 [ Page 11]
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3.

Behavi or and Networ k Exanpl es

Figure 4 illustrates a very basic network scenario. An |Pv4-only
application is running on a host attached to the I Pv6-only Internet
and is talking to an | Pv6-only server. Comunication is nade
possi bl e by Bunp-In-the-Host.

+----+ B TS +
| HL |----------- | Pv6 Internet -------- | 1Pv6 server |
+--- -+ S +
v4 only

application
Figure 4: Network Scenario #1

Figure 5 illustrates a possible network scenario where an | Pv4-only
application is running on a host attached to a dual -stack network,
but the destination server is running on a private site that is
nunbered with public I Pv6 addresses and not globally reachable | Pv4
addresses, such as [ RFC1918] addresses, w thout port forwarding set
up on the NAT44. The only nmeans to contact the server is to use

| Pv6.

R e +
| Dual Stack Internet | | IPv4 Private site (Net 10)

| | | IPv6 routed site |
| Fomm - oo - - + S + |
[ +-| NAT44 |------------- + | ]
|- R + | |
| | HL |--------- + | ] | Server | |
| e | oo + | |
| v4 only + |1 Pv6 Router|----------- + | |
| application L + Fooem - + |
[ | Dual Stack

[ || 10.1.1.1 |
[ | 2001: DB8::1 |
e e +

Figure 5: Network Scenario #2

Illustrations of host behavior in both inplenentation alternatives
are given here. Figure 6 illustrates a setup where BIH (including
the ENR) is inplenented at the sockets APl layer, and Figure 7
illustrates a setup where BIH (including the ENR) is inplenmented at
the network | ayer.
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| <+++++++| Request synthetic | Pv4 addresses
| | corresponding to the |
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I I
I
I

+++++++>| Reply with the | Pv4 addresses.

"dual stack"
| Pv4 stub TCP/

app res.

|-->|
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I I I
| An IPv4 Socket APl action
I

Figure 6: Exanple of BIH as APl addition
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I I I I
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I I I
| < I

I I I I
| | <<Translate IPv6 into | Pv4d. >>
I I
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I
I
I

++++++>| Reply with the | Pv4 addresses.

et al.

I I
| An I Pv4 packet. |
I I I I

Figure 7: Exanple of BIH at the network |ayer
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4. Considerations
4.1. Socket APl Conversion

| Pv4 socket APl functions are translated into | Pv6 socket API
functions that are semantically as identical as possible and vice
versa. See Appendix B for the APl list intercepted by BIH  However,
some | Pv4 socket API functions are not fully conpatible with | Pv6
since | Pv4 supports features that are not present in IPv6, such as
SO_BROADCAST.

4.2. Socket bindings

Bl H SHOULD sel ect a source address for a socket fromthe recomended
source address pool if a socket used for conmunications has not been
explicitly bound to any |Pv4 address.

The binding of an explicitly bound socket MJUST NOT be changed by the
Bl H.

4.3. |1 CWP Message Handling

| CMPv4 and | CVPv6 nessages MUST be translated as defined by SIIT
[RFC6145]. In the network layer inplenentation alternative, protoco
translator MUST translate | CMPv6 packets to | CMPv4 and vi ce versa,
and in the socket APl inplenentation alternative, the socket APl MJST
handl e conversions in simlar fashion

4.4. 1Pv4 Address Pool and Mapping Table

The address pool consists of the [RFC1918] private |Pv4 addresses.
This pool can be inplenmented at different granularities in the node,
e.g., a single pool per node, or at sonme finer granularity such as
per-user or per-process. In the case of a |large nunber of |Pv4
applications comrunicating with a |arge nunber of |Pv6 servers, the
avai | abl e address space may be exhausted if the granularity is not
fine enough. This should be a rare event and chances will| decrease
as | Pv6 support increases. The applications may use | Pv4 addresses
they learn for a much | onger period than DNS tinme-to-live indicates.
Therefore, the mapping table entries should be kept active for a |long
period of tine. For exanple, a web browser nay initiate one DNS
query and then create nultiple TCP sessions over tine to the address
it learns. When address mapping table clean-up is required, the BIH
may utilize techni ques used by network address translators, such as
described in [ RFC2663], [RFC5382], and [ RFC5508].

The RFC1918 address space was chosen because generally | egacy
applications understand it as a private address space. A new
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dedi cat ed address space would run a risk of not being understood by
applications as private. 127/8 and 169. 254/ 16 are rejected due to
possi bl e assunpti ons applicati ons may nmake when seeing those.

The RFC1918 addresses used by the BIH have a risk of conflicting with
addresses used in the host's possible IPv4 interfaces and
corresponding | ocal networks. The conflicts can be mitigated, but
not fully avoided, by using | ess comonly used portions of the
RFC1918 address space. Addresses from 172.16/12 are thought to be
less likely to be in conflict than addresses from 10/8 or 192. 168/ 16
spaces. A source address can usually be selected in a non-
conflicting manner, but a small possibility exists for synthesized
destination addresses being in conflict with real addresses used in
attached | Pv4 networks.

The RECOVMENDED | Pv4 addresses are foll ow ng:

Primary source addresses: 172.21.112.0/20. Source addresses have to
be al |l ocated because applications use getsockname() calls and in the
network | ayer node an | P address of the IPv4 interface has to be
shown (e.g., by "ifconfig’). Mre than one address is allocated to
all ow i npl enentation flexibility, e.g., for cases where a host has
multiple IPv6 interfaces. The source addresses are fromdifferent
subnets than destinati on addresses to ensure applications would not
make on-1ink assunptions and woul d i nstead enabl e NAT traversa
functions.

Secondary source addresses: 10.170.224.0/20. These addresses are
recommended if a host has a conflict with prinmary source addresses.

Primary destination addresses: 10.170.160.0/20. The address mapper
will select destination addresses primarily out of this pool

Secondary destination addresses: 172.21.80.0/20. The address nmapper
will select destination addresses out of this pool if the node has a
dual - stack connection conflicting with primary destination addresses.

4.5, Mul ti-interface

In the case of dual -stack destinations BIH MJUST NOT do protoco
translation fromlIPv4 to | Pv6 when the host has any |Pv4 interfaces,
native or tunnel ed, avail able for use.

It is possible that an IPv4 interface is activated during BIH
operation, for exanple if a node noves to a coverage area of an |Pv4-
enabl ed network. |In such an event, BIH MJST stop initiating protoco
transl ation sessions for new connections and Bl H MAY di sconnect
active sessions. The choice of disconnection is left for
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i npl enmentations and it nmay depend on whether | Pv4 address conflict
occurs between addresses used by BIH and addresses used by the new
I Pv4 interface.

4.6. Milticast

Protocol translation for rmulticast is not supported.
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5. Application-Level Gateway requirenents considerations

No Application-Level Gateway (ALG functionality is specified herein
as ALG design is generally not encouraged for host-based translation
and as BIHis intended for applications that do not include IP
addresses in protocol payl oads.
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6. | ANA Consi derati ons

There are no actions for | ANA
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7. Security Considerations

The security considerations of BIH foll ows closely, but not

compl etely, those of NAT64 [ RFC6146] and DNS64 [ RFC6147]. The

foll owi ng sections are copied from RFC6146 and RFC6147 and nodifi ed
for BIH scenario.

7.1. Inplications on End-to-End Security

Any protocols that protect |IP header information are essentially

i nconpatible with BIH. This inplies that end-to-end | Psec
verification will fail when the Authentication Header (AH) is used
(both transport and tunnel node) and when ESP is used in transport
nmode. This is inherent in any network-layer translation nechani sm
End-to-end | Psec protection can be restored, using UDP encapsul ati on
as described in [RFC3948]. The actual extensions to support |Psec
are out of the scope of this docunent.

7.2. Filtering

Bl H creates binding state using packets flowng fromthe IPv4 side to
the I1Pv6 side. In accordance with the procedures defined in this
docunent followi ng the guidelines defined in [RFC4787], a BIH

i mpl emrent ati on MUST of fer "Endpoi nt-1ndependent Mappi ng"

| mpl enent ati ons MAY al so provi de support for "Address-Dependent
Mappi ng" follow ng the guidelines defined in [ RFC4787].

The security properties, however, are determnm ned by which packets the
BIH all ows in and which it does not. The security properties are
determined by the filtering behavior and by the possible filtering
configuration in the filtering portions of the BIH, not by the

addr ess mappi ng behavi or.

7.3. Attacks on BIH

The BIH inplenentation itself is a potential victimof different
types of attacks. |In particular, the BIH can be a victim of DoS
attacks. The BIH inplementation has a |limted nunber of resources
that can be consunmed by attackers creating a DoS attack. The BIH has
a limted nunber of |Pv4 addresses that it uses to create the

bi ndi ngs. Even though the BIH perforns address translation, it is
possi ble for an attacker to consune the synthetic |Pv4 address poo

by triggering a host to issue DNS queries for names that cause ENR to
synt hesi se A records. DoS attacks can also affect other linited
resources available in the host running BIH such as nmenory or |ink
capacity. For instance, it is possible for an attacker to launch a
DoS attack on the nmenory of the BIH running device by sending
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fragments that the BIHwill store for a given period. |[|f the nunber
of fragments is |arge enough, the nmenory of the host could be
exhausted. BIH inplenentations MIST inpl ement proper protection
agai nst such attacks, for instance, allocating a |imted anount of
menory for fragnented packet storage.

Anot her consideration related to BIH resource depletion refers to the
preservation of binding state. Attackers may try to keep a binding
state alive forever by sending periodic packets that refresh the
state. In order to allowthe BIH to defend agai nst such attacks, the
BIH i npl enentati on MAY choose not to extend the session entry
lifetime for a specific entry upon the reception of packets for that
entry through the external interface. However, such an action would
not allow one-way conmuni cation sessions to stay alive.

7.4. DNS considerations
Bl H operates in conbination with the DNS, and is therefore subject to
what ever security considerations are appropriate to the DNS node in
which the BIHis operating (i.e. recursive or stub-resolver node).
BIH has the potential to interfere with the functioning of DNSSEC

because BIH nodifies DNS answers, and DNSSEC i s designed to detect
such nodifications and to treat nodified answers as bogus.
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8. Changes since RFC2767 and RFC3338

Thi

s docunent conbi nes and obsol etes both [RFC2767] and [ RFC3338].

The changes in this docunent mainly reflect the foll ow ng:

1.

Huang,

RFC1918 addresses used used for synthesis

The RFC3338 used unassi gned | Pv4 addresses (e.g., 0.0.0.1 -
0.0.0.255) for synthetic |IPv4 addresses. Those addresses shoul d
not have been used and that nay cause problens with applications.
It is preferable to use RFC1918 defi ned addresses instead, as
described in Section 4.4.

Support for reverse (PTR) DNS queries

Nei t her RFC2767 or RFC3338 included support for reverse (PTR) DNS
queries. This docunent adds the support at Section 2.3.3.

DNSSEC support

RFC2767 did not include DNSSEC consi derations, which are now
included in Section 2.3.2

Archi tectural recomrendati on

Thi s docunment recomends socket APl |ayer inplenentation option
over network layer translation, i.e. reconmends approach
i ntroduced in RFC2767 over the approach of RFC3338.

St andards track docunent

RFC2767 is classified as Informational RFC and RFC3338 as
Experinmental RFC. It was discussed and decided in the | ETF that
this technol ogy should be on the standards track

Set of other extensions and inprovenents

Set of | esser extensions, inprovenents, and clarifications have
been introduced. These include but are not limted to: |IPv4 and
| Pv6 address exclusion sets at Section 2.3.1, host’s DNS cache
consi derati ons, ENR behavi our updates, updated security

consi derati ons, exanple updates, and depl oynent scenari o updates.
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Appendi x A. APl list intercepted by BIH
The follow ng informational l|ist includes sone of the APl functions
that woul d be appropriate to intercept by BlIH nodul e when i npl enent ed
at the socket APl layer. Please note that this list is not fully
exhaustive, as the function nanes and services that are avail able on
different APIs vary significantly.

The functions that the application uses to pass addresses into the
system are:

bi nd()
connect ()
sendnsg()

sendt o()

get host byaddr ()
get nanei nfo()

The functions that return an address fromthe systemto an
application are:

accept ()
recvfrom))
recvinsg()
get peer nane()
get socknane()
get host bynane()
get addri nfo()
The functions that are related to socket options are:
get socket opt ()
set socket opt ()

As well, raw sockets for IPv4 and | Pv6 may be intercepted.
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Most of the socket functions require a pointer to the socket address
structure as an argunent. Each |Pv4 argunent is mapped into
corresponding an |1 Pv6 argunent, and vice versa

According to [ RFC3493], the follow ng new | Pv6 basic APl s and
structures are required.

| Pv4 new | Pv6
AF_| NET AF_| NET6
sockaddr _in sockaddr _i n6
get host bynane() get addri nfo()
get host byaddr () get nanei nf o()
inet_ntoa()/inet_addr() inet_pton()/inet_ntop()
| NADDR_ANY i n6addr _any
Figure 8

BIH may intercept inet_ntoa() and inet_addr() and use the address
mapper for those. Doing that enables BIH to support literal IP
addresses. However, |Pv4 address literals can only be used after a
mappi ng entry between the | Pv4 address and correspondi ng | Pv6 address
has been created.

The get hostbynane() and getaddrinfo() calls return a list of
addresses. Wen the name resolver function invokes getaddrinfo() and
getaddrinfo() returns nultiple I P addresses, whether |Pv4 or |Pv6,
they should all be represented in the addresses returned by
gethostbynane(). Thus if getaddrinfo() returns nultiple |IPv6
addresses, this inplies that multiple address mappings will be
created; one for each | Pv6 address.
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