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Abstract

Thi s docunent specifies nethodol ogy for benchmarki ng convergence of
routers w thout nmaki ng assunptions about relation and dependenci es
bet ween data- and control -pl anes. Provi ded nethodol ogy is primary
intended for testing routers running BGP and sone formof |ink-state
IGP with or without MPLS. It may al so be applicable for environments
usi ng MPLS-TE or GRE, however they’'re beyond scope of this docunent
and such application is left for further study.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on April 22, 2012

Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
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(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunments
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Thi s docunment may contain material from | ETF Docunents or |ETF
Contri butions published or nmade publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in sone of this
materi al may not have granted the I ETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate license fromthe person(s) controlling
the copyright in such materials, this docunent may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to fornmat
it for publication as an RFC or to translate it into |anguages other
t han Engli sh.
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1. Introduction

Ability of the network to restore traffic flow when primary path
fails has al ways been inportant subject for network engineers,
researchers and equi prent manufacturers. Tine to recover froma link
or node failure has often been linked to routeing protocols

conver gence; and benchmarking of a routeing protocol convergence has
of ten been considered sufficient for quantifying recovery
performance. As long as routers could obtain new best path only
after relevant routeing protocols performtheir cal cul ations such
met hodol ogy was reasonabl e. However continuous inprovenments in
hardware and software result in nore and nore routers being able to
restore traffic flow even before routeing protocols converge.

Met hodol ogy described in this docunent takes such fact into account.

When a failure occurs on the network a router needs to:

1. select new best path so that the packets, which already arrived
to the router, can be forwarded

2. let other routers know about new network state so they can find
new best path fromtheir perspective

How fast a router can performthese two functions characterise
router’s perfornance with regards to convergence. Note that in
general case each of these characteristics may or may not be rel ated
to the other. For exanple, some platformmy need to perform
calculations to find new best path and only then update |ocal FIB and
send rel evant protocol updates to other routers, another platformcan
update local FIB without waiting for cal culations to conpl ete but
still needs to wait for calculations before sending routeing protoco
updates, third platformcan use different optim sation for both FIB
changes and routeing protocol updates w thout waiting for conpletion
of the calculations. Qher variations are also possible. This
docunent nakes no assunption about whether |ocal FIB changes and
rout ei ng protocol updates dependenci es on each other or on routeing
prot ocol cal cul ations.

Since it is not known whether local FIB is updated before or after
rout ei ng protocol calcul ations, forwarding-plane nethod is proposed
to benchmark | ocal convergence. And because it is not known whether
routeing protocol updates are linked to FIB nodification or not the
control - pl ane approach is used to benchmark how fast updates are
propagated. However both characteristics are benchmarked using very
simlar test topol ogies and procedures. Also, an attenpt is made to
to m nin se dependency on perfornmance on non-DUT el enents involved in
the tests.
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At the time of witing of this docunent it is not known whether

exi sting network testers and protocol emnulators are able to execute
described tests out of the box. Nevertheless the authors believe
that required functionality can be added with reasonable effort.
Alternatively the tests can be perforned with hel p of physica

routers to create necessary test topology, which nay have inpact on
time required to performthe test but expected to provi de same degree
of the test results accuracy. This also nmeans that tests perforned
using a protocol simulator can be repeated using physical routers and
results expected to be conparable.

Thi s docunment conpl enents draft-papnej a- bgp- basi c-dp-conver gence

2. Test topol ogy

Unl ess specified otherwise all tests use sane basic test topol ogy
outlined bel ow

[R2] / \' [R4]
/ \

/ \
[ERL] ... [ERn]

I I
[ Net B- 1] [ Net B- N]

S is source of test traffic for data-plane tests, while for control -
pl ane tests S is an enulated or physical router with packet capturing
(sniffing) capability.

Unidirectional test traffic goes from Source to NetA

| GP between DUT and R1-R4; BGP between DUT and R3, R4; no BGP between
R3 and R4 (inmportant). If tunnelling (e.g. MPLS or GRE) is used
then Rl and R2 do not need to run BGP, otherw se they MJST run BGP
Source has static default to DUT; R3 and R4 have static to Net A
NetAis in BGP but not in IGP. M is KMmatrix of internal routers.
Metrics Cl is used to control whether R2 is LFA for DUT to NetA
Metric C2 is used to control whether R3 or R4 are best exit towards
Net A. Al other netrics are fixed for all tests and MJST be set to
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exact values provided in the above diagram |IGP netrics fromML to
ER1 t hroughout ERn can be set arbitrarily, their exact values are
irrelevant to this test as long as they're valid for given IGP

Rout ers ERL1 throughout ERn together with prefixes NetB-1 throughout
Net B-N are presented to create realistic environnent but not used
directly in nmeasurements. NetB-1 throughout NetB-N are distinct
singl e-prefix sets.

Traffic restoration depends on ability of R2 and ML to forward
traffic after failure. To elimnate this dependency R2 is set to
always forward traffic to R3 and NetA via ML which in turn always
forwards traffic directly via R3 or R2 depending on the test. One
possibility to achieve this is to use static routes. Another
alternative is to use different G between R2 and R3 fromthe one
used by DUT and neke routes |learned via this |G preferred on R2.
E.g. DUT uses OSPF, then in addition to it R2&R3 also run I SIS and
prefer ISIS routes over OSPF ones. A protocol simulator can have

i nternal mechanismto provide required behaviour. There are no other
dependenci es on non-DUT devices in this tests.

For eval uating eBGP perfornance follow ng topology is used:

Test topology for eBGP

In "Link failure without LoS" test direct cable between DUT and Rl is
replaced with connection over an L2 switch as foll ow
[DUT]---[SW] ---[ R1]

3. TEST PARAMETERS
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3.1. Packing ratios

Routes with different prefixes but same attributes can potentially be
packed into single update nessage. Since both nunber of update
messages and nunber of prefixes per update can affect convergence
time, the tests SHOULD be perfornmed with various prefix packing

rati os. This docunent does not specify values of individual BGP
attributes used to control packing ratio.

3.2. Test traffic

Traffic is sent fromsingle source address | ocated at the Source port
of the tester to one address in each prefix in NetA set. Packets are
sent at rate 1000 per second, which provides 1ns resol ution of the
convergence tine as nmeasured by tests in this document. All packets
SHOULD be 64 bytes at IP layer, that is | P header plus |IP payl oad.

3.3. |G netrics

Basic test topol ogy specifies fixed |GP nmetrics for some |inks.
These netrics SHOULD be used verbatim There are also two variable
metrics - Cl and C2 - intended for controlling whether R2 is Loop-
Free-Alternate (LFA) for DUT towards NetA, and whether R3 renains
best exit towards Net A after path failure between DUT and R3.
Fol | owi ng val ues SHOULD be used for Cl and C2 depending on required

behavi our:
Fom e e o Fom e o - Fom oo -+
| R is LFA? | R3 best? | C1 | C
o e oo - Fommm oo S
| yes | yes | 1 | 1 |
| yes | no | 2 | 3
| no | yes | 5 | 1 |
| no | no | 5 | 3 |
o e oo B
3.4. Internal routers nmatrix

Basic test topology has N*K grid of internal routers denoted as M.
When N>1 or K>1 the cost of all links within grid MUST be set to 1
(one). This matrix is intended for controlling topology size, which
has affect on particularly SPF run-time.

If traffic is forwarded using a tunneling nmechanism such as MPLS or
GRE, the internal routers only need to have reachability information
about tunnel end-points. However if traditional hop-by-hop
forwarding is used, then internal routers MJST have routes to each
and every prefix within NetA set.
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3.

3.

4.

4.

Thi s docunment does not specify how internal routers should obtain
necessary reachability information. The only requirenment is that
after primary DUT-Net A path failure internal routers are able to
forward traffic to NetAinstantly. Using values of IGP netrics as
described earlier addresses this requirenent. Al so, protoco

simul ator may have built-in mechanismto achi eve desired behavi our

5. Nunber of next-hops

Basi c test topology has set of N edge routers ER1 throughout ERn,
each advertising unique prefix. Sone BGP inplenentations may exhibit
di fferent performance dependi ng on nunber of next-hops for which IGP
cost has changed after failure. By varying overall nunber of next-
hops such dependency can be detected.

Note that prefixes NetB-1 throughout NetB-n are not used as
destinations for test traffic, they're only present for creating
"background environnment".

6. ’'e - Failure and Restoration start entropy
Tests described in this docunment use fixed tine T2 and vari abl e

offset 'e' as starting point for sinulating failure or restoration
event.

Fixing time T2 is necessary as reference point to which variable
offset e is added for each iteration of the test. Introduction of
such variable offset allows better analysis of the test results. For
exanple, DUT nmay run FIB changes at certain intervals. |If failure

i ntroduced close to the end of such interval, shorter outage will be
observed, and if introduced close to the beginning of such interva

| onger outage will be observed. Running test nultiple tines each
time using different offset will help to profile DUT better

Test report nust contain value of T2 (sane for all iterations) and
values of e for each iterations. This docunment recomends to use
T2=T1+8s and e fromO0O to 1s in 0.01s (10ms) increnments.

TEST PROCEDURES

This section provides generic steps that are used in all tests.
1. Initialisation tine

The objective of this test is to neasure tinme that nust el apse

bet ween starting protocols and ability of the test topology to
forward traffic. This test is not intended to reflect DUT
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performance but used only as a way to find time T1 that is used in
al | subsequent tests.

To execute test performfollow ng steps:

1. Configure DUT and protocol simulator (or auxiliary nodes)

2. At TO start traffic and then imedi ately start routeing protocols
3. Wen traffic starts arriving Sink Port 1 stop test.

The time of arrival of the first packet is T1.

4.2. Ceneric data-plane failure test
The purpose of failure test is to neasure tinme required by DUT to
resune traffic flow after best path to destination fails. Follow ng
steps are conmon for all failure tests:

1. Start protocols and mark tine as TO

2. At tinme Tl start traffic to each prefix in set NetA

3. At T2+e sinulate failure or restoration event (see Section 5)
4. From T2+e until T3 packets do not arrive to NetA

5. After packets are seen again at NetA (T3) wait until time T4
6. Stop traffic

7. Measure total nunber of |ost packets and cal cul ate outage know ng
packet - per - second

4.3. Generic test procedure for

1. At TO bring up all interfaces and protocols, and start capturing
BGP packets at RS1

2. At Tl+e sinmulate failure/restoration event (see Section 5)

3. At T2-d1 first UPDATE nessage is sent by DUT and at T2 it will be
observed at RSl

4. At T3-d2 | ast UPDATE nmessage is sent by DUT and at T3 it will be
observed at RS1

dl and d2 represent serialisation and propagation delay and can be
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di sregarded unless DUT-RS1 |ink has large delay. Wth this in mind,
T2-(T1+e) and T3-(Tl+e) represent convergence tine for the first and
| ast prefix respectively.

5. Failure and restoration scenari os

This section defines set of various failure and restoration scenari os
used in step 3 of the generic test procedures described in previous
section. Unless otherw se specified all scenarios are applicable to
bot h data- and control -pl ane test procedures.

5.1. Loss of Signal on the link attached to DUT

This scenario sinulates situation where link attached to DUT fails
and Loss of Signal (LoS) can be observed by DUT. In other words |ink
fails and results in interface on the DUT goi ng down.

To sinulate LoS failure at the tine defined by the test procedure
shut down R1 side of the link to DUT.

To simulate LoS restoration at the tine defined by the test procedure
re-activate Rl side of the link to DUT

5.2. Link failure w thout LoS

This scenario sinulates situation where |ink between DUT and adj acent
node fails but DUT does not observe LoS. 1In practice such failure
can occur when, for exanple, link between DUT and adj acent node is

i npl emented via carrier equipnment that does not shut |ink down when
renote side of the link fails

DUT can use various nmethods to detect such failures, including but
not limted to protocol HELLO or Keep-alive packets, BFD, OAM This
docunent does not restrict nethods which DUT can use, but requires
use of particular method to be recorded in the test report.

Basi ¢ network topology is nodified for the purpose of this test only
as follow rather than using direct cabling between DUT and Rl the
link is inplemented via internediate L2 switch that supports concept
of VLAN's. Initially switch ports connected to DUT and Rl are pl aced
into the same VLAN (sane L2 broadcast domain).

To simulate failure at the tine defined by the test procedure nove
switch port connected to RL to a VLAN different fromthe one used for
switch port connected to DUT.

To sinulate restoration at the tine defined by the test procedure

Var | ashkin, et al. Expires April 22, 2012 [ Page 10]



Internet-Draft draft-varl ashki n-rout er-conv-bench-00 Cct ober 2011

move switch port connected to Rl back to the same VLAN as the one
used for switch port connected to DUT

5.3. Non-direct link failure

This scenario sinulates situation where a |ink not directly connected
to DUT but |located on the primary path to destination fails.
Unnodi fi ed basic network topology is used.

Dependi ng on technol ogies used in the setup different failure
detection techni ques can be enployed by DUT. This docunment assunes
that DUT relies exclusively on IGP infornmation to |earn about failure
and that nodes adjacent to the failed link flood this information
within D seconds since the event. |If required exact value of D can
be obtained through sinple additional test, but in this docunent Dis
assuned to be 0 (zero).

It is possible, though undesirable, that sone traffic and protoco
simul ators may contunue accepting packets com ng through the port
that leads to sinulated failed link. It is essential to assert such
behavi our prior to the tests and if confirmed, exclude packets
received after failure fromcalculations in step 7 of the test.

Failure event is triggered by sinulating shutdown of R3 side of the
link to RL at the tine defined by the test procedure. Rl MJST send
| GP updat e (dependi ng on which protocol is used) to DUT within D
seconds.

Restoration event is triggered by sinulating recovery of R3 side of
the link to RL at the tine defined by the test procedure. Rl MJST
send | GP update (dependi ng on which protocol is used) to DUT within D
seconds.

5.4. Best route w thdrawal

This scenario sunul ates situation where best AS exit path to a
destination is no longer valid and ASBR sends BGP UPDATE to its i BGP
peers. Unnodified basic network topol ogy is used.

Di sconnecting R3 from NetA inplies that R3 will send BGP W THDRAW f or
this prefixes in its update to DUT. It is possible, though
undesirabl e, that some protocol simulator and traffic generators wll
still count packets received at sink port 1 even after prefixes were
withdrawn. To correctly execute this test it’s mandatory that
traffic received at sink port 1 after withdrawing prefixes is ignored
and not counted as delivered. |If traffic generator is not able to
assure such functionality (should be asserted prior to the test),
then packets received at the sink port 1 MJST be excluded from
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calculation in step 7 of the test.

Failure event is triggered by simulating failure of the |ink between
R3 and Net A and i nmedi ate wi thdrawal of all correspondi ng prefixes by
R3.

Restoration event is triggered by sinulating recovery of the link
between R3 and Net A and i nredi ate BGP UPDATE for all correspondi ng
prefixes by R3.

5.5. iBGP next-hop failure

This scenario sinmulates situation where ASBR used as best exit to a
destination unexpectedly fails both at control and forwarding pl ane.
Both RlL and a router within ML connected to R3 MJST send appropriate
| GP update nessage to the rest of the network within D seconds. To
detect failure DUT MAY rely on IGP information provided by rest of
the network or it MAY enpl oy additional techniques. This docunent
does not restrict what detection nechani smshoul d DUT use but
requires that particular nechanismis recorded in the test report.

Failure event is triggered by sinulating renoval of R3 fromthe test
topol ogy at the tinme defined by the test procedure, followed by IGP
updat e as described in previous paragraph

Recovery event is triggered by re-introducing R3 into the test
topol ogy, followed by I GP update as described in first paragraph of
this section and i medi ate re-activation of BGP session between R3
and DUT. Note that recovery tine calculated by this nethod depends
on DUT performance in respect to bringing up new BGP session. This
is intentional. Control plane convergence benchmarki ng can be
performed separately by a nmethod that is outside of the scope of this
docunent and two results can be correl ated netto data-pl ane
conver gence val ue shoul d that be necessary.

6. Test report
TODO Report format is to be discussed.
Test report MJST contain followi ng data for each test:
1. T1 and '€’
2. Nunber of prefixes NetA and NetB

3. Size of ML (recored as N*K)
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4. Traffic rate, in packets per second, and packet size at IP |ayer
in octets

5. Nunber of |ost packets during falure, and nunber of |ost packets
during restoration

7. Link bundling and Equal Cost Milti-Path

Scenari os where DUT can bal ance traffic to NetA across nultiple best
paths is explicitly excluded from scope of this docunment. There are
two reasons.

First, two different DUT may choose different path (out of all equal)
to forward given packet, which makes it unreasonably difficult to
define generic traffic that woul d produce conparable results when
testing different platforns.

Second, nechani sns used to handle failures in ECVWP (but not
necessarily in |link-bundling) environment are simlar to those
handl i ng single-path failures. Therefore it’s expected that
convergence in ECVP scenario will be of the same order as in single-
pat h scenari o.

8. Gaceful Restart and Non- Stop Forwarding

Wil e Graceful Restart and Non-Stop Forwardi ng nechani sns are rel ated
to DUT ability to forward traffic under certain failure conditions,
the test covering DUT own ability to restore or preserve traffic flow
al ready covered in RFC6201

9. Security considerations

The tests described in this document intended to be perforned in

i solated |l ab environnent, which inheretently has no security
implication on the live network of the organisation or Internet as
whol e.

Aut hors foresee that sonme people or organisations night be interested
to benchmark perfornance of the |ive networks. The tests described
in this docunent are disruptive by their nature and will have inpact
at least on the network where they' re executed, and dependi ng on the
role of that network effect can extend to other parts of the
Internet. Such tests MJST NOT be attenpted in |live environnent

wi t hout careful consideration.
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The fact of publishing this document does not increase potenti al
negative consequences if tests are executed in live environnent
because information provided here is nmere recording of w dely known
and used techni ques.

10. | ANA Consi derations

None.

11. Acknow edgnents
Aut hors would like to thank Gregory Cauchie, Rob Shakir, David
Freedman, Anton Elita, Saku Ytti, Andrew Yourtchenko, for their
val uabl e contribution and peer-review of this work.
12. Normative References
[ RFCA760] Bates, T., Chandra, R, Katz, D., and Y. Rekhter,
"Mul tiprotocol Extensions for BGP-4", RFC 4760,
January 2007.

Aut hors’ Addr esses

Ilya Varl ashkin
Easynet d obal Services

Emai | : ilya.varl ashki n@asynet.com
Raj i v Papneja

Huawei Technol ogi es (USA)

Emai | : rajiv.papnej a@uawei.com
Bhavani Pari se

Ci sco

Emmi | : bhavani @i sco. com

Var | ashkin, et al. Expires April 22, 2012 [ Page 14]



Internet-Draft draft-varl ashki n-rout er-conv-bench-00 Cct ober 2011
Tara Van Unen
| xi a

Emai | : TVanUnen@ xi acom com

Var | ashkin, et al. Expires April 22, 2012 [ Page 15]






