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Abst ract

This draft describes the met hodol ogy for benchmarki ng MPLS Protection
mechani sms for |ink and node protection as defined in [ MPLS- FRR- EXT] .
Thi s docunment provides test nethodol ogi es and testbed setup for
measuring failover times while considering all dependencies that

m ght inpact faster recovery of real-tinme applications bound to MPLS
based traffic engineered tunnels. The benchmarking terns used in
this docunent are defined in [TERMID) .
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1.

I nt roducti on

This draft describes the met hodol ogy for benchmarking MPLS based
protection nechani sns. The new term nol ogy that this docunent
introduces is defined in [TERMID].

MPLS based protection nmechani snms provide fast recovery of real-tine
services froma planned or an unplanned link or node failures. MPLS
protection mechani sns are generally deployed in a network
infrastructure where MPLS is used for provisioning of point-to- point
traffic engineered tunnels (tunnel). MPLS based protection
mechani sms promi se to inprove service disruption period by mnimnm zing
recovery time fromnost common fail ures

Network el ements fromdifferent manufacturers behave differently to
network failures, which inpacts the network’s ability and performance
for failure recovery. It therefore becones inperative for service
providers to have a common benchmark to understand the performance
behavi ors of network el ements.

There are two factors inpacting service availability: frequency of
failures and duration for which the failures persist. Failures can
be classified further into two types: correlated and uncorrel at ed.
Correl ated and uncorrel ated failures nmay be planned or unpl anned.

Pl anned failures are predictable. Network inplenmentations should be
abl e to handl e both planned and unpl anned failures and recover
gracefully within a tine frame to naintain service assurance. Hence,
failover recovery tinme is one of the nost inportant benchmark that a
service provider considers in choosing the building blocks for their
network infrastructure.

A correlated failure is the simultaneous occurrence of two or nore
failures. A typical exanple is failure of a |ogical resource (e.qg.
| ayer-2 links) due to a dependency on a common physical resource
(e.g. common conduit) that fails. Wthin the context of MPLS
protection mechani snms, failures that arise due to Shared Ri sk Link
G oups (SRLG [MPLS-FRR-EXT] can be considered as correl ated
failures. Not all correlated failures are predictable in advance,
for exanple, those caused by natural disasters.

MPLS Fast Re-Route (MPLS-FRR) allows for the possibility that the
Label Switched Paths can be re-optimized in the mnutes follow ng
Failover. |P Traffic would be re-routed according to the preferred
path for the post-failure topology. Thus, MLS-FRR includes an
additional step to the General nodel:
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(1) Failover Event - Primary Path (W rking Path) fails

(2) Failure Detection- Failover Event is detected

(3)
a. Failover - Wrking Path switched to Backup path

b. Re-Optinization of Wirrking Path (possible change from
Backup Pat h)

(4) Restoration - Primary Path recovers froma Fail over Event

(5) Reversion (optional) - Wrking Path returns to Primary Path

Document Scope

Thi s docunment provides detailed test cases along with different

t opol ogi es and scenarios that should be considered to effectively
benchmark MPLS protection nmechani sns and failover tinmes on the Data
Plane. Different Failover Events and scaling considerations are al so
provided in this docunent.

Al'l benchmarki ng testcases defined in this docunent apply to both
facility backup and | ocal protection enabled in detour node. The
test cases cover all possible failure scenarios and the associ ated
procedures benchmark the perfornmance of the Device Under Test (DUT)
to recover fromfailures. Data plane traffic is used to benchmark
fail over tines.

Benchmarking of correlated failures is out of scope of this docunent.
Protection fromBi-directional Forwarding Detection (BFD) is outside
the scope of this docunent.

As described above, MPLS-FRR nmay include a Re-optim zation of the
Worki ng Path, w th possible packet transfer inpairnents.
Characterization of Re-optim zation is beyond the scope of this neno.

Exi sting Definitions and Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119
[Br97]. RFC 2119 defines the use of these key words to help make the
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i ntent of standards track docunments as clear as possible.
thi s docunent

docunent uses these keywords,
docunent .
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Wiile this
is not a standards track

The reader is assuned to be famliar with the commonly used MPLS

t er m nol ogy,

sone of which is defined in [ MPLS- FRR- EXT] .

Thi s docunment uses nuch of the term nol ogy defined in [TERMID].
Thi s docunment al so uses existing term nol ogy defined in other

BMAG

Papnej a, et al.

wor k. Exanpl es include, but are not limted to:
Thr oughput [Ref .[Br91], section 3.17]
Devi ce Under Test (DUT) [ Ref.[Ma98], section 3.1.1]
System Under Test (SUT) [ Ref.[Ma98], section 3.1.2]
CQut - of - order Packet [ Ref.[ Po06], section 3.3.2]
Dupl i cat e Packet [ Ref . [ Po06], section 3.3.3]

General Reference Topol ogy
Figure 1 illustrates the basic reference testbed and is applicable to
all the test cases defined in this docunent. The Tester is conprised

of a Traffic Generator (TG & Test Analyzer (TA). A Tester is
directly connected to the DUT. The Tester sends and receives IP
traffic to the tunnel ingress and perforns signaling protocol

enmul ation to sinmulate real network scenarios in a |lab environnent.
The Tester may al so support MPLS-TE signaling to act as the ingress
node to the MPLS tunnel.

e +
[ Fom e e o [--------mm- - +
I I I I
I I I I
B + B + B + B + B +
TG-|  RL|----- | R |----] R | | R | R
| |-~ | |-~ |-~ | --- 1 |
Fommmmm + Fommmmm + Fommmmm + Fommmmm + Fommmmm +
I I I I I
I I I I I
| B + | | TA
Hoome-oo-- I R [--------- + I
I [---mmmmm +
Fommmmm +
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Fig. 1 Fast Reroute Topol ogy

The tester MJST record the nunber of |ost, duplicate, and reordered
packets. 1t should further record arrival and departure tines so
that Failover Tine, Additive Latency, and Reversion Tinme can be
measured. The tester may be a single device or a test system
emulating all the different roles along a prinmary or backup path.
The | abel stack is dependent of the following 3 entities:

(1) Type of protection (Link Vs Node)

(2) # of remaining hops of the primary tunnel fromthe PLR

(3) # of remaining hops of the backup tunnel fromthe PLR
Due to this dependency, it is RECOVWENDED that the benchnarki ng of
failover tines be perforned on all the topol ogies provided in section
6

5. Test Considerations

This section discusses the fundanentals of MPLS Protection testing:

(1) The types of network events that causes fail over

(2) Indications for failover

(3) the use of data traffic

(4) Traffic generation

(5) LSP Scaling

(6) Reversion of LSP

(7) 1GP Selection

5.1. Failover Events [ TERM I D]

The failover to the backup tunnel is primarily triggered by either
link or node failures observed downstream of the Point of Loca

repair (PLR). Sonme of these failure events are |listed bel ow

Li nk Failure Events
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I nterface Shutdown on PLR side with POS Al arm

Interface Shutdown on renpte side with POS Al arm

I nterface Shutdown on PLR side with RSVP hell o enabl ed

I nterface Shutdown on renpte side with RSVP hell o enabl ed
I nterface Shutdown on PLR side with BFD

I nterface Shutdown on renpte side with BFD

- Fiber Pull on the PLR side (Both TX & RX or just the TX)
- Fiber Pull on the renpte side (Both TX & RX or just the RX)
- Online insertion and renoval (O R) on PLR side

- ORon renote side

- Sub-interface failure (e.g. shutting down of a VLAN)

- Parent interface shutdown (an interface bearing nultiple
sub-interfaces

Node Failure Events

- A Systemreload initiated either by a graceful shutdown
or by a power failure.
- A systemcrash due to a software failure or an assert.

5.2. Failure Detection [ TERM I D]

Link failure detection tine depends on the link type and failure
detection protocols running. For SONET/SDH, the alarmtype (such as
LGS, AIS, or RDI) can be used. Oher link types have |ayer-two

al arnms, but they may not provide a short enough failure detection
time. Ethernet based |inks do not have layer 2 failure indicators,
and therefore relies on layer 3 signaling for failure detection.
However for directly connected devices, renote fault indication in
the et hernet auto-negotiation schene could be considered as a type of
layer 2 link failure indicator.

MPLS has different failure detection techniques such as BFD, or use
of RSVP hellos. These nethods can be used for the layer 3 failure
i ndi cators required by Ethernet based |inks, or for sone other non-
Et hernet based links to help inprove failure detection tine.

The test procedures in this docunent can be used for a local failure
or renote failure scenarios for conprehensive benchmarking and to
eval uate failover performance independent of the failure detection

t echni ques.

5.3. Use of Data Traffic for MPLS Protection benchmarking
Currently end custoners use packet loss as a key netric for Fail over
Time [TERMID]. Failover Packet Loss [TERMID] is an externally

observabl e event and has direct inpact on application perfornmance.
MPLS protection is expected to mninize the packet loss in the event
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of a failure. For this reason it is inportant to devel op a standard
rout er benchmarki ng net hodol ogy for neasuring MPLS protection that
uses packet loss as a netric. At a known rate of forwarding, packet
| oss can be measured and the failover time can be determ ned.
Measurement of control plane signaling to establish backup paths is
not enough to verify failover. Failover is best determ ned when
packets are actually traversing the backup path.

An additional benefit of using packet |oss for cal cul ation of
failover tinme is that it allows use of a black-box test environnment.
Data traffic is offered at line-rate to the device under test (DUT)
an enul ated network failure event is forced to occur, and packet |o0ss
is externally measured to cal cul ate the convergence tine. This setup
i s i ndependent of the DUT architecture.

In addition, this nethodol ogy considers the packets in error and
duplicate packets that could have been generated during the fail over
process. The nethodol ogi es consider |ost, out-of-order, and
duplicate packets to be inpaired packets that contribute to the
Fai | over Ti ne.

5.4. LSP and Route Scaling

Fail over time performance nay vary with the nunber of established
primary and backup tunnel |abel sw tched paths (LSP) and installed
routes. However the procedure outlined here should be used for any
nunber of LSPs (L) and nunber of routes protected by PLR(R). The
amount of L and R nust be recorded.

5.5. Selection of |IGP

The underlying I GP could be ISIS-TE or OSPF-TE for the nethodol ogy
proposed here. See [IGP-METH for IGP options to consider and
report.

5.6. Restoration and Reversion [ TERM | D]

Fast Reroute provides a method to return or restore an origina
primary LSP upon recovery fromthe failure (Restoration) and to
switch traffic fromthe Backup Path to the restored Prinmary Path
(Reversion). |In MPLS-FRR, Reversion can be inplenented as d oba
Reversi on or Local Reversion. It is inportant to include Restoration
and Reversion as a step in each test case to nmeasure the anount of
packet |oss, out of order packets, or duplicate packets that is

pr oduced.

Note: In addition to restoration and reversion, re-optinization can
take place while the failure is still not recovered but it depends on

Papnej a, et al. Expires April 28, 2012 [ Page 10]



Internet-Draft MPLS Protection Mechani sns Cct ober 2011

the user configuration, and re-otim zation tiners.
5.7. Ofered Load

It is suggested that there be one or nore traffic streans as | ong as
there is a steady and constant rate of flow for all the streans. In
order to nonitor the DUT performance for recovery times, a set of
route prefixes should be advertised before traffic is sent. The
traffic should be configured towards these routes.

At |east 16 flows should be used, and nore if possible. Prefix-
dependency behaviors are key in I[P and tests with route-specific
flows spread across the routing table will reveal this dependency.
Generating traffic to all of the prefixes reachable by the protected
tunnel (probably in a Round-Robin fashion, where the traffic is
destined to all the prefixes but one prefix at atine in a cyclic
manner) is not recommended. The reason why traffic generation is not
recommended in a Round-Robin fashion to all the prefixes, one at a
time is that if there are many prefixes reachabl e through the LSP the
time interval between 2 packets destined to one prefix may be
significantly high and may be conparable with the failover tine being
measur ed which does not aid in getting an accurate fail over

measur enent .

5.8. Tester Capabilities

It is RECOMMENDED that the Tester used to execute each test case have
the follow ng capabilities:

1. Ability to establish MPLS-TE tunnel s and push/pop | abel s.
2. Ability to produce Failover Event [TERMID].

3.Ability to insert a tinestanp in each data packet’'s IP
payl oad.

4. An internal tine clock to control timestanping, tinme
measurenents, and time cal cul ations.

5.Ability to disable or tune specific Layer-2 and Layer-3
protocol functions on any interface(s).

6. Ability to react upon the receipt of path error fromthe PLR

The Tester MAY be capabl e to nake non-data pl ane convergence
observati ons and use those observations for neasurenents.
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6. Reference Test Setup

In addition to the general reference topology shown in figure 1, this
section provides detailed insight into various proposed test setups
that shoul d be considered for conprehensively benchmarking the
failover tine in different roles along the primary tunnel

This section proposes a set of topologies that covers all the
scenarios for |local protection. Al of these topol ogi es can be
mapped to the reference topol ogy shown in Figure 1. Topol ogies
provided in this section refer to the testbed required to benchnark
failover tine when the DUT is configured as a PLR in either Headend
or midpoint role. Provided with each topology below is the |abel
stack at the PLR  Penultimate Hop Popping (PHP) MAY be used and nust
be reported when used.

Figures 2 thru 9 use the follow ng convention:

a) HE i s Headend

b) TEis Tail-End

c) MDis Md point

d) MP is Merge Point

e) PLR is Point of Local Repair

f) PRI is Primary Path

g) BKP denotes Backup Path and Nodes

6. 1. Li nk Protection

6.1.1. Link Protection - 1 hop primary (from PLR) and 1 hop backup TE

tunnel s
Fom oo - + - ------ + Hom e e oo - +
| R1 | R2 | PRI R3 |
TG| HE |--| MD |----] TE |-TA
I | | PLR |----] I
Fomm oo - +  -------- + BKP+-------- +
Fi gure 2.
Traffic Num of Label s Num of | abel s

before failure after failure
| P TRAFFI C (P-P)
Layer3 VPN ( PE- PE)
Layer3 VPN (PE-P)
Layer2 VC ( PE- PE)
Layer2 VC (PE-P)

NF,NREFO
NF,NREFO
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M d- poi nt LSPs 0 0
6.1.2. Link Protection - 1 hop primary (from PLR) and 2 hop backup TE
tunnel s
Fom e - + Fom e e e - - + Fom e e e - - +
| RL | | R2 I R3 |
TG | HE | | MD |PR | TE |-TA
| |----1 PLR |----] |
[ R, + F + F +
| BKP |
I to------- + I
I |  R6 | I
|----1 BKP  |----|
| MD |
F +
Fi gure 3.
Traffic Num of Label s Num of | abel s
before failure after failure
| P TRAFFI C (P-P) 0 1
Layer3 VPN ( PE- PE) 1 2
Layer3 VPN ( PE-P) 2 3
Layer2 VC ( PE- PE) 1 2
Layer2 VC (PE-P) 2 3
M d- poi nt LSPs 0 1
6.1.3. Link Protection - 2+ hop (from PLR) primary and 1 hop backup TE
tunnel s
Fom e e e - - + Fom e e e - - + Fom e e e - - + Fom e e e - - +
| R1 [ | R2 | PRI | R3 | PRI [ R4 [
TG | HE |----] MD |----] MD [------ [ TE |-TA
| | 1 PR |---- | | |
B + Fommmm e s + BKP+-------- + B +
Figure 4.
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Traffic Num of Label s Num of | abel s

before failure after failure
| P TRAFFI C (P-P)
Layer 3 VPN ( PE- PE)
Layer3 VPN ( PE-P)
Layer2 VC ( PE- PE)
Layer2 VC (PE-P)
M d- poi nt LSPs

P WNWN PP
P WNWNBE

6.1.4. Link Protection - 2+ hop (from PLR) primary and 2 hop backup TE

tunnel s
Hom e e oo - + Hom e e oo - +PRlI +-------- + PRl +-------- +
| R | | R | | R | R
TG | HE |----] MD |----] MD |------ | TE |-TA
| | 1 PR | | |
Fomm e - - + Fomm e - - + Fomm e - - + Fomm e - - +
BKP| |
| A + |
I I R6e | |
+- - BKP | -
| MD |
Fomm e - - +
Fi gure 5.
Traffic Num of Label s Num of | abel s
before failure after failure
| P TRAFFI C (P-P) 1 2
Layer3 VPN ( PE- PE) 2 3
Layer3 VPN (PE-P) 3 4
Layer2 VC ( PE- PE) 2 3
Layer2 VC (PE-P) 3 4
M d- poi nt LSPs 1 2

6.2. Node Protection

6.2.1. Node Protection - 2 hop primary (from PLR) and 1 hop backup TE
tunnel s
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F + F + F + F +

| R | | R2 | PRI | R3 | PRI | R4
TG | HE |----] MD |----] MD [------ | TE | - TA

I I | PLR | I I I I

Fom e e e oo + Fom e e e oo + Fom e e e oo + Fom e e e oo +

| BKP |
Fi gure 6.

Traffic Num of Label s Num of | abel s

before failure after failure
| P TRAFFI C (P-P)
Layer 3 VPN ( PE- PE)
Layer3 VPN ( PE-P)
Layer2 VC ( PE-PE)
Layer2 VC (PE-P)
M d- poi nt LSPs

P WNWN P
ONEFEPDNEFO

6.2.2. Node Protection - 2 hop primary (from PLR) and 2 hop backup TE
tunnel s

[ SR + [ SR + [ SR + [ SR +
| RL I | R2 I | R3 | R4 |
TG | HE | | MD |PRI| MD |[PR | TE |- TA
| |----1 PLR|----] |- |
IR + IR + IR + IR +
I I
BKP| S + [
I | R6 | I
————————— | BKP |---------
| MD |
IR +

Figure 7.
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Traffic Num of Label s Num of | abel s
before failure after failure
| P TRAFFI C (P-P)
Layer3 VPN ( PE- PE)
Layer3 VPN ( PE-P)
Layer2 VC ( PE-PE)
Layer2 VC (PE-P)
M d- poi nt LSPs

P WNWN PP
P WNWNBE

6.2.3. Node Protection - 3+ hop primary (from PLR) and 1 hop backup TE

tunnel s

Fom e e e oo +  ee------ +PRI +-------- +PRI +-------- +PRI +-------- +
| RL | | R2 I I R3 | I R4 | I RS |

TG | HE |--] ™MD |---] MD [---] WP |---] TE |- TA
I | | PLR | I I I I I I
[ SR +  H-------- + [ SR + [ SR + [ SR +
BKP| [
Fi gure 8.
Traffic Num of Label s Num of | abel s

before failure after failure
| P TRAFFI C (P-P)
Layer3 VPN ( PE- PE)
Layer3 VPN ( PE-P)
Layer2 VC ( PE- PE)
Layer2 VC (PE-P)
M d- poi nt LSPs

P WNWN PR
P WNWN PR
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6.2.4. Node Protection - 3+ hop primary (from PLR) and 2 hop backup TE
tunnel s

Fomee o + Fomee o + Fomee o + Fomee o + Fomee o +
| RL I | R2 I I R3 | I R4 | I RS |
TG | HE | | MD |PRI| MD |PRI|  MP |PRI| TE | - TA
| |- 1 PLR |-~ | --- 1 | --- 1 |
Hom e e oo - + Hom e e oo - + Hom e e oo - + Hom e e oo - + Hom e e oo - +

BKP| |
| ARELEEED + |
I | R6 I I
--------- | BKP [-------
| MD |
Hom e e oo - +
Fi gure 9.
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7. Test Methodol ogy

The procedure described in this section can be applied to all the 8
base test cases and the associ ated topol ogies. The backup as well as
the primary tunnels are configured to be alike in terns of bandw dth
usage. In order to benchmark failover with all possible |abel stack
depth applicable as seen with current deploynments, it is RECOVMMENDED
to performall of the test cases provided in this section. The
forwardi ng performance test cases in section 7.1 MJST be perforned
prior to performing the failover test cases.

The consi derations of Section 4 of [RFC2544] are applicable when
eval uating the results obtained using these met hodol ogi es as wel | .
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7.1. MPLS FRR Forwardi ng Performance

Benchmarking Failover Time [TERMI D] for MPLS protection first

requi res baseline neasurenent of the forwarding performance of the
test topology including the DUT. Forwardi ng performance is
benchmarked by the Throughput as defined in [ MPLS-FWD] and neasured
inunits pps. This section provides two test cases to benchmark
forwardi ng performance. These are with the DUT configured as a
Headend PLR, M d-Point PLR, and Egress PLR

7.1.1. Headend PLR Forwardi ng Perfornmance
bj ecti ve:

To benchmark the maxi numrate (pps) on the PLR (as headend) over
primary LSP and backup LSP

Test Setup:

A. Select any one topology out of the 8 fromsection 6.

B. Select overlay technologies (e.g. I1GP, VPN, or VC) with DUT
as Headend PLR

C. The DUT will also have 2 interfaces connected to the traffic
Generator/analyzer. (If the node downstream of the PLR is not
a sinulated node, then the Ingress of the tunnel should have
one link connected to the traffic generator and the node
downstreamto the PLR or the egress of the tunnel should have
a link connected to the traffic anal yzer).

Pr ocedur e:

1. Establish the primary LSP on R2 required by the topol ogy
sel ect ed.

2. Establ i sh the backup LSP on R2 required by the sel ected

t opol ogy.

3. Verify primary and backup LSPs are up and that primary is
pr ot ect ed.

4, Verify Fast Reroute protection is enabl ed and ready.
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5. Setup traffic streans as described in section 5.7.

6. Send MPLS traffic over the primary LSP at the Throughput
supported by the DUT

7. Record the Throughput over the prinmary LSP
8. Trigger a link failure as described in section 5.1

9. Verify that the offered | oad gets mapped to the backup tunne
and neasure the Additive Backup Del ay.

10. 30 seconds after Failover, stop the offered | oad and neasure
the Throughput, Packet Loss, CQut-of-Order Packets, and
Dupl i cate Packets over the Backup LSP

11. Adjust the offered | oad and repeat steps 6 through 10 unti
the Throughput values for the primary and backup LSPs are
equal .

12. Record the Throughput. This is the offered |load that will be
used for the Headend PLR fail over test cases.

7.1.2. Md-Point PLR Forwardi ng Perfornmance
bj ecti ve:

To benchmark the maximumrate (pps) on the PLR (as mi d-point) over
primary LSP and backup LSP

Test Setup:

A. Select any one topology out of the 9 fromsection 6.

B. Select overlay technologies (e.g. I1GP, VPN, or VC) with DUT
as M d-Point PLR

C. The DUT will also have 2 interfaces connected to the traffic
gener at or.

Pr ocedur e:

1. Establish the primary LSP on Rl required by the topol ogy
sel ect ed.
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1.

10.

11.

12.

3.

Establ i sh the backup LSP on R2 required by the sel ected
t opol ogy.

Verify primary and backup LSPs are up and that primary is
pr ot ect ed.

Verify Fast Reroute protection is enabl ed and ready.
Setup traffic streans as described in section 5.7.

Send MPLS traffic over the primary LSP at the Throughput
supported by the DUT

Record the Throughput over the primary LSP
Trigger a link failure as described in section 5.1

Verify that the offered | oad gets mapped to the backup tunne
and nmeasure the Additive Backup Del ay.

30 seconds after Failover, stop the offered | oad and neasure
t he Throughput, Packet Loss, CQut-of-Order Packets, and
Duplicate Packets over the Backup LSP

Adj ust the offered | oad and repeat steps 6 through 10 unti
the Throughput values for the primary and backup LSPs are
equal .

Record the Throughput. This is the offered |load that will be
used for the Md-Point PLR failover test cases.

Egress PLR Forwardi ng Perfornmance

bj ecti ve:

To benchmark the maxi mnumrate (pps) on the PLR (as egress) over
primary LSP and backup LSP

Test Setup:

A

B

Sel ect any one topol ogy out of the 8 fromsection 6

Sel ect overlay technologies (e.g. [1GP VPN, or VC wth DUT
as Egress PLR
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C. The DUT will also have 2 interfaces connected to the traffic
gener at or.
Procedure:

1. Establish the primary LSP on Rl required by the topol ogy
sel ect ed.

2. Establ i sh the backup LSP on R2 required by the sel ected
t opol ogy.

3. Verify primary and backup LSPs are up and that primary is
pr ot ect ed.

4, Verify Fast Reroute protection is enabl ed and ready.

5. Setup traffic streans as described in section 5.7.

6. Send MPLS traffic over the primary LSP at the Throughput
supported by the DUT

7. Record the Throughput over the prinmary LSP

8. Trigger a link failure as described in section 5.1

9. Verify that the offered | oad gets mapped to the backup tunne
and neasure the Additive Backup Del ay.

10. 30 seconds after Failover, stop the offered | oad and neasure
the Throughput, Packet Loss, CQut-of-Order Packets, and
Duplicate Packets over the Backup LSP

11. Adjust the offered | oad and repeat steps 6 through 10 unti
the Throughput values for the primary and backup LSPs are
equal .

12. Record the Throughput. This is the offered |load that will be

j

used for the Egress PLR failover test cases.

Headend PLR with Link Failure

ective:

To benchmark the MPLS failover tinme due to link failure events
described in section 5.1 experienced by the DUT which is the
Headend PLR
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Test Setup:

A. Select any one topology out of the 8 fromsection 6.

B. Select overlay technology for FRR test (e.g. |1GP, VPN, or
VQO) .

C. The DUT will also have 2 interfaces connected to the traffic
Generator/analyzer. (If the node downstream of the PLR is not
a sinulated node, then the Ingress of the tunnel should have
one link connected to the traffic generator and the node
downstreamto the PLR or the egress of the tunnel should have
a link connected to the traffic anal yzer).

Test Configuration:

1. Configure the nunber of primaries on R2 and the backups on R2
as required by the topol ogy sel ect ed.

2. Configure the test setup to support Reversion

3. Advertise prefixes (as per FRR Scal ability Table described in
Appendi x A) by the tail end.

Procedure:
Test Case "7.1.1. Headend PLR Forwardi ng Perfornmance" MJST be

completed first to obtain the Throughput to use as the offered
| oad.

1. Establish the primary LSP on R2 required by the topol ogy
sel ect ed.

2. Establ i sh the backup LSP on R2 required by the sel ected

t opol ogy.

3. Verify primary and backup LSPs are up and that prinmary is
pr ot ect ed.

4, Verify Fast Reroute protection is enabl ed and ready.
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10.

11.

12.

13.

14.

Setup traffic streans for the offered | oad as described in
section 5.7.

Provide the offered load fromthe tester at the Throughput
[Br91] level obtained fromtest case 7.1.1.

Verify traffic is switched over Primary LSP without packet
| 0ss.

Trigger a link failure as described in section 5.1.

Verify that the offered | oad gets napped to the backup tunnel
and nmeasure the Additive Backup Del ay.

30 seconds after Failover [TERMID], stop the offered | oad
and neasure the total Failover Packet Loss [ TERMID].

Cal cul ate the Failover Time [ TERM I D] benchmark using the
sel ected Fail over Tinme Cal culation Method (TBLM PLBM or
TBM [TERM I D] .

Restart the offered load and restore the primary LSP to
verify Reversion [TERM | D] occurs and neasure the Reversion
Packet Loss [TERM I D).

Cal cul ate the Reversion Tinme [ TERM I D] benchmark using the
sel ected Failover Time Cal cul ati on Method (TBLM PLBM or
™BM [TERMI D) .

Verify Headend signals new LSP and protection should be in
pl ace agai n.

ITis RECOWENDED that this procedure be repeated for each of the
link failure triggers defined in section 5.1.

7. 3. M d-Point PLRwith Link Failure

bj ecti ve:

To benchmark the MPLS failover tine due to link failure events
described in section 5.1 experienced by the DUT which is the Md-
Poi nt PLR

Test Setup:
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A. Select any one topology out of the 8 fromsection 6.
B. Select overlay technology for FRR test as M d-Point LSPs.

C. The DUT will also have 2 interfaces connected to the traffic
gener at or.

Test Configuration:

1. Configure the nunber of primaries on Rl and the backups on R2
as required by the topol ogy sel ect ed.

2. Configure the test setup to support Reversion.

3. Advertise prefixes (as per FRR Scal ability Table described in
Appendi x A) by the tail end.

Pr ocedur e

Test Case "7.1.2. Md-Point PLR Forwardi ng Perfornance" MJST be
completed first to obtain the Throughput to use as the offered
| oad.

1. Establish the prinmary LSP on Rl required by the topol ogy
sel ect ed.

2. Establish the backup LSP on R2 required by the sel ected
t opol ogy.

3. Performsteps 3 through 14 from section 7.2 Headend PLR with
Li nk Fail ure.

ITis RECOWENDED that this procedure be repeated for each of the
link failure triggers defined in section 5.1

7.4. Headend PLR with Node Failure
bj ective:
To benchmark the MPLS failover tine due to Node failure events
described in section 5.1 experienced by the DUT which is the
Headend PLR

Test Setup:
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A. Select any one topol ogy fromsection 6.

B. Select overlay technology for FRR test (e.g. |1GP, VPN, or
VC) .

C. The DUT will also have 2 interfaces connected to the traffic
gener at or/ anal yzer.

Test Configuration:

1. Configure the nunber of primaries on R2 and the backups on R2
as required by the topol ogy sel ect ed.

2. Configure the test setup to support Reversion

3. Advertise prefixes (as per FRR Scal ability Table described in
Appendi x A) by the tail end.

Procedure:
Test Case "7.1.1. Headend PLR Forwardi ng Perfornmance" MJIST be

completed first to obtain the Throughput to use as the offered
| oad.

1. Establish the primary LSP on R2 required by the topol ogy
sel ect ed.

2. Establish the backup LSP on R2 required by the sel ected
t opol ogy.

3. Verify primary and backup LSPs are up and that primary is
pr ot ect ed.

4. Verify Fast Reroute protection.

5. Setup traffic streans for the offered | oad as described in
section 5.7.

6. Provide the offered load fromthe tester at the Throughput
[Br91] level obtained fromtest case 7.1.1
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7. Verify traffic is switched over Primary LSP without packet
| 0ss.
8. Trigger a node failure as described in section 5.1.

9. Performsteps 9 through 14 in 7.2 Headend PLR with Link
Fai |l ure.

ITis RECOWENDED that this procedure be repeated for each of the
node failure triggers defined in section 5. 1.

7.5. Md-Point PLR with Node Failure
bj ecti ve:
To benchmark the MPLS failover tine due to Node failure events
described in section 5.1 experienced by the DUT which is the Md-
Poi nt PLR

Test Setup:

A. Select any one topology fromsection 6.1 to 6. 2.
B. Select overlay technology for FRR test as M d-Point LSPs.

C. The DUT will also have 2 interfaces connected to the traffic
gener at or.

Test Configuration:

1. Configure the nunber of primaries on RL and the backups on R2
as required by the topol ogy sel ect ed.

2. Configure the test setup to support Reversion.

3. Advertise prefixes (as per FRR Scal ability Table described in
Appendi x A) by the tail end.

Procedure:
Test Case "7.1.1. Md-Point PLR Forwardi ng Performance"” MJST be

conpleted first to obtain the Throughput to use as the offered
| oad.
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1. Establish the primary LSP on Rl required by the topol ogy
sel ect ed.

2. Establish the backup LSP on R2 required by the sel ected
t opol ogy.

3. Verify primary and backup LSPs are up and that primary is
pr ot ect ed.

4. Verify Fast Reroute protection.

5. Setup traffic streams for the offered | oad as described in
section 5.7.

6. Provide the offered load fromthe tester at the Throughput
[Br91] level obtained fromtest case 7.1.1

7. Verify traffic is switched over Primary LSP without packet
| oss.

8. Trigger a node failure as described in section 5.1

9. Performsteps 9 through 14 in 7.2 Headend PLR with Link
Fai | ure.

ITis RECOWENDED that this procedure be repeated for each of the
node failure triggers defined in section 5.1
8. Reporting Format

For each test, it is recommended that the results be reported in the
foll owi ng fornmat

Par anet er Units
| GP used for the test I SIS-TE/ OSPF-TE
Interface types G ge, PCS, ATM VLAN et c.

Packet Sizes offered to the DUT Bytes (at |ayer 3)

O fered Load packets per second
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| GP routes advertised Nunber of 1GP routes
Penul ti mat e Hop Poppi ng Used/ Not Used

RSVP hello tinmers M I1iseconds

Nunber of Protected tunnels Nunber of tunnels
Nunber of VPN routes installed Nunber of VPN routes
on the Headend

Nurmber of VC tunnels Nurmber of VC tunnels
Nunmber of m d-point tunnels Nunber of tunnels

Nunber of Prefixes protected by Nunmber of LSPs

Primary
Topol ogy bei ng used Section nunber, and
figure reference
Fai | over Event Event type
Re- optim zation Yes/ No

Benchmarks (to be recorded for each test case):

Fai | over -
Fai |l over Tine seconds
Fai | over Packet Loss packet s
Addi ti ve Backup Del ay seconds
Qut - of - Order Packets packet s
Dupl i cate Packets packet s
Fail over Tinme Cal cul ati on Met hod Met hod Used
Rever si on-
Reversion Tine seconds
Reversi on Packet Loss packet s
Addi tive Backup Del ay seconds
Qut - of - Order Packets packet s
Dupl i cate Packets packet s
Fail over Time Cal cul ati on Met hod Met hod Used

Fai | over Ti me suggested above is cal cul ated using one of the
foll owi ng three nethods
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10.

1. Packet-Loss Based nmethod (PLBM: (Number of packets dropped/
packets per second * 1000) milliseconds. This nmethod could al so
be referred as Loss-Derived net hod.

2. Tinme-Based Loss Method (TBLM: This nethod relies on the ability
of the Traffic generators to provide statistics which reveal the
duration of failure in mlliseconds based on when the packet |oss
occurred (interval between non-zero packet |oss and zero |o0ss).

3. Tinestanp Based Method (TBM: This nethod of failover calculation
is based on the tinmestanp that gets transmtted as payload in the
packets originated by the generator. The Traffic Anal yzer
records the tinmestanp of the | ast packet received before the
fail over event and the first packet after the failover and
derives the tine based on the difference between these 2
ti mestanps. Note: The payload could al so contain sequence
nunbers for out-of-order packet cal culation and duplicate
packets.

The tinestanp based met hod nethod woul d be able to detect Reversion
i mpai rments beyond | oss, thus it is RECOMVENDED net hod as a Fail over
Ti me met hod.

Security Considerations

Benchmarking activities as described in this meno are limted to
technol ogy characterization using controlled stinuli in a |aboratory
environnment, w th dedi cated address space and the constraints
specified in the sections above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
management networ k.

Further, benchmarking is performed on a "bl ack-box" basis, relying
sol ely on measurenents observabl e external to the DUT/ SUT.

Speci al capabilities SHOULD NOT exist in the DUT/SUT specifically for
benchmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production

net wor ks.

| ANA Consi der ati ons

This draft does not require any new all ocati ons by | ANA
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Appendi x A.  Fast Reroute Scalability Table

This section provides the recommended nunbers for evaluating the
scalability of fast reroute inplenentations. It also recomends the
typical nunbers for | GP/VPNv4 Prefixes, LSP Tunnels and VC entries.
Based on the features supported by the device under test (DUT),
appropriate scaling limts can be used for the test bed.

Al. FRR IGP Table

No. of Headend TE Tunnel s | GP Prefixes
1 100
1 500
1 1000
1 2000
1 5000
2 (Load Bal ance) 100
2 (Load Bal ance) 500
2 (Load Bal ance) 1000
2 (Load Bal ance) 2000
2 (Load Bal ance) 5000
100 100
500 500
1000 1000
2000 2000
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A2. FRR VPN Tabl e
No. of Headend TE Tunnel s VPNv4 Prefixes
1 100
1 500
1 1000
1 2000
1 5000
1 10000
1 20000
1 Max
2 (Load Bal ance) 100
2 (Load Bal ance) 500
2 (Load Bal ance) 1000
2 (Load Bal ance) 2000
2 (Load Bal ance) 5000
2 (Load Bal ance) 10000
2 (Load Bal ance) 20000
2 (Load Bal ance) Max

A3.  FRR M d- Poi

No of M d-point
100, 500, 1000,

A2.  FRR VC Tabl

Papnej a, et al.

nt LSP Tabl e

TE LSPs coul d be configured at recomended | evel s -
2000, or max supported nunber.

e
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No.
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of Headend TE Tunnel s VC entries

100
500
1000
2000
Max
100
500
1000
2000

Appendi x B. Abbreviations

BFD
BGP

FRR

I P
LSP

MPLS
N- Nhop
Nhop
aR

PE
PHP
PLR
RSVP
SRLG

TE
TG
VvC
VPN

Papnej a, et al.

Bi di rectional Fault Detection
Bor der Gat eway protocol

Cust oner Edge

Devi ce Under Test

Fast Reroute

Interior Gateway Protocol

I nternet Protocol

Label Switched Path

Mer ge Poi nt

Mul ti Protocol Label Swi tching
Next - Next Hop

Next Hop

Online Insertion and Renpval
Provi der

Provi der Edge

Penul ti mat e Hop Poppi ng

Poi nt of Local Repair
Resource reSerVation Protocol
Shared Ri sk Link G oup
Traffic Anal yzer

Traf fic Engi neering

Traffic Generator

Virtual Grcuit

Virtual Private Network
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