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1.

I nt roducti on

Thi s docunment gives exanpl es of how ConEx depl oyment mni ght get
started, focusing on unilateral deploynent by a single network.

Recap: Increnental Depl oynent Features of the ConEx Protocol

The ConEx mechani sm docunent [ ConEx- Abstract-Mech] goes to great

Il engths to design for increnmental deploynment in all the respects
below. It should be referred to for precise details on each of these
poi nt s:

(0]

The ConEx nmechanismis essentially a change to the source, in
order to re-insert congestion feedback into the network.

Sour ce- host-only depl oynent is possible wi thout any negotiation
required, and individual transport protocol inplenentations wthin
a source host can be updated separately.

Recei ver nodification may optionally inmprove ConEx for sone
transport protocols with feedback limtations (TCP being the main
exanple), but it is not a necessity

Proxies for the source and/or receiver are feasible (though not
necessarily strai ghtforward)

Queues and network forwarding do not require any nodification for
ConEx.

ECN is not required in the network for ConEx. |If sone network
nodes support ECN, it can be used by ConEx.

ECN is not required at the receiver for ConEx. The sender should
nonet hel ess attenpt to negotiate ECN-usage with the receiver

gi ven sone aspects of ConEx work better the nore ECN is depl oyed,
particularly auditing and border neasurenent.

G ven ConEx exposes information for |IP-layer policy devices to
use, the design does not preclude possible innovative uses of
ConEx infornmation by other |P-layer devices, e.g. forwarding
itself

Packets indicate whether or not they support ConEx.
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3. ConEx Conponents
3.1. Recap of Basic ConEx Conponents
[ ConEx- Abst ract-Mech] introduces the follow ng conponents:
0 The ConEx Wre Protocol
o Forwardi ng devices (unnodified)
o Sender (nodified for ConEx)
0 Receiver (optionally nodified)
o Audit
o Policy Devices:
* Rest-of-Path Congestion Mnitoring Devices
* Congestion Policers

[ ConEx- Abst ract - Mech] should be referred to for definitions of each
of these conponents and further explanation

3.2. Per-Network Deployment Concepts
Net wor k depl oynent -rel at ed definitions:

Internet Ingress: The first I P node a packet traverses that is
outside the source’s own network. In a donestic network that wll
be the first node downstream fromthe home access equipnment. In
an enterprise network this is the provider edge router.

Internet Egress: The last |IP node a packet traverses before reaching
the receiver’'s network

ConEx- Enabl ed Network: A network whose edge nodes i npl enent ConEx
policy functions.

Each network can unilaterally choose to use any ConEx information
gi ven by those sources using ConEx, independently of whether other
networ ks use it.

Typically, a network will use ConEx information by deploying a policy
function at the ingress edge of its network to nonitor arriving
traffic and to act in sone way on the congestion information in those
packets that are ConEx-enabled. Actions might include policing,
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altering the class of service, or re-routing. Alternatively, |ess
direct actions via a managenent system might include triggering
capacity upgrades, triggering penalty clauses in contracts or |evying
charges between networks based on ConEx neasurenents.

Typically, a network using ConEx info will deploy a ConEx policy
function near the ingress edge and a ConEx audit function near the
egress edge. The segnent of the path between a ConEx policy function
and a ConEx audit function can be considered to be a ConEx-protected
segnment of the path. Assunming a network covers all its ingresses and
egresses with policy functions and audit functions respectively, the
network within this ring will be a ConEx-protected network

O course, because each edge device usually serves as both an ingress
and an egress, the two functions are both likely to be present in
each edge device

4. Exanple Initial Deploynent Arrangenents

In all the deploynment scenarios bel ow, we assunme that depl oynent
starts with sone data sources being nodified with ConEx code. The
rationale for this is that the devel oper of a scavenger transport
protocol |ike LEDBAT has a strong incentive to tell the network how
little congestion it is causing despite sending |arge vol unes of
data. In this case the devel oper nakes the first nove expecting it
will pronpt at |east some networks to nmove in response--so that they
use the ConEx information to reward users of the scavenger protocol

4.1. Single Receiving Network Scenario
The nane 'Receiving Network’ for this scenario nerely enphasi ses that
nmost data is arriving fromconnected networks and data centres and

bei ng consunmed by residential custonmers on this access network. Sone
data is of course also travelling in the other direction

Bri scoe Expires April 26, 2012 [ Page 5]



Internet-Draft Initial ConEx Depl oyment Exanples Cct ober 2011

DSLAMs
11/ ,-. Hone-a
VIR ()
o AT ]
, - / L P/ \ )\
/ \ ' Core "I'| BRAS
( Peer )-->-|P | "------ ’ I/
\ / I [ | |---
ot ’ B / [---
\' M /| BRAS | \ [\
foa--- ’ e Al
| P| \ 11
[\ [\ \ V] , -
A REEEEE (
[ Dat a \ / \ \ [\ ‘-’ Home-b
( Centre) ( CDN )
\ / \ !/ Access Networ k
oot T e et Qemmeeee oo >

P=Congesti on- Pol i cer; M=Congestion-Mnitor; A=Audit function
Figure 1: Single Receiving Network Scenario

Figure Figure 1 is an attenpt to show the salient features of a ConEx
depl oynent in a typical broadband access provider’'s network (within
the constraints of ASCIlI art). Broadband renote access servers
(BRASs) control access to the core network fromthe access network
and vice versa. Hone networks (and small busi nesses) connect to the
access network, but only two are shown.

In this diagram all data is travelling towards the access network of
Hone-b, fromthe Peer network, the Data centre, the CDN and Hone-a.
Data actually travels in both directions on all links, but only one
direction is shown.

The data centre, core and access network are all run by the sane
networ k operator, but each is the responsibility of a different
departnent with internal accounting between them The content
distribution network (CDN) is operated by a third party CDN provider
and of course the peer network is also operated by a third party.

This operator of the data centre, core and access network is the only
one in the diagramto have depl oyed ConEx nonitoring and policy
devices at the edges of its network. However, it has not enabled ECN
on any of its network el enents and neither has any other network in
the diagram The operator has depl oyed a congestion policing
function (P) on the provider-edge router where the peer attaches to
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its core, on the BRAS where the CDN attaches and on the other BRAS
where each of the residential custoners |like Honme-a attach. On the
provi der-edge router where the data centre attaches it has depl oyed a
congestion nonitoring function (M. Each of these policing and

nmoni toring functions handl es the aggregate of all traffic traversing
it, for all destinations.

The operator has deployed an audit function on each |ogical output
port of the BRAS for each end-custoner site |ike Hone-b. The Audit
function handl es the aggregate of all traffic for that end-custoner
fromall sources. For traffic in the opposite direction (e.g. from
Home-b to Hone-a, there would be equivalent policing (P) and audit
(A) functions in the converse |locations to those shown.

Sone content sources in the CDN and in the data centre are using the
ConEx protocol, but others are not. There is a simlar situation for
hosts attached to the Peer network and hosts in home networks |ike
Hone-a: sone are sending ConEx packets at |east for bulk data
transports, while others are not.

4.1.1. ConEx Functions in the Single Receiving Network Scenario

Wthin the BRAS there are logical ports that nbodel the rate of each
access line fromthe DSLAMto each hone network [TR-059]. They are
fed by a shared queue that nodels the rate of the downstream i nk
fromthe BRAS to the DSLAM (sonetinmes called the backhaul network).
If there is congestion anywhere in the set of networks in Figure
Figure 1 it is nearly always

o either self-congestion in the queues into the logical ports
representing the access lines

o or shared congestion in the shared queue on the BRAS that feeds
t hem

Any ConEx sources sending data through this BRAS will receive

f eedback about these |osses fromthe destination and re-insert it as
ConEx markings into the data. Figure 2 shows an exanple plot of the
| oss levels that m ght be seen at different nonitoring points along a
pat h between the data centre and hone-b, for instance. The top half
of the figure shows the |loss probability within the BRAS consists of
0.1% at the shared queue and 0. 2% sel f-congestion in the |ogica

out put port that nodels the access line, making 0.3%in total. This
upper di agram al so shows whol e path congestion as signalled by the
ConEx sender, which remains unchanged al ong the whole path at 0.3%

The | ower half of the figure shows (downstream congestion) = (whole
pat h) - (upstream congestion). Upstream congestion can only be
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nmonitored locally where the | oss actually happens (within the BRAS

out put queues). Nonet hel ess,
el se but within the BRAS
scenari o.

the policing and audit functions.

upstream of the BRAS wil |
of 0.3%

given there is rarely | oss anywhere
this limtation is not significant
The |l ower half of the figure also shows the |ocation of
Pol i ci ng anywhere within or

be based on the downstream congestion | eve
While Auditing within the BRAS but after al

inthis

t he queues can

check that the whole path congestion signalled by ConEx is no |ess
than the | oss | evels experienced within the BRAS itself.
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Al oss | <- Shar ed- >| <- Access- >
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Figure 2: Exanple plot of loss levels along a path
4.1.2. Incentives to Unilaterally Deploy ConEx in a Receiving Network

Even a sending application that
Not - ConEx packet s.

whet her to send ConEx or

is nodified to use ConEx can choose

Nonet hel ss, ConEx

packets bring information to a policer about congestion expected on
the rest of the path beyond the policer.

such i nfornation
policers will

Not - ConEx packets bring no

Therefore a network that has depl oyed ConEx
tend to rate-limt not-ConEx packets conservatively in
order to nanage the unknown risk of congestion

In contrast, a

network doesn’t normally need to rate-linmit ConEx-enabl ed packets
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unl ess they reveal a persistently high contribution to congestion
This natural tendency for networks to favour senders that provide
ConEx information encourages senders to choose to use the ConEx
prot ocol whenever they can.

{ToDo: conplete this section}
4.2. Mobile Network Scenario

Pl acehol der for summary of the scenario in a nobile network descri bed
i n [ conex-nobil e]

In mobil e networks, both nobile terminals and nobil e network
equi prent are standardi sed by the 3GPP. If the 3GPP were to adopt
the ConEx protocol, it mght nandate ConEx inplenentation for
conpl i ant equi pnent.
{ToDo: Describe how a central traffic managenent box can arrange to
remotely view upstream congestion as it wuld be seen fromthe
interface with the nobile termnal.}

4.3. Scenario Internal to a Milti-Tenant Data Centre
A nunber of conpanies offer hosting of virtual machines on their data
centre infrastructure--so-called infrastructure as a service (laaS)
A set anount of processing power, nenory, storage and network are
of fered. Although processing power, nmenory and storage are
relatively sinple to allocate on the 'pay as you go’ basis that has
becone comon, the network is |ess easy to allocate given it is a
natural ly distributed system
{ToDo: Conplete this section.}

5. Security Considerations

6. | ANA Consi derations
Thi s docunment does not require actions by | ANA

7. Concl usions
{ ToDo}

8. Acknow edgnents
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1.

I nt roducti on

Thi s docunment gives exanpl es of how ConEx depl oyment mni ght get
started, focusing on unilateral deploynent by a single network.

Recap: Increnental Depl oynent Features of the ConEx Protocol

The ConEx mechani sm docunent [ ConEx- Abstract-Mech] goes to great

Il engths to design for increnmental deploynment in all the respects
below. It should be referred to for precise details on each of these
poi nt s:

(0]

The ConEx nmechanismis essentially a change to the source, in
order to re-insert congestion feedback into the network.

Sour ce- host-only depl oynent is possible wi thout any negotiation
required, and individual transport protocol inplenentations wthin
a source host can be updated separately.

Recei ver nodification may optionally inmprove ConEx for sone
transport protocols with feedback limtations (TCP being the main
exanple), but it is not a necessity

Proxies for the source and/or receiver are feasible (though not
necessarily strai ghtforward)

Queues and network forwarding do not require any nodification for
ConEx.

ECN is not required in the network for ConEx. |If sone network
nodes support ECN, it can be used by ConEx.

ECN is not required at the receiver for ConEx. The sender should
nonet hel ess attenpt to negotiate ECN-usage with the receiver

gi ven sone aspects of ConEx work better the nore ECN is depl oyed,
particularly auditing and border neasurenent.

G ven ConEx exposes information for |IP-layer policy devices to
use, the design does not preclude possible innovative uses of
ConEx infornmation by other |P-layer devices, e.g. forwarding
itself

Packets indicate whether or not they support ConEx.
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3. ConEx Conponents
3.1. Recap of Basic ConEx Conponents
[ ConEx- Abst ract-Mech] introduces the follow ng conponents:
0 The ConEx Wre Protocol
o Forwardi ng devices (unnodified)
o Sender (nodified for ConEx)
0 Receiver (optionally nodified)
o Audit
o Policy Devices:
* Rest-of-Path Congestion Mnitoring Devices
* Congestion Policers

[ ConEx- Abst ract - Mech] should be referred to for definitions of each
of these conponents and further explanation

3.2. Per-Network Deployment Concepts
Net wor k depl oynent -rel at ed definitions:

Internet Ingress: The first I P node a packet traverses that is
outside the source’s own network. In a donestic network that wll
be the first node downstream fromthe home access equipnment. In
an enterprise network this is the provider edge router.

Internet Egress: The last |IP node a packet traverses before reaching
the receiver’'s network

ConEx- Enabl ed Network: A network whose edge nodes i npl enent ConEx
policy functions.

Each network can unilaterally choose to use any ConEx information
gi ven by those sources using ConEx, independently of whether other
networ ks use it.

Typically, a network will use ConEx information by deploying a policy
function at the ingress edge of its network to nonitor arriving
traffic and to act in sone way on the congestion information in those
packets that are ConEx-enabled. Actions might include policing,
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altering the class of service, or re-routing. Alternatively, |ess
direct actions via a managenent system might include triggering
capacity upgrades, triggering penalty clauses in contracts or |evying
charges between networks based on ConEx neasurenents.

Typically, a network using ConEx info will deploy a ConEx policy
function near the ingress edge and a ConEx audit function near the
egress edge. The segnent of the path between a ConEx policy function
and a ConEx audit function can be considered to be a ConEx-protected
segnment of the path. Assunming a network covers all its ingresses and
egresses with policy functions and audit functions respectively, the
network within this ring will be a ConEx-protected network

O course, because each edge device usually serves as both an ingress
and an egress, the two functions are both likely to be present in
each edge device

4. Exanple Initial Deploynent Arrangenents

In all the deploynment scenarios bel ow, we assunme that depl oynent
starts with sone data sources being nodified with ConEx code. The
rationale for this is that the devel oper of a scavenger transport
protocol |ike LEDBAT has a strong incentive to tell the network how
little congestion it is causing despite sending |arge vol unes of
data. In this case the devel oper nakes the first nove expecting it
will pronpt at |east some networks to nmove in response--so that they
use the ConEx information to reward users of the scavenger protocol

4.1. Single Receiving Network Scenario
The nane 'Receiving Network’ for this scenario nerely enphasi ses that
nmost data is arriving fromconnected networks and data centres and

bei ng consunmed by residential custonmers on this access network. Sone
data is of course also travelling in the other direction
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Figure 1: Single Receiving Network Scenario

Figure Figure 1 is an attenpt to show the salient features of a ConEx
depl oynent in a typical broadband access provider’'s network (within
the constraints of ASCIlI art). Broadband renote access servers
(BRASs) control access to the core network fromthe access network
and vice versa. Hone networks (and small busi nesses) connect to the
access network, but only two are shown.

In this diagram all data is travelling towards the access network of
Hone-b, fromthe Peer network, the Data centre, the CDN and Hone-a.
Data actually travels in both directions on all links, but only one
direction is shown.

The data centre, core and access network are all run by the sane
networ k operator, but each is the responsibility of a different
departnent with internal accounting between them The content
distribution network (CDN) is operated by a third party CDN provider
and of course the peer network is also operated by a third party.

This operator of the data centre, core and access network is the only
one in the diagramto have depl oyed ConEx nonitoring and policy
devices at the edges of its network. However, it has not enabled ECN
on any of its network el enents and neither has any other network in
the diagram The operator has depl oyed a congestion policing
function (P) on the provider-edge router where the peer attaches to
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its core, on the BRAS where the CDN attaches and on the other BRAS
where each of the residential custoners |like Honme-a attach. On the
provi der-edge router where the data centre attaches it has depl oyed a
congestion nonitoring function (M. Each of these policing and

nmoni toring functions handl es the aggregate of all traffic traversing
it, for all destinations.

The operator has deployed an audit function on each |ogical output
port of the BRAS for each end-custoner site |ike Hone-b. The Audit
function handl es the aggregate of all traffic for that end-custoner
fromall sources. For traffic in the opposite direction (e.g. from
Home-b to Hone-a, there would be equivalent policing (P) and audit
(A) functions in the converse |locations to those shown.

Sone content sources in the CDN and in the data centre are using the
ConEx protocol, but others are not. There is a simlar situation for
hosts attached to the Peer network and hosts in home networks |ike
Hone-a: sone are sending ConEx packets at |east for bulk data
transports, while others are not.

4.1.1. ConEx Functions in the Single Receiving Network Scenario

Wthin the BRAS there are logical ports that nbodel the rate of each
access line fromthe DSLAMto each hone network [TR-059]. They are
fed by a shared queue that nodels the rate of the downstream i nk
fromthe BRAS to the DSLAM (sonetinmes called the backhaul network).
If there is congestion anywhere in the set of networks in Figure
Figure 1 it is nearly always

o either self-congestion in the queues into the logical ports
representing the access lines

o or shared congestion in the shared queue on the BRAS that feeds
t hem

Any ConEx sources sending data through this BRAS will receive

f eedback about these |osses fromthe destination and re-insert it as
ConEx markings into the data. Figure 2 shows an exanple plot of the
| oss levels that m ght be seen at different nonitoring points along a
pat h between the data centre and hone-b, for instance. The top half
of the figure shows the |loss probability within the BRAS consists of
0.1% at the shared queue and 0. 2% sel f-congestion in the |ogica

out put port that nodels the access line, making 0.3%in total. This
upper di agram al so shows whol e path congestion as signalled by the
ConEx sender, which remains unchanged al ong the whole path at 0.3%

The | ower half of the figure shows (downstream congestion) = (whole
pat h) - (upstream congestion). Upstream congestion can only be
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nmonitored locally where the | oss actually happens (within the BRAS

out put queues). Nonet hel ess,
el se but within the BRAS
scenari o.

the policing and audit functions.

upstream of the BRAS wil |
of 0.3%

given there is rarely | oss anywhere
this limtation is not significant
The |l ower half of the figure also shows the |ocation of
Pol i ci ng anywhere within or

be based on the downstream congestion | eve
While Auditing within the BRAS but after al

inthis

t he queues can

check that the whole path congestion signalled by ConEx is no |ess
than the | oss | evels experienced within the BRAS itself.

Data centre-->|<--core-->|<

Al oss | <- Shar ed- >| <- Access- >
| probability backhau
|
0.3%- - - - - - - - - - - - - - - - - e e e e
| whol e path congestion |
I I
| | upst ream
0.1% e +congestion
-Lﬁ o e e m e e e e e e e e oo >
nmoni t ori ng poi nt
Al oss
| probability Pol i ci ng Audi t
I I I
| v |
0.3%---------------- O----------- + [
| | downst ream |
0.2% Fomm oo + |
| congesti on| |
I I I
| | v
e + o= -->
nmoni t ori ng poi nt
Figure 2: Exanple plot of loss levels along a path
4.1.2. Incentives to Unilaterally Deploy ConEx in a Receiving Network

Even a sending application that
Not - ConEx packet s.

whet her to send ConEx or

is nodified to use ConEx can choose

Nonet hel ss, ConEx

packets bring information to a policer about congestion expected on
the rest of the path beyond the policer.

such i nfornation
policers will

Not - ConEx packets bring no

Therefore a network that has depl oyed ConEx
tend to rate-limt not-ConEx packets conservatively in
order to nanage the unknown risk of congestion

In contrast, a

network doesn’t normally need to rate-linmit ConEx-enabl ed packets
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unl ess they reveal a persistently high contribution to congestion
This natural tendency for networks to favour senders that provide
ConEx information encourages senders to choose to use the ConEx
prot ocol whenever they can.

{ToDo: conplete this section}
4.2. Mobile Network Scenario

Pl acehol der for summary of the scenario in a nobile network descri bed
i n [ conex-nobil e]

In mobil e networks, both nobile terminals and nobil e network
equi prent are standardi sed by the 3GPP. If the 3GPP were to adopt
the ConEx protocol, it mght nandate ConEx inplenentation for
conpl i ant equi pnent.
{ToDo: Describe how a central traffic managenent box can arrange to
remotely view upstream congestion as it wuld be seen fromthe
interface with the nobile termnal.}

4.3. Scenario Internal to a Milti-Tenant Data Centre
A nunber of conpanies offer hosting of virtual machines on their data
centre infrastructure--so-called infrastructure as a service (laaS)
A set anount of processing power, nenory, storage and network are
of fered. Although processing power, nmenory and storage are
relatively sinple to allocate on the 'pay as you go’ basis that has
becone comon, the network is |ess easy to allocate given it is a
natural ly distributed system
{ToDo: Conplete this section.}

5. Security Considerations

6. | ANA Consi derations
Thi s docunment does not require actions by | ANA

7. Concl usions
{ ToDo}

8. Acknow edgnents
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