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1. Introduction

The power of Internet technol ogy comes from multipl exi ng shared
capacity with packets rather than circuits. Network operators aimto
provi de sufficient shared capacity, but when too nuch packet | oad
meets too little shared capacity, congestion results. Congestion
appears as either increased delay, dropped packets or packets
explicitly marked with Explicit Congestion Notification (ECN)
mar ki ngs [ RFC3168]. As described in Figure 1, congestion contro
currently relies on the transport receiver detecting these

" Congestion Signals’ and informing the transport sender in

" Congestion Feedback Signals.’” The sender is then expected to reduce
its rate in response.

Thi s docunment provides the entry point to the set of docunentation
about the Congestion Exposure (ConEx) protocol. It focuses on the
nmotivation for including a ConEx marking at the IP layer. (A
compani on docunent, [I-D.ietf-conex-abstract-nmech], focuses on the
nmechani cs of the protocol.) Briefly, the idea is for the sender to
continually signal expected congestion in the headers of any data it
sends. To a first approximation, the sender does this by relaying
the ' Congesti on Feedback Signals’ back into the IP layer. They then
travel unchanged across the network to the receiver (shown as 'I|P-
Layer-ConEx-Signals’ in Figure 1). This enables IP |ayer devices on
the path to see information about the whole path congestion
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Figure 1: The ConEx Protocol in the Internet Architecture

One of the key benefits of exposing this congestion information at
the IP layer is that it nakes the information avail able to network
operators for use as input into their traffic nmanagenent procedures.
A ConEx- enabl ed sender signals expected whol e path congestion, which
is approximately the congestion at least a round trip time earlier as
reported by the receiver to the sender (Figure 1). The ConEx signa
is amrk in the IP header that is easy for any IP device to read.
Therefore a node performng traffic nmanagenent can count congestion
as easily as it might count data volunme today by sinply counting the
vol ume of packets with ConEx narKkings.

ConEx-based traffic nanagenent can make highly efficient use of

capacity. In times of no congestion, all traffic managenent
restraints can be renoved, |eaving the network’s full capacity
available to all its users. |If sone users on the network cause

di sproporti onate congestion, the traffic managenent function can

|l earn about this and directly linmt those users’ traffic in order to
protect the service of other users sharing the sane capacity. ConEx-
based traffic managenent thus presents a step change in terns of the
options available to network operators for nmanaging traffic on their
net wor ks.

The remai nder of this docunent explains the concepts behind ConEx and
how exposi ng congestion can significantly inprove Internet traffic
managenent, anong ot her benefits. Section 2 introduces a number of
concepts that are fundanental to understandi ng how ConEx-based
traffic managenent works. Section 3 shows how ConEx can be used for
traffic managenent, discusses additional benefits from such usage

and conpares ConEx-based traffic nmanagenent to existing traffic
managenment approaches. Section 4 discusses other related use cases.
Section 5 briefly discusses depl oynent arrangenents. The fina
sections are standard RFC back matter.

The remai nder of the core ConEx docunment suite consists of:
[I-D.ietf-conex-abstract-nech], which provides an abstract
encodi ng of ConEx signals, explains the ConEx audit and security
mechani snms, and descri bes increnental depl oynent features;

[I-D.ietf-conex-destopt], which specifies the | Pv6 destination
option encoding for ConEx;

[I-D.ietf-conex-tcp-nodifications], which specifies TCP sender
nodi fications for use of ConEx;
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and the foll owi ng docunents, which describe sone feasible
scenarios for deploying ConEx:

[1-D briscoe-conex-initial-deploy], which describes a scenario
around a fixed broadband access networKk;

[I-D.ietf-conex-nobile], which describes a scenario around a
nmobi | e comuni cati ons provider;

[1-D. briscoe-conex-data-centre], which describes how ConEx
could be used for performance isolation between tenants of a
data centre

2. Concepts

ConEx relies on a precise definition of congestion and a nunber of
newer concepts that are introduced in this section. Definitions are
summari zed in Section 2.4.

2.1. Congestion

Despite its central role in network control and nanagenent,
congestion is a remarkably difficult concept to define. Experts in
different disciplines and with different perspectives define
congestion in a variety of ways [Bauer09].

The definition used for the purposes of ConEx is expressed as the
probability of packet loss (or the probability of packet marking if
ECNis in use). This definition focuses on how congestion is

measur ed, rather than describing congestion as a condition or state.

2.2. Congesti on- Vol ume

The metric that ConEx exposes is congestion-volune: the volune of
byt es dropped or ECN-marked in a given period of tinme. Counting
congestion-vol une all ows each user to be held responsible for his or
her contribution to congestion. Congestion-volune can only be a
property of traffic, whereas congestion can be a property of traffic
or a property of a link or a path.

To understand congestion-vol une, consider a sinple exanple. |nagine
Alice sends 1GB of a file while the loss-probability is a constant
0.2% Her contribution to congestion -- her congestion-volunme -- is

1@ x 0.2% = 2MB. |If she then sends another 3GB of the file while
the | oss-probability is 0.1% this adds 3MB to her congestion-vol une.
Her total contribution to congestion is then 2MB+3MB = 5MB

Fortunately, neasuring Alice’'s congestion-volume on a real network
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does not require the kind of arithmetic shown above because

congesti on-vol unme can be directly nmeasured by counting the tota
volume of Alice’ s traffic that gets discarded or ECN-marked. (A
queue with varying percentage | oss does these nultiplications and
additions inherently.) Wth ConEx, network operators can count
congesti on-vol unme using techniques very sinmilar to those they use for
counting vol une.

2.3. Rest-of-Path Congestion

At a particular neasurenent point within a network, "rest-of-path
congestion" (also known as "downstream congestion") is the |evel of
congestion that a traffic flowis expected to experience between the
measurenent point and its final destination. "Upstream congestion”
is the congestion experienced up to the measurenent point.

If traffic is ECN-capable, ECN signals nonitored in the nmiddle of a
network will indicate the congestion experienced so far on the path
(upstream congestion). |In contrast, the ConEx signals inserted into
| P headers as shown in Figure 1 indicate the congestion along a whol e
path fromtransport source to transport destination. Therefore if a
measur enent point detects both of these signals, it can subtract the
| evel of ECN (upstream congestion) fromthe | evel of ConEx (whole
path) to derive a nmeasure of the congestion that packets are likely
to experience between the nonitoring point and their destination
(rest-of -path congestion). A neasurenent point can calculate this
measurenent in the aggregate, across all flows.

A network nonitor can usually accurately neasure upstream congestion
only if the traffic it observes is ECN-capabl e
[I-D.ietf-conex-abstract-nmech] has further discussion of the
constraints around the network’s ability to measure upstream and
rest-of-path congestion in these circunstances. However, there are a
nunber of intial deploynent arrangenents that benefit from ConEx but
work without ECN (see Section 5).

2. 4. Definitions

Congestion: In general, congestion occurs when any user’s traffic
suffers |l oss, ECN nmarking, or increased delay as a result of one
or nore network resources becom ng overl oaded. For the purposes
of ConEx, congestion is neasured using the concrete signals
provi ded by | oss and ECN nmarki ngs (delay is not considered).
Congestion is measured as the probability of |loss or the
probability of ECN marking, usually expressed as a di nensionl ess
per cent age.
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Congestion-volune: For any granularity of traffic (packet, flow,
aggregate, link, etc.), the volunme of bytes dropped or ECN nmarked
in a given period of tine. Conceptually, data volume nultiplied
by the congestion each packet of the volune experienced. Usually
expressed in bytes (or MB or GB).

Congestion policer: A logical entity that allows a network operator
to nonitor each user’s congestion-volume and enforce congestion-
volume limts (discussed in Section 3.1).

Rest - of - path congestion (or downstream congestion): The congestion a
flow of traffic is expected to experience on the remainder of its
path. In other words, at a neasurement point in the network, the
rest-of-path congestion is the congestion the traffic flow has yet
to experience as it travels fromthat point to the receiver. This
is usually expressed as a di nensi onl ess percentage.

Upst ream congestion: The accumrul at ed congesti on experienced by a
traffic flow thus far, relative to a point along its path. In
other words, at a measurenent point in the network the upstream
congestion is the accunul ated congestion the traffic fl ow has
experienced as it travels fromthe sender to that point. At the
receiver this is equivalent to the end-to-end congestion | eve
that (usually) is reported back to the sender. This is usually
expressed as a di mensi onl ess percent age.

Net wor k operators (or providers): Operator of a residential
commercial, enterprise, canpus or other network.

User: The contractual entity that represents an individual
househol d, business, or institution that uses the service of a
network operator. There is no inplication that the contract has
to be comrercial; for instance, the users of a university or
enterprise network service could be students or enpl oyees who do
not pay for access but nay be required to conply with sone form of
contract or acceptable use policy. There is also no inplication
that every user is an end user. Were tw networks forma
customer-provider relationship, the termuser applies to the
cust omer net work.

[I-D.ietf-conex-abstract-nech] gives further definitions for aspects
of ConEx related to protocol nechanisns.

3. Core Use Case: Informng Traffic Managenent
This section explains how ConEx could be used as the basis for

traffic managenent, highlights additional benefits derived from
havi ng ConEx- aware nodes on the network, and conpares ConEx-based
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traffic nmanagenent to existing approaches.
3.1. Use Case Description

One of the key benefits that ConEx can deliver is in hel ping network
operators to inprove how t hey nanage traffic on their networks.

Consi der the conmon case of a commercial broadband network where a
relatively small nunber of users place disproportionate demand on
network resources, at times resulting in congestion. The network
operator seeks a way to manage traffic such that the traffic that
contributes nore to congestion bears nore of the brunt of the
nmanagenent .

Assum ng ConEx signals are visible at the IP layer, the network
operator can acconplish this by placing a congestion policer at an
enforcenent point within the network and configuring it with a
traffic managenent policy that nmonitors each user’s contribution to
congestion. As described in [I-D.ietf-conex-abstract-nmech] and

el aborated in [CongPol], one way to inplenment a congestion policer is
inasimlar way to a bit-rate policer, except that it nmonitors
congesti on-vol ume (based on I P |layer ConEx signals) rather than bit-
rate. Wen inplenented as a token bucket, the tokens provide users
with the right to cause bits of congestion-volune, rather than to
send bits of data volune. The fill rate represents each user’s
congesti on-vol ume quot a.

The congestion policer nonitors the ConEx signals of the traffic
entering the network. As long as the network renmai ns uncongested and
users stay within their quotas, no action is taken. Wen the network
becones congested and a user exhausts his quota, sone action is taken
against the traffic that breached the quota in accordance with the
network operator’s traffic managenent policy. For exanple, the
traffic may be dropped, delayed, or marked with a | ower QoS cl ass.

In this way, traffic is nmanaged according to its contribution to
congestion -- not sone application- or flowspecific policy -- and is
not managed at all during tines of no congestion.

As an exanpl e of how a network operator night enploy a ConEx-based
traffic managenent system consider a typical DSL network
architecture (as elaborated in [TR-059] and [TR-101]). Traffic is
routed fromregional and global |IP networks to an operator-controlled
| P node, the Broadband Renpte Access Server (BRAS). Fromthe BRAS
traffic is delivered to access nodes. The BRAS carries enhanced
functionality including I P QoS and traffic managenent capabilities.

By depl oying a congestion policer at the BRAS | ocation, the network

operator can neasure the congestion-volune created by users within
the access nodes and police nisbehaving users before their traffic

Briscoe, et al. Expi res January 18, 2013 [ Page 8]



Internet-Draft ConEx Concepts & Use Cases July 2012

af fects others on the access network. The policer would be
provisioned with a traffic managenent policy, perhaps directing the
BRAS to drop packets fromusers that exceed their congestion-vol une
quotas during times of congestion. Those users’ apps would be likely
to react in the typical way to drops, backing off (assum ng at |east
some use TCP), and thereby |owering the users’ congestion-vol unes
back within the quota linmts. |If none of a user’s apps responds, the
policer would continue to increase focused drops and effectively
enforce its own congestion control

3.2. Additional Benefits

The ConEx-based approach to traffic managenent has a nunber of
benefits in addition to efficient managenent of traffic. |t provides
incentives for users to nmake use of "scavenger" transport protocols,
such as [I-D.ietf-1edbat-congestion], that provide ways for bul k-
transfer applications to rapidly yield when interactive applications
requi re capacity (thereby "scavengi ng" remaining bandwidth). Wth a
congestion policer in place as described in Section 3.1, users of
these protocols will be less likely to run afoul of the network
operator’s traffic managenent policy than those whose bul k-transfer
applications generate the same volune of traffic w thout being
sensitive to congestion. |n short, two users who produce simlar
traffic volunmes over the sane tine interval may produce different
congestion-volumes if one of themis using a scavenger transport
protocol and the other is not; in that situation the scavenger user’s
traffic is less likely to be nanaged by the network operator

ConEx- based traffic nanagenent al so nakes it possible for a user to
control the relative performance anong its own traffic flows. |If a
user wants sonme flows to have nore bandwi dth than others, it can
reduce the rate of some traffic so that it consumes | ess congestion-
vol ume "budget", | eaving nore congestion-vol une "budget” for the user
to "spend” on nmaking other traffic go faster. This approach is nost
relevant if congestion is signalled by ECN, because no inpairnment due
to loss is involved and delay can remain | ow.

3.3. Conparison with Existing Approaches

A variety of approaches already exist for network operators to nmanage
congestion, traffic, and the disproportionate usage of scarce
capacity by a small nunber of users. Conmmopn approaches can be
categori zed as rate-based, vol unme-based, or application-based.

Rat e- based approaches constrain the traffic rate per user or per
network. A user’s peak and average (or "committed") rate nmay be
limted. These approaches have the potential to either over- or
under-constrain the network, suppressing rates even when the network
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i s uncongested or not suppressing them enough during heavy usage
peri ods.

Round-r obi n scheduling and fair queuing were devel oped to address
these problens. They equalize relative rates between active users
(or flows) at a known bottleneck. The bit-rate allocated to any one
user depends on the nunmber of active users at each instant. The
drawback of these approaches is that they favor heavy users over
Iight users over tinme, because they do not have any nmenory of usage.
Heavy users will be active at every instant whereas |ight users wll
only occupy their share of the link occassionally, but bit-rate is
shared instant by instant.

Vol ure- based approaches neasure the overall volunme of traffic a user
sends (and/or receives) over time. Users may be subject to an

absol ute vol une cap (for exanple, 10GB per nonth) or the "heaviest"
users nmay be sanctioned in sone other nmanner. Many providers use
monthly volume linits and count vol ume regardl ess of whether the
network i s congested or not, creating the potential for over- or
under-constrai ning problens, as with the original rate-based

appr oaches.

ConEx- based approaches, by conparison, only react during tines of
congestion and in proportion to each user’s congestion contribution
maki ng nore efficient use of capacity and nore proportionate
managenent deci si ons.

Unl i ke ConEx- based approaches, neither rate-based nor vol une-based
approaches provide incentives for applications to use scavenger
transport protocols. They nay even penalize users of applications
that enpl oy scavenger transports for the |large anount of vol une they
send, rather than rewarding them for carefully avoi ding congestion
while sending it. Wile the vol une-based approach described in
Contast’s Protocol - Agnostic Congestion Managenent System [ RFC6057]
ainms to overcone the over/under-constraining problemby only
measuring volunme and triggering traffic nmanagenent action during

periods of high utilization, it still does not provide incentives to
use scavenger transports because congestion-causi ng vol une cannot be
di stingui shed fromvolume overall. ConEx provides this ability.

Appl i cation-based approaches use deep packet inspection or other
techni ques to deternine what application a given traffic flowis
associated with. Network operators may then use this infornmation to
rate-limt or otherw se sanction certain applications, in sonme cases
only during peak hours. These approaches suffer from being at odds
with | Psec and sonme application-layer encryption, and they may raise
additional policy concerns. |In contrast, ConkEx offers an
application-agnostic netric to serve as the basis for traffic
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managenent deci si ons.

The existing types of approaches share a further limtation that
ConEx can help to overcone: performance uncertainty. Flat-rate
pricing plans are popul ar because users appreciate the certainty of

having their nonthly bill anmount rermain the sane for each billing
period, allowing themto plan their costs accordingly. But while
flat-rate pricing avoids billing uncertainty, it creates perfornmance

uncertainty: users cannot know whether the performance of their
connections is being altered or degraded based on how t he network
operator is attenpting to nmanage congestion. By exposing congestion
information at the IP |ayer, ConEx instead provides a netric that can
serve as an open, transparent basis for traffic nanagenment policies
that both providers and their custoners can nmeasure and verify. It
can be used to reduce the performance uncertainty that some users
currently experience.

4. O her Use Cases

ConEx information can be put to a nunber of uses other than infornng
traffic managenent. These incl ude

Inform ng inter-operator contracts: ConEx information is nade
visible to every I P node, including border nodes between networKks.
Net wor k operators can use ConEx conbined with ECN markings to
measure how nuch traffic fromeach network contributes to
congestion in the other. As such, congestion-volunme could be
included as a nmetric in inter-operator contracts, just as vol une
or bit-rate are included today. This would not be an initia
depl oynent scenario, unless ECN becanme wi dely depl oyed.

Enabling nore efficient capacity provisioning: Section 3.2 explained
how operators can use ConEx-based traffic managenent to encourage
use of scavenger transport protocols, which significantly inproves
the performance of interactive applications while still allow ng
heavy users to transfer high volunes. Here we explain howthis
can al so benefit network operators.

Today, when | oss, delay or averaged utilization exceeds a certain
t hreshol d, sone operators just buy nore capacity w thout
attenpting to nanage the traffic. Oher operators prefer to linmt
a mnority of heavy users at peak tinmes, but they still eventually
buy nore capacity when utilization rises.

Wth ConEx-based traffic managenent, a network operator should be
abl e to provision capacity nore efficiently. An operator could
benefit fromthis in a variety of ways. For exanple, the operator
could add capacity as it would do w thout ConEx, but deliver
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5.

better quality of service for its users. O the operator could
del ay adding capacity while delivering simlar quality of service
to what it currently provides.

Depl oynent Arrangenents

ConEx is designed so that it can be increnentally deployed in the
Internet and still be valuable for early adopters. As long as sone
senders are ConEx-enabled, a network on the path can unilaterally use
ConEx-aware policy devices for traffic nmanagenent; no changes to
network forwarding el enents are needed and ConEx still works if there
are other networks on the path that are unaware of ConEx marks.

The above two steps seemto represent a stand-off where neither step
is useful until the other has nade the first nove: i) sone sending
hosts nust be nodifed to give information to the network and ii) a
net wor k nmust depl oy policy devices to nonitor this information and
act on it. Nonetheless, the devel oper of a scavenger transport
protocol |ike LEDBAT does stand to benefit from deploying ConEx. In
this case the devel oper nakes the first nove, expecting it wll
pronpt at |east some networks to nove in response, using the ConEx
information to reward users of the scavenger transport protocol

On the host side, we have already shown (Figure 1) how t he sender

pi ggy- backs ConEx signals on normal data packets to re-insert

f eedback about packet drops (and/or ECN) back into the IP layer. In
the case of TCP, [I-D.ietf-conex-tcp-nodifications] proposes the
required sender nodifications. ConEx works with any TCP receiver as
long as it uses SACK, which nbost do. There is a receiver
optinmisation [I-D.tcpmaccurate-ecn] that inproves ConEx precision
when using ECN, but ConEx can still use ECN without it. Networks can
make use of ConEx even if the inplenentations of some of the
transport protocols on a host do not support ConEx (e.g. the

i mpl ementati on of DNS over UDP ni ght not support ConEx, while perhaps
RTP over UDP and TCP will).

On the network side the provider solely needs to place ConEx
congestion policers at each ingress to its network, in a sinlar
arrangenent to the edge-policed architecture of Diffserv [ RFC2475].

A sender can choose whether to send packets that support ConEx or
packets that don't. ConEx-enabl ed packets bring infornmation to the
pol i cer about congestion expected on the rest of the path beyond the
policer. Packets that do not support ConEx bring no such
information. Therefore the network will tend to conservatively rate-
limt non-ConEx-enabl ed packets in order to nmanage the unknown ri sk
of congestion. |In contrast, a network doesn’'t nornmally need to rate-
limt ConEx-enabl ed packets unless they reveal a persistently high
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contribution to congestion. This natural tendency for networks to
favour senders that provide ConEx information reinforces ConEx
depl oynent .

Feasi bl e initial deploynent scenarios exist for a broadband access
network [I-D. briscoe-conex-initial-deploy], a nobile conmmunications
network [I-D.ietf-conex-nmobile], and a nulti-tenant data centre
[1-D. briscoe-conex-data-centre]. The first two of these scenarios
are believed to work well w thout ECN support, while the data center
scenari o works best with ECN (where it may be nore likely for ECN to
be deployed in the future).

The above gives only the nost salient aspects of ConEx depl oynent.
For further detail, [I-D.ietf-conex-abstract-nmech] describes the

i ncrement al depl oynment features of the ConEx protocol and the
conmponents that need to be deployed for ConEx to work.

6. Experimental Considerations

ConEx is initially designed as an experinmental protocol because it
makes an anbitious change at the interoperability (IP) layer, so no
anount of careful design can foresee all the potential feature
interactions with other uses of IP. This section identifies a nunber
of questions that would be useful to answer through well -designed
experinments:

0 Are the conpronises that were made in order to fit the ConEx
encoding into IP (for exanple, that the initial design was solely
for 1Pv6 and not for IPv4, and that the encoding has limted
visibility when tunnelled [I-D.ietf-conex-destopt]) the right
ones?

0o Is it possible to combine techniques for distinguishing self-
congestion from shared congestion with ConEx-based traffic
managenent such that users are not penalized for congestion that
does not inpact others on the network? Are other techniques
needed?

o |If ECN deploynment remains patchy, are the proposed initial ConEx
depl oynent scenarios (Section 5) still useful enough to kick-start
depl oynent? |s audit effective when based on loss at a prinary
bottl eneck? Can rest-of-path congestion be approxi mated
accurately enough wi thout ECN? Are there other useful deploynent
scenari 0s?

o0 In practice, how does traffic managenent using ConEx conpare with

traditional techniques (Section 3.3)? Does it give the benefits
clained in Section 3.1 and Section 3.2?
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0 Approaches are proposed for congestion policing of ConEx traffic
al ongsi de exi sting managenent (or |ack thereof) of non-ConEx
traffic, including UDP traffic [I-D.ietf-conex-abstract-mech].

Are they strategy-proof against users selectively using both? Are
there better transition strategies?

0 Audit devices have been designed and i nplenented to assure ConEx
signal integrity [I-D.ietf-conex-abstract-mech]. Do they achieve
mnimal false hits and false msses in a wide range of traffic
scenarios? Are there new attacks? Are there better audit designs
to defend agai nst these?

ConEx is intended to be a generative technol ogy that m ght be used
for unexpected purposes unforeseen by the designers. Therefore this
Iist of experinmental considerations is not intended to be exhaustive.

7. Security Considerations

Thi s docunment does not specify a nmechanism it nerely notivates
congestion exposure at the IP layer. Therefore security

consi derations are described in the conpani on docunent that gives an
abstract description of the ConEx protocol and the conponents that
would use it [I-D.ietf-conex-abstract-nech].

8. | ANA Consi derati ons
Thi s docunment does not require actions by | ANA
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