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Abstract

Thi s docunent docunents sone depl oynent considerations for those who
wi shing to use DHCPv6 to support their depl oynent of |Pv6.

Speci fically, providing sem -redundant DHCPv6 services is discussed
in this docunent.
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1. Introduction

To support the deploynent of |Pv6 redundancy and high availability
are required for nmany if not all conponents. This docunment provides
i nformati on specific to the proposed near term approach for depl oying
sem -redundant DHCPv6 services in advance of DHCPv6 server

i mpl enment ati ons that support a standards based fail over or redundancy
pr ot ocol

2. Scope and Assunptions

Thi s docunment specifies an interimarchitecture to provide a sem -
redundant DHCPv6 sol ution before the availability of vendor or
standard based solutions. The proposed architecture nmay be used in
wi de range of networks, two notabl e depl oynent nodels are discussed:
service provider and enterprise network environnments. The descri bed
architecture |l everages only existing and i npl enent ed DHCPv6
standards. This docunment does not address a standards based sol ution
for DHCPv6 redundancy. In the absence of a standards based DHCPv6
redundancy protocol and inplenmentation, some anal ogi es are | oosely
drawn with the DHCPv4 failover protocol for reference. Specific

di scussions related to DHCPv4 fail over and redundancy is out of scope
for this docunent. Reader interested in initial work being done in
DHCPv6 fail over is recommended to read

[1-D. nrugal ski -dhc-dhcpv6-fail over-requiremnments].

Al t hough DHCPv6 redundancy nay be useful in a w de range of
scenarios, they may be generalized for illustration purposes in the
two aforenmentioned. The follow ng assunptions were made with regards
to the existing DHCPv6 infrastructure, regardl ess of the nodel used:

1. At |east two DHCPv6 servers are used to service to the sane
clients, but the nunber of servers is not restricted.

2. Existing DHCPv6 servers will not directly communicate or interact
with one another in the assignment of |Pv6 addresses and
configuration information to requesting clients.

3. DHCPv6 clients are instructed to run stateful DHCPv6 to request
at least one | Pv6 address. Configuration information and ot her
options like a delegated I Pv6 prefix may be al so request ed.

4. dients requesting | Pv6 addresses, prefixes, and or options care
of DHCPv6 must recogni ze and honor the DHCPv6 preference option
Furt hernore, the requesting clients nust process DHCPv6 ADVERTI SE
messages per [RFC3315] when the preference option is present.
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5. DHCPv6 server failure does not inply failure of any other network
service or protocol, e.g. TFTP servers. Redundancy of any
addi ti onal services configured by nmeans of DHCPv6 are outside of
scope of this docunent. For exanple, a single DHCPv6 server may
configure nmultiple TFTP servers, with preference for each TFTP
server, as specified in [ RFC5970].

Whi | e techni ques described in this document provide some aspects of
redundancy, it should be noted that conplete redundancy will not be
avail abl e until DHCPv6 protocol is standardized. Initial work toward
that goal is described in

[I-D. nrugal ski -dhc-dhcpv6-fail over-requirenents].

2.1. Service provider node

The service provider nodel represents cases, where end-user devices
may be configured directly, without any internedi ate devices (like
hone routers used in service provider nodel). DHCPv6 clients include
cabl e nodens, custoner gateways or home routers, and end-user
devices. In some cases hosts nmay be configured directly using the
service provider DHCPv6 infrastructure or via internediate router
that is in turn being configured by the provi der DHCPv6
infrastructure. The service provider DHCPv6 infrastructure nmay be
sem -redundant in either case. Cable nodens, customer gateways or
hone routers, and end-user devices are commonly referred to as CPE
(Customer Prem ses Equipnent). The follow ng additional assunptions
wer e made, besides the ones nmade in Section 2:

1. The service provider edge routers and access routers (CMIS for
cabl e or DSLAM BRAS for DSL for exanple) are |Pv6 enabl ed when
required.

2. CPE devices are instructed to performstateful DHCPv6 to request
at |l east one | Pv6 address, delegated prefix, and or configuration
informati on. CPE devices nmay also be instructed to | everage
statel ess DHCPv6 [ RFC3736] to acquire configuration information
only. This assunes that |Pv6 address and prefix information has
been acquired using other mneans.

3. The primary application of this BCP is for native |IPv6 services.
Use and applicability to transition nechanisns is out of scope
for this docunent.

4. CPE devices nust inplenment a stateful DHCPv6 client [RFC3315],

support for DHCPv6 prefix del egati on [ RFC3633] or stateless
DHCPv6 [ RFC3736] mmy al so be i npl enent ed
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2.2. Enterprise nodel

The enterprise nodel represents cases where end-user devices are nost
often configured directly w thout any internedi ate devices (like hone
routers used in service provider nodel). However enterprise | Pv6
environnments quite often use or require that DHCPv6 relay agents are
in place to support the use of DHCPv6 for the acquisition of |Pv6
addresses and or configuration information. The assunptions here
extend those that are defined in the beginning of Section 2:

1. DHCPv6 clients are hosts and are considered end nodes. Exanples
of such clients include conputers, |aptops, and possibily nobile
devi ces.

2. DHCPv6 clients generally do not require the assignnent of an |IPv6
prefix del egation and as such do not support DHCPv6 prefix
del egati on [ RFC3633].

3. Protocol requirenents

The follow ng sections outline the requirenents that nust be
satisfied by DHCPv6 clients, relays, and servers to ensure the
desired behavior is provided using pre-existing DHCPv6 server

i mpl ementations as is. The objective is to provide a sem -redundant
DHCPv6 service to support the depl oynent of |Pv6 where DHCPv6 is
required for the assignnent of |Pv6 addresses, prefixes, and or
configuration information.

3. 1. DHCPv6 Servers

This interimarchitecture requires DHCPv6 servers that are [ RFC3315]
compliant and support the necessary options required to support this
solution. Essential to the the use of the interimarchitecture is
support for stateful DHCPv6 and the DHCPv6 preference option both

whi ch are specified in [RFC3315]. For depl oynent scenari os where

| Pv6 prefix delegation is enployed DHCPv6 servers nust support DHCPv6
prefix del egation as defined by [RFC3633]. Further, where statel ess
DHCPv6 is used support for [RFC3736] is required by DHCPv6 servers.

3.2. DHCPv6 Rel ays
There are no specific requirenents regarding relays. However, it is
implied that DHCPv6 relay agents nust be [ RFC3315] conpliant and nust

support the ability to relay DHCPv6 nmessages to nore than one
destination mnimally.
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3.3. DHCPv6 dients

DHCPv6 clients are required to be conpliant to [ RFC3315] and support
the necessary options required to support this solution depending on
the node of operations and desired behavior. Were prefix del egation
is required DHCPv6 clients will be required to support DHCPv6 prefix
del egation as defined in [RFC3633]. dients used with this sem -
redundant DHCPv6 depl oynent nodel must support the acquistion of at

| east one | Pv6 address and configuration information using statefu
DHCPv6 as specified by [ RFC3315]. The use of statel ess DHCPv6 which
is also specified in [ RFC3315] nmay al so be supported. DHCPv6 client
must recogni ze and adhere to the processing of the adverti sed DHCPv6
preference options sent by the DHCPv6 servers.

4. Depl oynent nodel s

At the time of this witing a standards-based DHCPv6 redundancy
protocol and inplenmentations are not available. As a result DHCPv6
server inplenentations will be used as-is to provide best effort,

sem -redundant DHCPv6 services. Behavior of the DHCPv6 services wll
in part be governed by the configuration used by each of the servers.
Additionally, various aspects of the DHCPv6 protocol [RFC3315] will
be |l everaged to yield the desired behavior. No inter-server or

i nter-process conmmuni cations will be used to coordi nate DHCPv6 events
and or activities. DHCP services for both IPv4 and | Pv6 may operate
si mul t aneously on the sanme physical server(s) or may operate on

di fferent ones.

4.1. Split Prefixes

In the split prefixes nodel, each DHCPv6 server is configured with a
uni que, non-overl apping range derived fromthe /64 prefix depl oyed
for use within an I Pv6 network. Distribution between two servers,
for exanple, would require that an allocated /64 be split in two /65
ranges. 2001: db8: 1: 0001: 0000: : /65 and 2001: db8: 1: 0001: 8000: : / 65 woul d
be assigned to each DHCPv6 server for allocation to clients derived
from 2001: db8: 1: 0001: :/ 64 prefix.

Each DHCP server all ocates | Pv6 addresses fromthe correspondi ng
ranges per device class. Each DHCPv6 server will be sinultaneously
active and operational. Address allocation is governed |largely
through the use of the DHCPv6 preference option, so server with

hi gher preference value is always prefered. Additional proprietary
mechani sms can be | everaged to further enforce the favoring of one
DHCP server over another. Exanple of such scenario is presented in
Fi gure 1.
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It is inmportant to note that over tine, it is possible that bindings
may be di sproportionally distributed anongst DHCPv6 servers and not
any one server will be authoritative for all bindings.

Per [RFC3315], a DHCPv6 ADVERTI SE nessages with a preference option
of 255 is an indicator to a DHCPv6 client to inmediately begin a
client-initiated nessage exchange by transmitting a REQUEST nessage.
Al ternatively, a DHCPv6 ADVERTI SE nessages with a preference option
of any value | esser than 255 or absent preference option is an
indicator to the client that it nust wait for subsequent ADVERTI SE
nmessages before proceeding, as defined in Section 17.1.2 of

[ RFC3315]. Additionally, in the event of a DHCPv6 server failure it
is desirable for a server other than the server that originally
responded to be able to rebind the client. 1t is not critical, that
the DHCPv6 server be able to rebind the client in this scenario,
however, this is generally desirable behavior. G ven the proposed
architecture, the remaining active DHCPv6 server will have a
different range configured making it technically incorrect for the
sane to rebind the client inits current state. Utimately, when
rebinding fails the client will acquire a new binding fromthe
configured range unique to an active server. Furthernore, shorter
T1, T2, valid, and preferred lifetimes can be used to reduce the
possibility that a client or sone other elenent on the network wll
experience a disruption in service or access to rel evant binding
data. The values used for T2, preferred and valid lifetime can be
adjusted or configured to mninize service disruption. ldeally T2,
preferred and valid lifetimes that are equal or near equal can be
used to trigger a DHCPv6 client to reacquire | Pv6 address, prefix,
and or configuration infornmation alnost immediately after rebinding
fails. It is inmportant to note that shorter values wll nost
certainly create additional |oad and processing for the DHCPv6
server, which nust be consi dered.

Using a split prefix configuration nodel dynam c updates to DNS can
be coordinated to ensure that the DNS is properly updated with
current binding information. Challenges arise with regards to the
update of PTR for |Pv6 addresses since the DNS may need to be
overwritten in a failure condition. The use of a split prefixes
enables the differentiation of bindings and binding tinmng to
determi ne which represents the current state. This becones
particularly inmportant when DHCPv6 Leasequery [ RFC5007] and/or DHCPv6
Bul k Leasequery [ RRFC5460] are |leveraged to determi ne | ease or binding
state. An additional benefit is that the use of separate ranges per
DHCPv6 server makes failure conditions nore obvious and detectable.
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/
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| dient N +-/ --| n+l1 Server
Fom e - + Fom e e e e - - +
Server 1

Prefi x=2001: db8: 1: 0: 0: : / 64
Range=2001: db8: 1: 0: 0: : / 65
Pr ef er ence=255

Server 2

Prefi x=2001: db8: 1: 0: 0: : / 64
Range=2001: db8: 1: 0: 8000: : / 65
Pr ef er ence=0

Server n+l

Prefix, range, and preference would
vary based on range definition

Split prefixes approach.

Figure 1

4.2. Miltiple Unique Prefixes

In the multiple prefix nodel

uni que, non-overl apping prefix. A /64 range equa
configured on each server. For exanple, the range 2001: db8:1
0000: : /64 woul d be assigned to a single DHCPv6 server for allocation

to clients equa

each DHCPv6 server is configured with a

to the prefix is

to its parent prefix 2001: db8: 1: 0000: : / 64.

Subsequently the second DHCPv6 server could use 2001: db8: 1: 0001:::/64

as range and prefix.

This woul d be repeated for each active DHCP

server. Exanple of this scenario is presented in Figure 2
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Thi s approach uses a unique prefix and ultimately range per DHCPv6
server with corresponding prefixes configured for use in the network.
The correspondi ng network infrastructure nmust in turn be configured
to use multiple prefixes on the inteface(s) facing the DHCPv6 client.
The configuration is simlar on all the servers, but a different
prefix and a different preference is used per DHCPv6 server

Thi s approach woul d drastically increase the rate of consunption of
| Pv6 prefixes and would al so yield operational and nmanagenent
chal l enges related to the underlying network since a significantly
hi gher nunber of prefixes would need to be configured and rout ed.
Thi s approach al so does not provide a clean migration path to the
desired solution | everagi ng a standards-based DHCPv6 redundancy or
fail over protocol, which of course has yet to be specified

The use of nultiple unique prefixes provides benefits simlar to
those referred to in Section 4.1 related to dynanm c updates to DNS
The use of nultiple unique prefixes enables the differentiation of

bi ndi ngs and binding timng to determnine which represents the current
state. This becones particularly inportant when DHCPv6 Leasequery

[ RFC5007] and/or DHCPv6 Bul k Leasequery [RFC5460] are |everaged to
determne | ease or binding state. The use of separate prefixes and
ranges per DHCPv6 server nakes failure conditions nore obvious and
det ect abl e.
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Hommmmm + \ | R R +
| dient 2 +-------------- +--| Server 2 |
S + / | S +
/
/
/
Hommmmm + |/ R R +
| dient N +-/ --| n+l1 Server
Fom e - + Fom e e e e - - +
Server 1

Prefi x=2001: db8: 1: 0000: : / 64
Range=2001: db8: 1: 0000: : / 64
Pr ef er ence=255

Server 2

Prefi x=2001: db8: 1: 1000: : / 64
Range=2001: db8: 1: 1000: : / 64
Pr ef er ence=0

Server 3

Prefix=2001: db8: 1: 2000: : / 64
Range=2001: db8: 1: 2000: : / 64
Pref erence=(>0 and <255)

Mul tipl e uni que prefix approach.

Fi gure 2

4. 3. I dentical Prefixes

In the identical prefix nodel, each DHCPv6 server is configured with
the sane overl appi ng prefix and range depl oyed for use within an | Pv6
Di stribution between two or nore servers, for exanple,
woul d require that the same /64 prefix and range be configured on all
DHCP servers. For exanple, the range 2001: db8: 1: 0001: 0000: : /64 woul d

net wor k.

be assigned to all

from 2001: db8: 1: 0001::/64 prefix. This woul

active DHCP server.
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Fi gure 3.

Thi s approach uses the same prefix, length, and range definition
across nultiple DHCPv6 servers. All other configuration renaining
the sane the only other attribute of configuration option configured
differently per DHCPv6 server would be DHCPv6 preference. This
approach concei vably eases the migration of DHCPv6 services to fully
support a standards based redundancy or failover protocol. Sinmlar
to the split prefix architecture described above this approach does
not place any additional addressing requirenents on network
infrastructure

The use of identical prefixes provides no benefit or advantage
related to dynani c DNS updates, support of DHCPv6 Leasequery

[ RFC5007] or DHCPv6 Bul k Leasequery [RFC5460]. |In this case all DHCP
servers will use the sane prefix and range configurations making it

| ess obvious that a failure condition or event has occurred.
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Fommm o e + S +
| dient 1 +-\ +--+ Server 1 |
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\ I
Hommmmm + | R R +
| dient 2 +-------------- +--| Server 2 |
S + | S +
/
/
/
Hommmmm + |/ R R +
| dient N +-/ --| n+l1 Server
Fom e - + Fom e e e e - - +
Server 1

Prefix=2001: db8: 1: 0000: : / 64
Range=2001: db8: 1: 0000: : / 64

Pr ef er ence=255

Server 2

Prefi x=2001: db8: 1: 0000: : / 64
Range=2001: db8: 1: 0000: : / 64

Pr ef er ence=0

Server 3

Prefix=2001: db8: 1: 0000: : / 64
Range=2001: db8: 1: 0000: : / 64
Pref erence=(>0 and <255)

I dentical prefix approach
Fi gure 3
5. Chall enges and | ssues
The | ack of interaction between DHCPv6 servers introduces a number of
chal l enges related to the operations of the sane in a production
environment. The follow ng areas are of particular concern
o In indentical prefixes scenario, both servers nust follow the sane
address all ocati on procedure, i.e. they both nust use the sane
al gorithm and the sanme policy to deternine which address is going
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to be assigned to a specific client. Oherwise there is a
di stinct chance that each server will assign the sane address to
two different clients.

0 Interactions with DNS server(s) to support the dynam c update of
the sane address when one or nore DHCPv6 servers have becone
unavai l able. This specifically becones a chall enge when or if
nodes that were initially granted a | ease:

1. Attenpt to renew or rebind the lease originally granted, or
2. Attenpt to obtain a new | ease

DHClI D Resource Record, defined in [RFC4701], allows identification
of the current owner for specific DNS data that can be used during
DNS Updat e procedure [ RFC2136]. [RFC4704] specifies how DHCPv6
servers and/or client may perform updates. [RFC4703] provides a
way how to solve conflicts between clients. Although it deals
with nost cases, it is still possible to | eave abandoned RR
records. Consider follow ng scenario. There are two independent
servers. Server A assigns a lease to a client and updates DNS
with AAAA record for assigned address and nanme. Wen the client
renews, server Ais not available and server B assigns a different
| ease. DNS is again updated (now two AAAA RRs are in the DNS for
the client). Anyone trying to use the DNS informati on doesn’t
know which of the two leases is active. And, if server A never
recovers, its information may never be renoved

0 Interactions with DHCPv6 servers to facilitate the acquisition of
| Pv6 | ease data care of the DHCPv6 Leasequery [RFC5007] or DHCPv6
Bul k Leasequery [ RFC5460] protocols when one or nore DHCPv6
servers have becone unavail able and have granted | eases to DHCPv6
clients. |If IPv6 |lease data is required and the granting server
is unavailable it will not be possible to obtain any infornation
about | eases granted until one of the follow ng has taken pl ace.

1. The granting DHCPv6 server beconmes available with all |ease
i nformati on restored

2. The client has renewed or rebound its | ease against a
di fferent DHCPv6 server

It is inmportant to note that with DHCPv6 until such tinme that a

redundancy or failover protocol is available binding updates and
synchroni zation will not occur between DHCPv6 servers.
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6.

9.

9.

| ANA Consi der ati ons

I ANA i s not requested to assign any nunbers at this tine.

Security Considerations

Security considerations specific to the operation of the DHCPv6
protocol are created through the use of this interimarchitecture for
DHCPv6 redundancy beyond what has been cited for Dynam c Host
Configuration Protocol for |Pve (DHCPv6) [ RFC3315]. There are
considerations related to DNS, specifically the dynanic updating of
DNS, when such nodel s are enployed. Potential opportunities are
created to overwite valid DNS resource records when provisions have
been made accommopbdate sone of the nmodels cited in this docunent. In
some cases this is desirable to ensure that DNS remains up to date
when using one or nore of these nodels, however, abuse of the sane
could result in undesirable behavior
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