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Abst ract

In this document we partially revise the error handling of an UPDATE
message from an external BGP neighbor. The essence of the revision
is to avoid resetting an external BGP session by using the "treat-
as-wi t hdraw' approach when the whole NLRI field of a malforned UPDATE
message can be parsed

1. Introduction

The base BGP specification [ RFC4271] requires that a BGP session be
reset when an UPDATE nessage containing a nalforned attribute is
received. This behavior is undesirable in the case of optiona
transitive attributes as has been di scussed and revised in [ OPT-
TRANS] .

However, there are other situations where the behavior is also
undesirabl e, but are outside the scope of [OPT-TRANS]. For exanple,
there have been a few occurrences in the field where the AS-PATH
attribute is malforned for a small nunmber of routes. Resetting the
BGP session would inpact all the other valid routes in these cases.

Qur goal is to mnimze the scope of the network that is affected by
a mal formed UPDATE nessage, and also to linit the inpact to only the
routes involved. The constrain is that the protocol correctness nust
not be viol at ed.

In this document we partially revise the error handling of an UPDATE
message from an external BGP neighbor. The essence of the revision
is to avoid resetting an external BGP session by using the "treat-
as-wi t hdraw' approach specified in [ OPT- TRANS] when the whol e NLR
field of a mal formed UPDATE nessage can be parsed

1.1. Specification of Requirenents
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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2. Revision to Base Specification

The revised error handling specified in this section is applicable
only for processing an UPDATE nessage from an external BGP nei ghbor

The error handling of the followi ng case described in Section 6.3 of
[ RFC4271] remai ns unchanged:

If the Wthdrawn Routes Length or Total Attribute Length

is too large (i.e., if Wthdrawn Routes Length + Total Attribute
Length + 23 exceeds the nmessage Length), then the Error Subcode
MUST be set to Malfornmed Attribute List.

The error handling of all other cases described in Section 6.3 of
[ RFC4271] that specify a sesion reset is conditionally revised as
fol | ows.

If a path attribute in an UPDATE nessage from an external BGP

nei ghbor is determned to be nmal fornmed, the nmessage containing that
attribute SHOULD be treated as though all contained routes had been
wi thdrawn ("treat-as-wi thdraw') when the whole NLRI field in the
message can be parsed

One exception is that the "attribute discard" approach [ OPT- TRANS]
SHOULD be used to handle a nal forned optional transitive attribute
for which the "attribute discard" approach is specified.

A BGP speaker MJIST provide debugging facilities to permt issues
caused by nmal formed UPDATE nessages to be diagnosed. At a nininmum
such facilities SHOULD include | ogging an error when such an
attribute is detected. The nal forned UPDATE nessage SHOULD be

anal yzed, and the root cause SHOULD be investi gated.

3. Parsing of NLRI Fields

As described in [ OPT-TRANS], we observe that in order to use the
"treat-as-w thdraw' approach for a nal formed UPDATE, the NLRI field
and/ or MP_REACH and MP_UNREACH [ RFC4760] attributes need to be
successfully parsed. |If this were not possible, the UPDATE woul d
necessarily be nalformed in sone other way beyond the scope of this
docunent and therefore, the procedures of [RFC4271] would continue to

apply.

To facilitate the determination of the NLRI field in an UPDATE with
mal formed attributes, we strongly RECOMMEND t hat the MP_REACH or
MP_UNREACH attribute (if present) be encoded as the very first path
attribute in an UPDATE.
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Traditionally the NLRIs for the | Pv4 unicast address famly are
carried immediately following all the attributes in an UPDATE

[ RFC4271]. When such an UPDATE is received, we observe that the NLR
field can be determ ned using the "Message Length" and the "Tota
Attribute Length" (when they are consistent) carried in the nessage
instead of relying on the Iength of individual attributes in the
nmessage

Furthernmore, it is observed that the NLRIs for the |Pv4 unicast
address famly can also be carried in the MP_REACH attribute of an
UPDATE when the | PV4 unicast address fanily capability is shared
(i.e., both advertised and received) over a BGP session. For the
same sake of better debugging and fault handling, we al so RECOMVEND
that the MP_REACH attribute be used and be placed as the very first
path attribute in an UPDATE in this case.

4. Discussion

As discussed in [ OPT-TRANS], the approach of "treat-as-withdraw' is
not always safe to use. In the case of internal BGP sessions, the
resol ution of recursive nexthops can result in forwarding | oops and
bl akhol es when the BGP speakers inside a network have inconsi stent
routing information.

Dependi ng on the network topology, the routing table, routes

i nvol ved, and whet her "tunnel s" are used inside a network, the
approach of "treat-as-withdraw' may work for internal BGP sessions
only in sone specific cases. Thus it may be deployed for interna
BGP sessions only as a tenporary nmeasure to stop continuous session
flaps due to nal forned UPDATE nessages. Such depl oynent nust be
carefully evaluated on a case-by-case basis.

5. | ANA Consi derations

Thi s docunment nakes no request of | ANA
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6. Security Considerations
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Abst ract

Thi s docunment defines a new Border Gateway Protocol Network Layer
Reachability Information (BGP NLRI) encoding format that can be used
to distribute a network topol ogies’ |link and node information. Links
can be either physical links connecting physical nodes, or virtua
pat hs between physical or abstract nodes. The network topol ogy
information is carried via the BGP, thereby reusing protoco

al gorithnms, operational experience, and adm nistrative processes,
such as inter-provider peering agreements.

The BGP protocol carrying Link State information would provide a

wel | -defined, uniform policy-controlled interface fromthe network
to outside servers that need to |l earn the network topology in real-
time, for exanple an ALTO Server or a Path Conputation Server

Havi ng Traffic Engineering (TE) information fromrenote areas and/or
Aut ononobus Systens woul d allow path computation for inter-area and/or
i nter-AS source-routed unicast and nul ticast tunnels.

Requi renment s Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119]
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
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Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
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1.

I nt roducti on

Today, the contents of a |ink-state database usually has the scope of
an | GP area. There are several use cases that could benefit from
knowi ng the topology in a renpte area or Autononpbus System but today
no mechani smexists to distribute this information beyond an | GP
area. This draft proposes to use BGP as the distribution mechani sm
for exchanging link-state data between routers in different | GP areas
and/ or Autononous Systems. The mechani smcan al so be used to
exchange topol ogy and TE data between the network and externa

net wor k- awar e applications, such as the Alto Servers.

The Border Gateway Protocol (BGP [RFC4271]) has grown beyond its
original intention of dissem nating |IPv4 Inter-domain routing paths.
A nodern BGP i npl enmentation can be viewed as a ubi quitous database
replication nmechanism which allows replication of many different

state information types across arbitrary distribution graphs. Its
built-in loop protection nechanism (AS path, Custer List attributes)
enabl es building of stable and redundant distribution topologies. In

addition to IP routing, applications that use BGP for state
distribution are L2VPN, VPLS, MAC VPN, Route-target information, and
Fl owspec for firewalling. Using BGP as a dissenination protocol for
topol ogy data is a | ogical consequence.

A router maintains one or nore databases for storing |link-state

i nformati on about nodes and links in any given area. Link attributes
stored in these databases are: local/renote | P addresses, |ocal/
remote interface indices, netric, |link bandw dth, reservable
bandwi dt h, per CoS cl ass reservation state, preenption and Shared

Ri sk Link Groups (SRLG. The router’s BGP process can retrieve

topol ogy fromone of the link-state databases and distribute it to
peer BGP Speakers using the encoding specified in this draft.

A BGP Speaker may distribute the real physical topology fromthe Link
State database or the Traffic Engi neering database, or create an
abstracted topol ogy, where virtual, aggregated nodes are connected by
virtual paths. Aggregated nodes can be created, for exanple, out of
multiple routers in a POP. Abstracted topology can also be a mi x of
physi cal and virtual nodes and physical and virtual [|inks.

Consuners of the network topol ogy and TE data are peer routers in
other areas either in the router’s owmn AS or in renote ASes, or
entities outside the network that nmay need network and/or TE data to
optinmize their behavior.
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2. Scope

The scope of Link State NLRI are the static attributes / metrics of a
pat h between two routers. The path can be a physical link or
multiple links aggregated into a path. Dynanic data, such as
reservabl e bandwi dth or delay metrics, is out of scope of this draft.

3. Transcoding Link State Information into a BGP NLR

The MP_REACH and MP_UNREACH attributes are BGP' s contai ners for
carrying opaque information. Each Link State NLRI describes either a
singl e node or |ink

Al'l 1ink and node information shall be encoded using a TBD AFl / SAFI
1 or SAFI 128 header into those attributes. SAFI 1 shall be used for
Internet routing (Public) and SAFI 128 shall be used for VPN routing
(Private) applications.

In order for two BGP speakers to exchange Link-State NLRI, they nust
use BGP Capabilities Advertisenent to ensure that they both are
capabl e of properly processing such NLRI. This is done as specified
in [RFC4760], by using capability code 1 (multiprotocol BGP), with an
AFl of TBD and an SAFI of 1 or 128.

3. 1. NLRI for mat

0 1 2 3
01234567890123456789012345678901
T T R e e e e s S e e ik i NI SR
[ NLRI Type [ Total NLRI Length [
B i s T T S T et S S T S I T s sl s ol ST S S S
| |
[ Li nk-State NLRI (variable) [
I I
T T e o e e S S e e TR E

Figure 1: Link State SAFI 1 NLRI For mat
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0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ NLRI Type [ Total NLRI Length [
B i i S S i I e i S S R L e e e e

I I
+ Rout e Di sti ngui sher +
I I
B i S S T s i S T st i S S S S S S S S i
I I
| Li nk-State NLRI (vari abl e) |
I I
R R e R e s s e o S S e R e o o
Figure 2: Link State SAFI 128 NLRI For nmat

The 'Total NLRI Length" field contains the cunulative length of all

the TLVs in the NLRI. For VPN applications it also includes the

| ength of the Route Distinguisher.

The " NLRI Type’ field can contain one of the foll owi ng val ues:
Type = 1: Link NLRI, contains link descriptors and Iink attributes
Type = 2: Node NLRI, contains node attributes

The Link NLRI (NLRI Type = 1) is shown in the follow ng figure.
0 1 2 3
01234567890123456789012345678901
R R e R e s s e o S S e R e o o
| Local Node Descriptors (variable) |
B i S S T s i S T st i S S S S S S S S i
[ Renot e Node Descriptors (variable) [
B i i S S i I e i S S R L e e e e
| Li nk Descriptors (variable) [
R R e R e s s e o S S e R e o o
| Link Attributes (variable) |
B i S S T s i S T st i S S S S S S S S i

Figure 3: The Link NLRI fornat

The Node NLRI (NLRI Type = 2) is shown in the follow ng figure.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Local Node Descriptors (variable) [
B i i S S i I e i S S R L e e e e
| Node Attributes (variable) |
R R e R e s s e o S S e R e o o

Figure 4: The Node NLRI format
3.2. TLV Format

The Node Descriptors, Link Descriptors, Link Attribute, and Node
Attribute fields are described using a set of Type/LlLength/Val ue
triplets. The format of each TLV is shown in Figure 5.

0 1 2 3
01234567890123456789012345678901
T S S S T T S S s e ey
| Type | Length |
B S T S T S i i S s S S S S

I
Val ue (vari abl e) |
I
+

R e o o o S e e e  adh aih it SEIE SR SR S S S S R
Figure 5: TLV format

The Length field defines the length of the value portion in octets
(thus a TLV with no val ue portion would have a I ength of zero). The
TLV i s not padded to four-octet alignnent; Unrecognized types are

i gnor ed.

3.3. Node Descriptors

Each |ink gets anchored by at least a pair of router-I1Ds. Since
there are many Router-1Ds formats (32 Bit IPv4 router-1D, 56 Bit | SO
Node-I D and 128 Bit IPv6 router-1D) a link may be anchored by nore
than one Router-ID pair. The set of Local and Renote Node
Descriptors describe which Protocols Router-IDs will be following to
"anchor" the link described by the "Link attribute TLVs". There nust
be at least one "like" router-ID pair of a Local Node Descriptors and
a Renote Node Descriptors per-protocol. |If a peer sends an illega
combi nation in this respect, then this is handled as an NLRI error,
described in [ RFC4760] .

It is desirable that the Router-1D assignnents inside the Node anchor
are globally unique. However there may be router-1D spaces (e.qg.
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| SO where not even a global registry exists, or worse, Router-IDs
have been allocated followi ng private-1P RFC 1918 [ RFC1918]

all ocation. In order to disanbiguate the Router-1Ds the | ocal and
renot e Aut ononous System nunber TLVs of the anchor nodes may be
included in the NLRI. The Local and Renote Autononous System TLVs
are 4 octets wide as described in [RFC4893]. 2-octet AS Nunmbers shall
be expanded to 4-octet AS Nunbers by zeroing the two MSB octets.

3.3.1. Local Node Descriptors

The Local Node Descriptors TLV (Type 256) contains Node Descriptors
for the node anchoring the local end of the link. The length of this
TLV is variable. The value contains one or nore Node Descriptor Sub-
TLVs defined in Section 3.3.3.

0 1 2 3

01234567890123456789012345678901
o T g S S
| Type | Length |
B i s T T S T et S S T S I T s sl s ol ST S S S

I Node Descriptor Sub-TLVs (vari abl e) I

I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
Figure 6: Local Node Descriptors TLV format

3.3.2. Renpte Node Descriptors

The Renote Node Descriptors TLV (Type 257) contains Node Descriptors
for the node anchoring the renote end of the link. The length of
this TLV is variable. The value contains one or nore Node Descriptor
Sub-TLVs defined in Section 3.3.3.

0 1 2 3

01234567890123456789012345678901
T S S S T T S S s e ey
| Type | Length |
B S T S T S i i S s S S S S

I I
| Node Descriptor Sub-TLVs (vari abl e) |
I I
R R e R e s s e o S S e R e o o

Figure 7: Renote Node Descriptors TLV format
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3.3.3. Node Descriptor Sub-TLVs

The Node Descri ptor Sub-TLV type codepoints and |l engths are listed in
the follow ng table:

Fom e e e e e e oo o m e e oo +
| Type | Description | Length |
oo - B [ S, +
| 258 | Autononmpus System | 4 |
| 259 | IPv4 Router-1D [ 4 |
| 260 | IPv6 Router-1D | 16 |
| 261 | 1SO Node-1D [ 7
[ S, Fom e e e e oo F +

Tabl e 1: Node Descriptor Sub-TLVs
The TLV values in Node Descriptor Sub-TLVs are as foll ows:
Aut ononpbus System opaque value (32 Bit AS I D)

| Pv4 Router ID: opaque value (can be an | Pv4 address or an 32 Bit
router |ID)

| Pv6 Router ID: opaque value (can be an | Pv6 address or 128 Bit
router 1D)

| SO Node ID: 1SO node-ID (6 octets | SO system |1 D plus PSN octet)
3.3.4. Router-1D Anchoring Exanple: |SO Pseudonode

I S-1S Pseudonodes are a good exanple for the variable Router-1D
anchoring. Consider Figure 8. This represents a Broadcast LAN
between a pair of routers. The "real" (=non pseudonode) routers have
both an IPv4 Router-ID and | S-1S Node-ID. The pseudonode does not
have an I Pv4 Router-ID. Two unidirectional |inks (Nodel, Pseudonode
1) and (Pseudonode 1, Node 2) are bei ng generat ed.

The NRLI for (Nodel, Pseudonodel) encodes |ocal |1Pv4 router-ID, |ocal
| SO node-1D and renote | SO node-i d)

The NLRI for (Pseudonodel, Node2) encodes a local |SO node-1D, renote
I Pv4 router-1D and renote | SO node-id.

Gedler, et al. Expi res January 12, 2012 [ Page 9]



Internet-Draft Li nk-State Information in BGP July 2011

T + T + T +
Nodel | | Pseudonode 1 | | Node?2

| 1921. 6800. 1001. 00| - - - >| 1921. 6800. 1001. 02| --->| 1921. 6800. 1002. 00|

[ 192.168.1.1 [ [ [ [ 192.168. 1.2 [

S + S + S +

Figure 8: |1S-1S Pseudonodes
3.3.5. Router-1D Anchoring Exanple: OSPFv2 to IS-IS Mgration

M grating gracefully fromone | GP to another requires congruent
operation of both routing protocols during the nmigration period. The
target protocol (1S-1S) supports nore router-ID spaces than the
source (OSPFv2) protocol. When advertising a point-to-point |ink

bet ween an OSPFv2-only router and an OSPFv2 and | S-1S enabl ed router
the following Iink information may be generated. Note that the IS 1S
router al so supports the IPv6 traffic engineering extensions RFC 6119
[ RFC6119] for 1S-1S.

The NRLI encodes |local |Pv4 router-id, renote | Pv4 router-id, renote
| SO node-id and renpte | Pv6 node-id.

3.4. Link Descriptors

The ' Link Descriptor’ field is a set of Type/Length/Value (TLV)
triplets. The format of each TLV is shown in Figure 5. The ’'Link
descriptor’ TLVs uniquely identify a link between a pair of anchor
Rout er s.

The encoding of 'Link Descriptor’ TLVs, i.e. the Codepoints in
"Type', and the 'Length’ and 'Value' fields are the sane as defined
in [ RFC5305], [RFC5307], and [RFC6119] for sub-TLVs in the Extended
IS reachability TLV. The Codepoints are in the | ANA Protoco
Registry for IS 1S, sub-TLV Codepoints for TLV 22, [IANA-ISIS].

Al t hough the encodings for 'Link Descriptor’ TLVs were originally
defined for 1S-1S, the TLVs can carry data sourced either by IS-IS or
OSPF.

The following Iink descriptor TLVs are valid in the Link NLRI:
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C N o oo e e +
| Type | Description | Defined in: |
Homm - - Fom e e e e e e e e e e ee oo e e e e e e e e oo +
[ 4 | Link Local/Renmote ldentifiers | [ RFC5307], Section 1.1 |
| 6 | IPv4 interface address | [RFC5305], Section 3.2 |
| 8 | | Pv4 neighbor address | [RFC5305], Section 3.3 |
| 12 | 1 Pv6 interface address | [RFC6119], Section 4.2 |
| 13 | 1Pv6 neighbor address | [RFC6119], Section 4.3 |
Homm - - Fom e e e e e e e e e e ee oo e e e e e e e e oo +

Tabl e 2: Link Descriptor TLVs
3.5. Link Attributes

The "Link Attributes’ field is a set of Type/Length/Value (TLV)
triplets. The format of each TLV is shown in Figure 5.

For Codepoints < 255, the encoding of '"Link Attributes’ TLVs, i.e.
the Codepoints in 'Type', and the 'Length’ and 'Value' fields are the
same as defined in [ RFC5305], [RFC5307], and [ RFC6119] for sub-TLVs
in the Extended 1S reachability TLV. The Codepoints are in the | ANA
Protocol Registry for 1S-1S, sub-TLV Codepoints for TLV 22,
[TANA-1SIS]. Although the encodings for 'Link Attributes’ TLVs were
originally defined for 1S 1S, the TLVs can carry data sourced either
by 1S-1S or OSPF.

For Codepoints > 255, the encoding of "Link Attributes’ TLVs is
descri bed i n subsequent sections.

The following link attribute TLVs are valid in the Link NLRI:

Fomm oo - Fom e m e e e e e e e e e e e e am o B +
| Type | Description | Defined in: |
Fom oo - o e e m e e e e e e e e e e — e oo o e e e e e e e o oo +
3 Admi ni strative group (color) [ RFC5305], Section 3.1
9 Maxi mum |i nk bandwi dt h [ RFC5305], Section 3.3
10 Max. reservabl e |ink bandw dth [ RFC5305], Section 3.5
11 Unr eserved bandwi dth [ RFC5305], Section 3.6
20 Li nk Protection Type 1.2

I I I

I I I

I I I

I I I

| | | [RFC5307], Section
| 64509 | MPLS Prot ocol | Section 3.5.

I I I
I I I
I I I
I I I
I I I

=

5
64510 | TE Default Metric Section 3.5
64511 | GP Link Metric Section 3.5.3
64512 Shared Ri sk Link G oup Section 3.5.4
64513 OSPF specific link attribute Section 3.5.5
64514 IS- 1S specific link attribute Section 3.5.6
Fom oo - o e e m e e e e e e e e e e — e oo o e e e e e e e o oo +

Table 3: Link Attribute TLVs

Gedler, et al. Expi res January 12, 2012 [ Page 11]



Internet-Draft Li nk-State Information in BGP July 2011

3.5. 1. MPLS Protocol TLV

The MPLS Protocol TLV (Type 64511) carries a bit mask descri bing

whi ch MPLS signaling protocols are enabled. The length of this TLV
is 1. The value is a bit array of 8 flags, where each bit represents
an MPLS Protocol capability.

0 1 2 3
01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Type | Length |
B E e r e s i s i o T T s S S S S 2
IL R I

+- - - - - - - -+

Figure 9: MPLS Protocol TLV

The followi ng bits are defined:

| O | Label Distribution Protocol (LDP) | [ RFC5036] |
| 1 | Extension to RSVP for LSP Tunnels (RSVP-TE) | [RFC3209] |
| 2-7 | Reserved for future use [

Tabl e 4: MPLS Protocol TLV Codes
3.5.2. TE Default Metric TLV

The TE Default Metric TLV (Type 64512) carries the TE Default metric
for this link. This TLV corresponds to the IS-IS TE Default metric
sub-TLV (Type 18), defined in RFC5305, Section 3.7 [RFC5305], and the
OSPF TE Metric sub-TLV (Type 5), defined in RFC3630, Section 2.5.5
[RFC3630]. If the value in the TE Default netric TLV is derived from
IS-1S TE Default Metric, then the upper 8 bits of this TLV are set to
0.

0 1 2 3

01234567890123456789012345678901
o T g S S
| Type | Length |
B i s T T S T et S S T S I T s sl s ol ST S S S
| TE Default Metric |
B T i S S i S T h T i S S S S e

Figure 10: TE Default netric TLV fornmat
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3.5.3. IGP Link Metric TLV

The 1GP Metric TLV (Type 64513) carries the |G nmetric for this |ink.
This attribute is only present if the IGP link netric is different
fromthe TE Default Metric (Type 18). The length of this TLV is 3.
If the length of the IGP link netric fromwhich the I1GP Metric val ue
is derived is less than 3 (e.g. for OSPF link nmetrics or non-w de
IS-1S metric), then the upper bits of the TLV are set to O.

0 1 2 3
01234567890123456789012345678901
o T g S S
| Type | Length |
B i s T T S T et S S T S I T s sl s ol ST S S S
| I GP Link Metric |

B s o T S e e i i et SIE TRIE RIS TR S S

Figure 11: IGP Link Metric TLV format
3.5.4. Shared Risk Link Goup TLV

The Shared Risk Link Goup (SRLG TLV (Type 64514) carries the Shared
Ri sk Link Goup infornation (see Section 2.3, "Shared Ri sk Link G oup
Information", of [RFC4202]). It contains a data structure consisting
of a (variable) list of SRLG val ues, where each elenment in the |ist
has 4 octets, as shown in Figure 12. The length of this TLVis 4 *
(number of SRLG val ues).

0 1 2 3

01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| Type | Length |
B i S S T s i S T st i S S S S S S S S i
[ Shared Ri sk Link G oup Val ue [
T T e e i i e e s s i I SR S
I+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-|+
| Shared Ri sk Link G oup Val ue |
B i S S T s i S T st i S S S S S S S S i

Figure 12: Shared Ri sk Link Goup TLV fornat

Note that there is no SRLG TLV in OSPF-TE. In IS-1S the SRLG
information is carried in two different TLVs: the IPv4 (SRLG TLV
(Type 138) defined in [RFC5307], and the I Pv6 SRLG TLV (Type 139)
defined in [RFC6119]. Since the Link State NLRI uses variable
Rout er-1 D anchoring, both IPv4 and | Pv6 SRLG i nformati on can be
carried in a single TLV.
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3.5.5. OSPF specific link attribute TLV

The OSPF specific link attribute TLV is an envel ope that
transparently carries optional link properties TLVs advertised by an
OSPF router. The value field contains one or nore optional OSPF |ink
attribute TLVs. An originating router shall use this TLV for

encodi ng information specific to the OSPF protocol or new OSPF

ext ensions for which there is no protocol neutral representation in
the BGP |ink-state NLRI.

0 1 2 3

012345678901234567890123456789°01
T T S S T R
| Type | Length |
B i S S T s i S T st i S S S S S S S S i

I
OSPF specific link attributes (variable) |
I
+

I
I
I
B e o I T et i i oI T R T S R S e S S e st R T e R S
Figure 13: OSPF specific link attribute fornmat
3.5.6. IS-IS specific link attribute TLV

The IS-1S specific link attribute TLV is an envel ope that
transparently carries optional link properties TLVs advertised by an
IS 1Srouter. The value field contains one or nore optional IS-1S
link attribute TLVs. An originating router shall use this TLV for
encodi ng information specific to the IS-1S protocol or new IS-1S
extensions for which there is no protocol neutral representation in
the BGP link-state NLRI.

0 1 2 3

01234567890123456789012345678901
T g S S
| Type | Length |
T T S S e T S

I I
| IS- 1S specific link attributes (variable) |
I I
B R e i s T e S T S S N e i i i S S S e T S

Figure 14: 1S-1S specific link attribute format
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3.6. Node Attributes

The followi ng node attribute TLVs are valid in the Node NLRI

| 65515 | Node Flag Bits | 1]
| 65516 | OSPF Specific Node Properties | variable |
| 65517 | 1S-1S Specific Node Properties | variable |

Tabl e 5: Node Attribute TLVs
3.6.1. Node Flag Bits TLV

The Node Flag Bits TLV (Type 1) carries a bit nmask descri bing node
attributes. The value is a bit array of 8 flags, where each bit
represents an MPLS Protocol capability.

0 1 2 3
01234567890123456789012345678901
T g S S
| Type | Lengt h |
T T S S e T S
| Fl ags |
B el o e e O

Fi gure 15: Node Flag Bits TLV fornat

The bits are defined as foll ows:

H-- - - - S Fom e e e e - - +
| Bit | Description | Reference

+--- o= o R +
| O | Overload Bit | [RFCL1195] |
| 1 | Attached Bit | [RFCL1195] |
| 2 | External Bit | [RFC2328] |
| 3 | ABRBIt | [ RFC2328]

+-- - - - S [ S +

Table 6: Node Flag Bits Definitions
3.6.2. OSPF Specific Node Properties TLV
The OSPF Specific Node Properties TLV is an envel ope that

transparently carries optional node properties TLVs advertised by an
OSPF router. The value field contains one or nore optional OSPF node
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property TLVs, such as the OSPF Router Infornmational Capabilities TLV
defined in [ RFC4970], or the OSPF TE Node Capability Descriptor TLV
described in [RFC5073]. An originating router shall use this TLV for
encodi ng information specific to the OSPF protocol or new OSPF
extensions for which there is no protocol neutral representation in
the BGP |ink-state NLRI.

0 1 2 3
01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Type | Length |
B E e r e s i s i o T T s S S S S 2

I OSPF specific node properties (variable) I

L- B R L s s o s i S S S S T T T T S S S S S e SR S S S +-L
Fi gure 16: OSPF specific Node property fornmat

3.6.3. 1S-1S Specific Node Properties TLV

The 1S-1S Router Specific Node Properties TLV is an envel ope that
transparently carries optional node specific TLVs advertised by an
IS-1S router. The value field contains one or nore optional 1SS
node property TLVs, such as the 1S-1S TE Node Capability Descri ptor
TLV described in [RFC5073]. An originating router shall use this TLV
for encoding information specific to the 1S-1S protocol or new IS 1S
extensions for which there is no protocol neutral representation in
the BGP link-state NLRI.

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i

Type [ Length [
B e i i S e S i e S T S R S e o o T S s

I

+-
I - . . I
| IS-1S specific node properties (variable) |
I I
B i S S T s i S T st i S S S S S S S S i

Figure 17: 1S-1S specific Node property fornat
3.7. |1GP Area Information
IGP Area information can be carried in BGP communities. An

i mpl enment ati on shoul d support configuration that maps IGP areas to
BGP communi ti es.
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3. 8. I nter-AS Links

The main source of TE information is the 1GP, which is not active on
inter-AS links. In order to inject a non-1GP enabled Iink into the
BGP link-state RIB an inplenentation nust support configuration of
static |inks.

4. Link to Path Aggregation

Distribution of all links available in the global Internet is
certainly possible, however not desirable froma scaling and privacy
poi nt of view Therefore an inplementation may support link to path
aggregation. Rather than advertising all specific |inks of a domain,
an ASBR nmay advertise an "aggregate |ink" between a non-adjacent pair
of nodes. The "aggregate |link" represents the aggregated set of |ink
properties between a pair of non-adjacent nodes. The actual nethods
to conpute the path properties (of bandwi dth, metric) are outside the
scope of this document. The decision whether to advertise all
specific links or aggregated links is an operator’s policy choice.

To highlight the varying | evels of exposure, the follow ng depl oynent
exanpl es shall be discussed.

4.1. Exanple: No Link Aggregation

Consi der Figure 18. Both AS1 and AS2 operators want to protect their
inter-AS {R1,R3}, {R2, R4} links using RSVP-FRR LSPs. If Rl wants to
conpute its link-protection LSP to R3 it needs to "see" an alternate
path to R3. Therefore the AS2 operator exposes its topology. Al

BGP TE enabl ed routers in AS1 "see" the full topology of AS and
therefore can conpute a backup path. Note that the decision if the
direct Iink between {R3, R4} or the {R4, R5, R3) path is used is nade
by the conputing router

ASL  :  AS2
Rl------- R3
I |\
| | RS
I | /
R2------- R4

Fi gure 18: no-Ilink-aggregation
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4.2. Exanple: ASBR to ASBR Path Aggregation

The brief difference between the "no-link aggregation" exanple and
this exanple is that no specific link gets exposed. Consider

Figure 19. The only link which gets advertised by AS2 is an
"aggregate" link between R3 and R4. This is enough to tell ASl that

there is a backup path. However the actual |inks being used are
hi dden from the topol ogy.

ASL 1 AS2
Rl------- R3
[
[

[
R2------- R4

Figure 19: asbr-Ilink-aggregation
4.3. Exanple: Milti-AS Path Aggregation

Service providers in control of multiple-ASes nmay even decide to not
expose their internal inter-AS |inks. Consider Figure 20. Rather
than exposing all specific R3 to R6 links, AS3 is nodeled as a single
node which connects to the border routers of the aggregated domain.

AS1 : AS2 : AS3
RL------- R3-----
| A\
| VRO
[ 2
R2------- R4-----

Figure 20: multi-as-aggregation

5. Oiginating the TED NLR

A BGP Speaker nust be configured to originate TED NLRIs. Usually
export of the TED database into BGP is enabl ed on ASBRs and ABRs.

The BGP Speaker shall throttle the rate of TED NLRI updates. An
i mpl ement ation shall provide a configuration attribute for the
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interval between updates. The mininuminterval between updates is 30
seconds.

6. Receiving the TED NLR

This section describes the processing of TED NLRIs at the receiving
BGP Speaker.

TE attributes for a link received froman | GP have higher priority
than TED NLRI's received via BGP. Miltiple BGP Speakers nmay advertise
the sane TED NLRI; the receiving BGP Speaker can individually choose
the source BGP Speaker for each NLRI.

The AS PATH attribute is used both for |oop detection and for NLR
sel ection: the TED NLRI with shorter AS PATH length is preferred.
The Conmunity and Extended Community path attributes are stored in
the RIB and may be used in operator-defined policies. Comunities
can al so be used to encode the I1GP Area information. All other path
attributes are ignored.

7. Use Cases
7.1. MPLS TE

If a router wants to conpute a MPLS TE path across | GP areas TED

| acks visibility of the conplete topology. This is an issue for

| arge scale networks that need to segnent their core networks into
di stinct areas because inter-area TE cannot get depl oyed there.
Current solutions for inter area TE only conpute the path for the
first area. The router only has full topological visibility for the
first area along the path, but not for subsequent areas. The best
practice is to use a technique called "I oose-hop-expansi on" which
uses the | GP conputed shortest path topology for the renmi nder of the
path. Therefore no non- SPF based path setup is possible across
areas. This has di sadvantages for path protection and path

engi neering applications, as shown in Figure 21
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Area 51 : Area 0O
Fom e e e - - + Fom e e e - - + Fom e e e - - +

EIE R R b I I I R S I R I R S I R S R I b I I R S I R R I I I I

L | R1 |----- | ABRL |----- | R3 [------- + *

x| B | | # | | | | *

* | # Fomm oo - + e | - H#-+ Fomm oo - + | *
e R | # P
| =  #| to# I *
| S #| oo# | D |
I # | to# I I
+---| - H#-+ o # +o-----4

| # Fomm oo - + e | - H#-+ Fomm oo - + |
| #HHBHHABHHARHH AR AR | | | |
Fommmm - | R2 [----- | ABR2 |----- | R4 [------- +
I I I I I I
S + S + S +
***x  Primary LSP : . Area Boundary

#### Bypass LSP e
Fi gure 21: MPLS TE Bypass LSP probl em

Router S sets up an RSVP LSP fromS to D. Although it has only
visibility into Area 51, the LSP setup ultimately succeeds, as
shortest path first routing from ABRL onwards routes the RSVP nessage
towards destination D. What does not work is to setup a Link
Protection bypass LSP protection for the RL to ABRL |ink as shown in
the figure. The problemis that the TE database at Router R1 does
not have path visibility of the link between ABRL and ABR2, such that
it can conpute the Link Bypass LSP

7.2. ALTO Server Network API

An ALTO Server is an entity that generates an abstracted network
topol ogy and provides it to network-aware applications over a web
service based API. Exanple applications are p2p clients or trackers,
or CDNs. The abstracted network topol ogy cones in the formof two
maps: the network map that specifies allocation of prefixes to PlDs,
and the cost map that specifies the cost between the PIDs. For nore
details, see [I-D.ietf-alto-protocol]

ALTO abstract network topol ogi es can be auto-generated fromthe

physi cal topol ogy of the underlying network. The generation would
typically be based on policies and rules set by the operator. Both
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prefix and TE data are required: prefix data is required to generate
the network maps, TE (topology) data is required to generate the cost
maps. Prefix data is carried and originated in BG, TE data is
originated and carried in an |GP. Wthout BGP TE NLRI the ALTO
Server would have to peer with both BGP Speakers and IGP in nultiple
areas and/or ASes to obtain all the necessary network topol ogy data.
The BGP TE NLRI allows for a single interface between the network and
the ALTO Server.

3. Path Conputation Elenent (PCE) TED Synchronization Protoco

RFC4655, Section 5.2, Figure 2 [ RFC4655] describes a Path Conputation
El ement (PCE) which synchronizes its traffic engineering database
(TED) by use of a routing protocol. This meno describes the first
standardi zed protocol for PCE to | earn about inter-AS or inter-area
TE information.

| ANA Consi der ati ons

Thi s docunment requests a code point fromthe registry of Address
Fam |y Nunbers

Thi s docunent requests creation of a new registry for node anchor,
link descriptor and link attribute TLVs. The range of Codepoints in
the registry is 0-65535. Values 0-255 will shadow Codepoints of the
| ANA Protocol Registry for 1S-1S, sub-TLV Codepoints for TLV 22.

Val ues 256-65535 will be used for Codepoints that are specific to the
BGP TE NLRI. The registry will be initialized as shown in Table 2
and Table 3. Allocations within the registry will require
docunent ati on of the proposed use of the allocated val ue and approva
by the Designhated Expert assigned by the | ESG (see [ RFC5226]).

Note to RFC Editor: this section may be renoved on publication as an
RFC.
Security Considerations

This draft does not affect the BGP security nodel.
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Abst ract

In a number of environments, a conmponent external to a network is
call ed upon to perform conputations based on the network topol ogy and
current state of the connections within the network, including
traffic engineering information. This is information typically
distributed by 1GP routing protocols within the network

Thi s docunent describes a nechanism by which Iinks state and traffic
engi neering informati on can be collected from networks and shared
with external conponents using the BGP routing protocol. This is
achi eved using a new BGP Network Layer Reachability Information
(NLRI') encoding format. The nmechanismis applicable to physical and
virtual links. The mechani sm described is subject to policy control

Applications of this technique include Application Layer Traffic
Optimzation (ALTO servers, and Path Conputation El enments (PCEs).

Requi renment s Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119]
Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunments as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a nmaxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on March 24, 2012
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

The contents of a Link State Database (LSDB) or a Traffic Engineering
Dat abase (TED) has the scope of an I GP area. Sone applications, such
as end-to-end Traffic Engineering (TE), would benefit fromvisibility
out si de one area or Autononous System (AS) in order to nake better
deci si ons.

The |1 ETF has defined the Path Conputation El enent (PCE) [ RFC4655] as

a mechani sm for achi eving the conputation of end-to-end TE paths that
cross the visibility of nore than one TED or which require CPU

i ntensive or coordinated conputations. The |IETF has al so defined the
ALTO Server [RFC5693] as an entity that generates an abstracted

net wor k topol ogy and provides it to network-aware applications.

Both a PCE and an ALTO Server need to gather information about the
topol ogi es and capabilities of the network in order to be able to
fulfill their function

Thi s docunment describes a mechani sm by which Link State and TE

i nformati on can be collected fromnetworks and shared with externa
conponents using the BGP routing protocol [RFC4271]. This is

achi eved using a new BGP Network Layer Reachability Information
(NLRI') encoding format. The nmechanismis applicable to physical and
virtual links. The mechani sm described is subject to policy control

A router maintains one or nore databases for storing |link-state

i nformati on about nodes and links in any given area. Link attributes
stored in these databases include: |ocal/remte | P addresses, |ocal/
renote interface identifiers, link metric and TE netric, link
bandwi dt h, reservabl e bandw dth, per CoS class reservation state,
preenption and Shared Ri sk Link Goups (SRLG. The router’s BGP
process can retrieve topology fromthese LSDBs and distribute it to a
consuner, either directly or via a peer BGP Speaker (typically a

dedi cated Route Reflector), using the encoding specified in this
docunent .

The collection of Link State and TE link state information and its
distribution to consuners is shown in the follow ng figure.

Gedler, et al. Expi res March 24, 2012 [ Page 5]



Internet-Draft Link-State Info Distribution using BG  Septenber 2011
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Figure 1: TE Link State info collection

A BGP Speaker may apply configurable policy to the information that
it distributes. Thus, it may distribute the real physical topol ogy
fromthe LSDB or the TED. Alternatively, it may create an abstracted
topol ogy, where virtual, aggregated nodes are connected by virtua

pat hs. Aggregated nodes can be created, for exanple, out of nmultiple
routers in a POP. Abstracted topol ogy can also be a nmix of physica
and virtual nodes and physical and virtual |inks. Furthernore, the
BGP Speaker can apply policy to deternine when information is updated
to the consumer so that there is reduction of information flow form
the network to the consuners. Mechani snms through which topol ogi es
can be aggregated or virtualized are outside the scope of this
docunent

2. Mtivation and Applicability

This section describes uses cases fromwhich the requirenents can be
deri ved.

2.1. MLS-TE with PCE
As described in [ RFC4655] a PCE can be used to conpute MPLS-TE paths

within a "domai n" (such as an I GP area) or across nultiple donains
(such as a nmulti-area AS, or multiple ASes).
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0o Wthin a single area, the PCE offers enhanced conputati onal power
that may not be avail able on individual routers, sophisticated
policy control and al gorithnms, and coordi nation of conputation
across the whol e area.

o If arouter wants to conpute a MPLS-TE path across IGP areas its
own TED | acks visibility of the conplete topology. That neans
that the router cannot determine the end-to-end path, and cannot
even select the right exit router (Area Border Router - ABR) for
an optimal path. This is an issue for |arge-scale networks that
need to segnent their core networks into distinct areas, but which
still want to take advantage of MPLS-TE.

Previ ous sol utions used per-domain path conputation [ RFC5152]. The
source router could only conpute the path for the first area because
the router only has full topological visibility for the first area
al ong the path, but not for subsequent areas. Per-donain path
comput ation uses a technique called "l oose- hop-expansi on" [ RFC3209],
and selects the exit ABR and other ABRs or AS Border Routers (ASBRs)
using the |1 GP conputed shortest path topology for the remai nder of
the path. This may |lead to sub-optinmal paths, nakes alternate/
back-up path conputation hard, and might result in no TE path being
found when one really does exist.

The PCE presents a conputation server that may have visibility into
nmore than one | GP area or AS, or may cooperate with other PCEs to
performdistributed path conputation. The PCE obvi ously needs access
to the TED for the area(s) it serves, but [RFC4655] does not describe
how this is achieved. Many inplenentations nake the PCE a passive
participant in the IG? so that it can learn the |atest state of the
network, but this nmay be sub-optinmal when the network is subject to a
hi gh degree of churn, or when the PCE is responsible for nultiple
areas.

The following figure shows how a PCE can get its TED i nfornation
usi ng the mechani sm described in this docunent.

Gedler, et al. Expi res March 24, 2012 [ Page 7]



Internet-Draft Link-State Info Distribution using BG  Septenber 2011
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Figure 2: External PCE node using a TED synchronization nmechani sm

The mechanismin this docunent allows the necessary TED infornation
to be collected fromthe I1GP within the network, filtered according
to configurable policy, and distributed to the PCE as necessary.

2.2. ALTO Server Network API

An ALTO Server [RFC5693] is an entity that generates an abstracted
net work topol ogy and provides it to network-aware applications over a
web service based API. Exanple applications are p2p clients or
trackers, or CDNs. The abstracted network topol ogy comes in the form
of two maps: a Network Map that specifies allocation of prefixes to

PI Ds, and a Cost Map that specifies the cost between PIDs listed in
the Network Map. For nore details, see [I-D.ietf-alto-protocol]

ALTO abstract network topol ogi es can be auto-generated fromthe
physi cal topol ogy of the underlying network. The generation would
typically be based on policies and rules set by the operator. Both
prefix and TE data are required: prefix data is required to generate
ALTO Network Maps, TE (topology) data is required to generate ALTO
Cost Maps. Prefix data is carried and originated in BGP, TE data is
originated and carried in an | GP. The mechanismdefined in this
docunent provides a single interface through which an ALTO Server can
retrieve all the necessary prefix and network topology data fromthe
underlying network. Note an ALTO Server can use other nechanisns to
get network data, for exanple, peering with nultiple | GP and BGP
Speakers.
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The followi ng figure shows how an ALTO Server can get network
topol ogy informati on fromthe underlying network using the mechani sm
described in this docunent.

o - +
| dient |<--+
IR + |
| ALTO oo + BGP with e +
+oo- oo + | Protocol | ALTO | Link-State NLRI | BGP |
| dient |<--4------------ | Server |<---------------- | Speaker |
oo o | | | |
| Ty + S Ry +
IR + |
| dient |<--+
[ SR +

Figure 3: ALTO Server using network topol ogy infornation

3. Transcoding Link State Information into a BGP NLRI

The MP_REACH and MP_UNREACH attributes are BGP's contai ners for
carrying opaque information. Each Link State NLRI describes either a
singl e node or Ilink.

Al'l link and node information SHALL be encoded using a TBD AFl / SAFI
1 or SAFI 128 header into those attributes. SAFI 1 SHALL be used for
Internet routing (Public) and SAFI 128 SHALL be used for VPN routing
(Private) applications.

In order for two BGP speakers to exchange Link-State NLRI, they MJST
use BGP Capabilities Advertisenent to ensure that they both are
capabl e of properly processing such NLRI. This is done as specified
in [RFC4760], by using capability code 1 (nulti-protocol BGP), with
an AFl of TBD and an SAFlI of 1 or 128.

3.1. NLRI Fornmat

0 1 2 3

01234567890123456789012345678901
B T i it T s i S e i SR SR
[ NLRI Type [ Total NLRI Length [
i e i e S S e e R  E EE e e o ok

I I
| Li nk-State NLRI (variable) |
I I
+- +

S e e i S S S S S S e
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Figure 4: Link State SAFI 1 NLRI For mat

0 1 2 3

01234567890123456789012345678901
T T R e e e e s S e e ik i NI SR
[ NLRI Type [ Total NLRI Length [
B i s T T S T et S S T S I T s sl s ol ST S S S

Rout e Di sti ngui sher

I I
+ +
I I
T T e o e e S S e e TR E
I I
| Li nk-State NLRI (variable) |
I I
+- +

B o T T S S S e ot ST S i el TR TR T S S S e o
Figure 5. Link State SAFI 128 NLRI For mat

The 'Total NLRI Length’ field contains the cunul ative length of all
the TLVs in the NLRI. For VPN applications it also includes the
| ength of the Route Distinguisher.

The ' NLRI Type’ field can contain one of the follow ng val ues:
Type = 1: Link NLRI, contains link descriptors and Iink attributes
Type = 2: Node NLRI, contains node attributes

The Link NLRI (NLRI Type = 1) is shown in the follow ng figure.

0 1 2 3

01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Protocol-ID | Reserved | I nstance ldentifier |
B E e r e s i s i o T T s S S S S 2
| Local Node Descriptors (variable) [
B i s T T S T et S S T S I T s sl s ol ST S S S
| Renot e Node Descriptors (variable) |
B T i S S i S T h T i S S S S e
| Li nk Descriptors (variabl e) |
B E e r e s i s i o T T s S S S S 2
| Link Attributes (variable) [
B i s T T S T et S S T S I T s sl s ol ST S S S

Figure 6: The Link NLRI fornat

The Node NLRI (NLRI Type = 2) is shown in the follow ng figure.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i

| Protocol-ID | Reserved [ Instance ldentifier

B i i S S i I e i S S R L e e e e
| Local Node Descriptors (variable) [
R R e R e s s e o S S e R e o o
| Node Attributes (variable) |
B i S S T s i S T st i S S S S S S S S i

Figure 7: The Node NLRI fornat
The ' Protocol -1D field can contain one of the foll owi ng val ues:

Type = 0: Unknown, The source of NLRI information could not be
det er mi ned

Type = 1: IS-1S Level 1, The NLRI information has been sourced by
IS-1S Level 1

Type = 2: 1S-1S Level 2, The NLRI information has been sourced by
IS-1S Level 2

Type = 3: OSPF, The NLRI information has been sourced by OSPF

Both OSPF and 1S-1S may run nultiple routing protocol instances over
the sane Iink. See [I-D.ietf-isis-m] and
[I-D.ietf-ospf-nulti-instance]. The 'Instance ldentifier’ field
identifies the protocol instance.

3.2. TLV Format

The Node Descriptors, Link Descriptors, Link Attribute, and Node
Attribute fields are described using a set of Type/Length/Val ue
triplets. The format of each TLV is shown in Figure 8.

0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Type I Lengt h |
B e i i e o e e S T S e e s i i TR S
I I
[ Val ue (vari abl e) |
I I
+- +

B S T i S S e e e e s s i S S e S o

Figure 8: TLV fornat
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The Length field defines the length of the value portion in octets
(thus a TLV with no val ue portion would have a |l ength of zero). The
TLV i s not padded to four-octet alignnent; Unrecognized types are

i gnor ed.

3.3. Node Descriptors

Each |link gets anchored by at least a pair of router-1Ds. Since
there are many Router-1Ds formats (32 Bit IPv4 router-1D, 56 Bit |SO
Node-I D and 128 Bit |IPv6 router-1D) a link may be anchored by nore
than one Router-ID pair. The set of Local and Renote Node
Descriptors describe which Protocols Router-IDs will be following to
"anchor" the link described by the "Link attribute TLVS". There nust
be at least one "like" router-ID pair of a Local Node Descriptors and
a Renote Node Descriptors per-protocol. |If a peer sends an illega
conbination in this respect, then this is handled as an NLRI error
described in [ RFC4760] .

It is desirable that the Router-1D assignments inside the Node anchor
are globally unique. However there may be router-1D spaces (e.g.

I SO where not even a global registry exists, or worse, Router-1Ds
have been allocated followi ng private-IP RFC 1918 [ RFC1918]

all ocation. |In order to disanbiguate the Router-1Ds the | ocal and
renot e Aut ononmpous System nunber TLVs of the anchor nodes nmay be
included in the NLRI. The Local and Renote Autononous System TLVs
are 4 octets wide as described in [RFC4893]. 2-octet AS Nunbers shal
be expanded to 4-octet AS Nunbers by zeroing the two MSB octets.

3.3.1. Local Node Descriptors

The Local Node Descriptors TLV (Type 256) contains Node Descriptors
for the node anchoring the local end of the link. The length of this
TLV is variable. The value contains one or nore Node Descriptor Sub-
TLVs defined in Section 3.3.3.

0 1 2 3
01234567890123456789012345678901
B T T i I T T o S S S e b S S S
| Type | Length |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

I I
| Node Descriptor Sub-TLVs (vari abl e) |
I I
B i s T T S T et S S T S I T s sl s ol ST S S S

Figure 9: Local Node Descriptors TLV fornat
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3.3.2. Rempte Node Descriptors

The Renote Node Descriptors TLV (Type 257) contai ns Node Descriptors
for the node anchoring the renote end of the |ink. The Iength of
this TLV is variable. The value contains one or nore Node Descri ptor
Sub-TLVs defined in Section 3.3.3.

0 1 2 3

01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Type | Length |
B E e r e s i s i o T T s S S S S 2

I Node Descri ptor Sub-TLVs (vari abl e) I

L-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
Fi gure 10: Renote Node Descriptors TLV format

3.3.3. Node Descriptor Sub-TLVs

The Node Descriptor Sub-TLV type codepoints and | engths are listed in
the follow ng table:

e T oo +
| Type | Description | Length |
Homm - - B Fom e e e - - +
| 258 | Autononous System | 4 |
| 259 | IPv4 Router-1D | 4 |
| 260 | IPv6 Router-1D | 16 |
| 261 | 1SO Node-1D [ 7
Fomm - - - ) Fomm e - - +

Tabl e 1: Node Descriptor Sub-TLVs
The TLV values in Node Descriptor Sub-TLVs are as foll ows:
Aut ononpbus System opaque value (32 Bit AS I D)

| Pv4 Router ID: opaque value (can be an |Pv4 address or an 32 Bit
router |ID)

I Pv6 Router ID: opaque value (can be an | Pv6 address or 128 Bit
router |D)
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| SO Node ID: 1SO node-ID (6 octets | SO system | D plus PSN octet)
3.3.4. Router-1D Anchoring Exanple: |SO Pseudonode

I S-1S Pseudonodes are a good exanple for the variable Router-1D
anchoring. Consider Figure 11. This represents a Broadcast LAN
between a pair of routers. The "real" (=non pseudonode) routers have
both an IPv4 Router-ID and I S-1S Node-ID. The pseudonode does not
have an I Pv4 Router-ID. Two unidirectional |inks (Nodel, Pseudonode
1) and (Pseudonode 1, Node 2) are bei ng generat ed.

The NRLI for (Nodel, Pseudonodel) encodes l|ocal IPv4 router-ID, |oca
| SO node-1D and renote | SO node-i d)

The NLRI for (Pseudonodel, Node2?) encodes a local |SO node-1D, renote
| Pv4 router-1D and renote | SO node-i d.

o e e e oo - + o e e e oo - + o e e e oo - +
| Nodel | | Pseudonode 1 | | Node?2 |
| 1921. 6800. 1001. 00| --->| 1921. 6800. 1001. 02| --->| 1921. 6800. 1002. 00|
| 192.168.1.1 | | | | 192.168.1.2 |
S + S + S +

Figure 11: |S-1S Pseudonodes
3.3.5. Router-1D Anchoring Exanple: OSPFv2 to IS-I1S Mgration

M grating gracefully fromone | GP to another requires congruent
operation of both routing protocols during the migration period. The
target protocol (1S-1S) supports nore router-ID spaces than the
source (OSPFv2) protocol. When advertising a point-to-point |ink

bet ween an OSPFv2-only router and an OSPFv2 and | S-1S enabl ed router
the following link information may be generated. Note that the IS 1S
router also supports the IPv6 traffic engineering extensions RFC 6119
[ RFC6119] for IS-1S

The NRLI encodes local IPv4 router-id, renpte |Pv4d router-id, renote
| SO node-id and renpte | Pv6 node-id.

3.4. Link Descriptors
The ' Link Descriptor’ field is a set of Type/Length/Value (TLV)
triplets. The format of each TLV is shown in Figure 8  The 'Link
descriptor’ TLVs uniquely identify a link between a pair of anchor
Rout er s.

The encoding of 'Link Descriptor’ TLVs, i.e. the Codepoints in
"Type', and the 'Length’ and 'Value' fields are the sane as defined
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in [ RFC5305], [RFC5307], and [RFC6119] for sub-TLVs in the Extended
IS reachability TLV. The Codepoints are in the | ANA Protoco

Regi stry for IS 1S, sub-TLV Codepoints for TLV 22, [IANA-ISIS].

Al t hough the encodings for 'Link Descriptor’ TLVs were originally
defined for 1S-1S, the TLVs can carry data sourced either by IS IS or
OSPF.

The following Iink descriptor TLVs are valid in the Link NLRI:

Homm - - - Fom e e e e e e e e e m oo oo o e e e e e e e o oo +
| Type | Description | Defined in: |
Femmans 'S T +
| 4 | Link Local/Renmote lIdentifiers | [RFC5307], Section 1.1
| 6 | IPvd interface address | [RFC5305], Section 3.2
| 8 | 1Pv4 neighbor address | [ RFC5305], Section 3.3
| 12 | IPv6 interface address | [RFC6119], Section 4.2
| 13 | | Pv6 neighbor address | [RFC6119], Section 4.3
| 222 | Multi Topology ID | Section 3.5 |
e T e +

Tabl e 2: Link Descriptor TLVs
3.5. Milti Topology ID TLV

The Multi Topology ID TLV (Type 222) carries the Miulti Topol ogy ID
for this Iink. The semantics of the Miulti Topology ID are defined in
RFC5120, Section 7.2 [RFC5120], and the OSPF Multi Topol ogy 1D),
defined in RFC4915, Section 3.7 [RFC4915]. |If the value in the Milti
Topol ogy ID TLV is derived from CSPF, then the upper 9 bits of the
Multi Topology ID are set to O.

0 1 2 3
01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Type | Length |
S g S T S M S S S
|RRRR Multi Topology ID |
B Tl T sl i S S S S S

Figure 12: Multi Topology ID TLV format
3.6. Link Attributes

The 'Link Attributes’ field is a set of Type/Length/Value (TLV)
triplets. The format of each TLV is shown in Figure 8.

For Codepoints < 255, the encoding of '"Link Attributes’ TLVs, i.e.
the Codepoints in 'Type', and the 'Length’ and 'Value' fields are the
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3.

6

same as defined in [ RFC5305], [RFC5307], and [ RFC6119] for sub-TLVs
in the Extended 1S reachability TLV. The Codepoints are in the | ANA
Protocol Registry for 1S-1S, sub-TLV Codepoints for TLV 22,
[TANA-1SIS]. Although the encodings for 'Link Attributes’ TLVs were
originally defined for 1S-1S, the TLVs can carry data sourced either
by 1S-1S or OSPF.

For Codepoints > 255, the encoding of 'Link Attributes’ TLVs is
described i n subsequent sections.

The following link attribute TLVs are valid in the Link NLRI

oo - T e T +
| Type | Description | Defined in: |
Fom e - o mm e e e e e e e e e e e e e e e e e e e e oo +
[ 3 | Admi nistrative group (color) | [RFC5305], Section 3.1 |
| 9 | Maxi mum |i nk bandwi dth | [RFC5305], Section 3.3

| 10 | Max. reservable link bandwi dth | [ RFC5305], Section 3.5

| 11 | Unreserved bandw dt h | [RFC5305], Section 3.6

| 20 | Link Protection Type | [RFC5307], Section 1.2 |
| 64509 | MPLS Protocol | Section 3.6.1 |
| 64510 | TE Default Metric | Section 3.6.2 [
| 64511 | IGP Link Metric | Section 3.6.3 |
| 64512 | Shared Risk Link G oup | Section 3.6.4 [
| 64513 | OSPF specific link attribute | Section 3.6.5 |
| 64514 | IS 1S specific link attribute | Section 3.6.6 |
| 64515 | Area ID | Section 3.6.7 |
Fom oo - o e e m e e e e e e e e e e — e oo o e e e e e e e o oo +

Table 3: Link Attribute TLVs
1. MPLS Protocol TLV

The MPLS Protocol TLV (Type 64511) carries a bit mask descri bing

whi ch MPLS signaling protocols are enabled. The length of this TLV
is 1. The value is a bit array of 8 flags, where each bit represents
an MPLS Protocol capability.

0 1 2 3
01234567890123456789012345678901
+-+- -+ - - e e e e e - - - - - - - -+
| Type | Lengt h |
o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e o 4
IL R |
o e e e e e e e+

Fi gure 13: MPLS Protocol TLV
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The followi ng bits are defined:

| O | Label Distribution Protocol (LDP) | [ RFC5036] |
| 1 | Extension to RSVP for LSP Tunnels (RSVP-TE) | [RFC3209] |
| 2-7 | Reserved for future use |

Tabl e 4: MPLS Protocol TLV Codes

3.6.2. TE Default Metric TLV

The TE Default Metric TLV (Type 64512) carries the TE Default netric
for this Ilink. This TLV corresponds to the IS-IS TE Default nmetric
sub-TLV (Type 18), defined in RFC5305, Section 3.7 [RFC5305], and the
OSPF TE Metric sub-TLV (Type 5), defined in RFC3630, Section 2.5.5
[RFC3630]. If the value in the TE Default netric TLV is derived from

IS-1S TE Default Metric, then the upper 8 bits of this TLV are set to
0.

0 1 2 3

01234567890123456789012345678901
T S S S T T S S s e ey
| Type | Length |
B S T S T S i i S s S S S S
| TE Default Metric |
S

Figure 14: TE Default netric TLV fornmat

3.6.3. ICP Link Metric TLV

The 1 GP Metric TLV (Type 64513) carries the |G nmetric for this |link.
This attribute is only present if the IGP link metric is different
fromthe TE Default Metric (Type 18). The length of this TLV is 3.
If the length of the IGP link nmetric fromwhich the IGP Metric val ue
is derived is less than 3 (e.g. for OSPF link netrics or non-w de
IS 1S metric), then the upper bits of the TLV are set to O.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
T i T DU A S
| | GP Link Metric |

T S T S T T e S e

Figure 15: 1GP Link Metric TLV format
3.6.4. Shared Risk Link Goup TLV

The Shared Ri sk Link Goup (SRLG TLV (Type 64514) carries the Shared
Ri sk Link Goup information (see Section 2.3, "Shared Ri sk Link G oup
Information", of [RFC4202]). It contains a data structure consisting
of a (variable) list of SRLG val ues, where each elenent in the |ist
has 4 octets, as shown in Figure 16. The length of this TLVis 4 *
(nunber of SRLG val ues).

0 1 2 3

01234567890123456789012345678901
B T i S S i S T h T i S S S S e
[ Type [ Lengt h [
B E e r e s i s i o T T s S S S S 2
[ Shared Ri sk Link G oup Val ue [
B i s T T S T et S S T S I T s sl s ol ST S S S
L-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
| Shared Ri sk Link Goup Val ue |
B E e r e s i s i o T T s S S S S 2

Figure 16: Shared Ri sk Link Goup TLV format

Note that there is no SRLG TLV in OSPF-TE. In IS-1S the SRLG
information is carried in two different TLVs: the IPv4 (SRLG TLV
(Type 138) defined in [ RFC5307], and the I Pv6 SRLG TLV (Type 139)
defined in [RFC6119]. Since the Link State NLRI uses variable
Rout er-1D anchoring, both IPv4 and I Pv6 SRLG i nformati on can be
carried in a single TLV.

3.6.5. OSPF specific link attribute TLV

The OSPF specific link attribute TLV is an envel ope that
transparently carries optional link properties TLVs advertised by an
OSPF router. The value field contains one or nore optional OSPF |ink
attribute TLVs. An originating router shall use this TLV for
encodi ng information specific to the OSPF protocol or new OSPF
extensions for which there is no protocol neutral representation in
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the BGP |link-state NLRI.

0 1 2 3
01234567890123456789012345678901
T g S S
| Type | Length |
T T S S e T S

I I
| OSPF specific link attributes (variable) |
I I
+- +

B i T o e e e i i S e R S S e e e e
Figure 17: OSPF specific link attribute fornat
3.6.6. 1S-1S specific link attribute TLV

The 1S-1S specific link attribute TLV is an envel ope t hat
transparently carries optional link properties TLVs advertised by an
IS-1Srouter. The value field contains one or nore optional 1S 1S
link attribute TLVs. An originating router shall use this TLV for
encodi ng information specific to the IS-IS protocol or new IS 1S
extensions for which there is no protocol neutral representation in
the BGP link-state NLRI.

0 1 2 3

01234567890123456789012345678901
B S T S T S i i S s S S S S
[ Type | Lengt h |
B i I S i i S S i S S e

I I
| IS-1S specific link attributes (variable) |
I I
+- +

B T i S S e I  Th s i S S S S S T S S S S
Figure 18: 1S 1S specific link attribute fornmat
3.6.7. Link Area TLV

The Area TLV (Type 64515) carries the Area ID which is assigned on
this link. If alink is present in nore than one Area then severa
occurrences of this TLV may be generated. Since only the OSPF
protocol carries the notion of link specific areas, the Area ID has a
fixed I ength of 4 octets.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S
| Area | D |
B e o i T o S e i T e e e S i s ot o S R TR S

Figure 19: Link Area TLV format
3.7. Node Attributes

The followi ng node attribute TLVs are valid in the Node NLRI:

Fom e - o mm e e e e e e e e e e e e Fom e - +
| Type | Description [ Length |
R S R +
| 229 | Milti Topol ogy [ 2 |
| 65515 | Node Flag Bits [ 1]
| 65516 | OSPF Specific Node Properties | variable |
| 65517 | IS 1S Specific Node Properties | variable |
| 65518 | Node Area ID | variable |
R S . +

Tabl e 5: Node Attribute TLVs
3.7.1. Milti Topol ogy Node TLV

The Multi Topol ogy TLV (Type 229) carries the Multi Topol ogy I D and
topol ogy specific flags for this node. The format of the Milti
Topol ogy TLV is defined in RFC5120, Section 7.1 [RFC5120]. |If the
value in the Miulti Topology TLV is derived from OSPF, then the upper
9 bits of the Multi Topology ID and the O and A bits are set to
0.

0 1 2 3
01234567890123456789012345678901
B T T i I T T o S S S e b S S S
[ Type [ Length |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
|OARR Multi Topology ID |
B s T I i R S e T S e i S R

Figure 20: Multi Topol ogy Node TLV for mat
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3.7.2. Node Flag Bits TLV

The Node Flag Bits TLV (Type 1) carries a bit mask descri bing node
attributes. The value is a bit array of 8 flags, where each bit
represents an MPLS Protocol capability.

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S
| Fl ags [
+o e e e e e e -+

Figure 21: Node Flag Bits TLV fornat

The bits are defined as foll ows:

e I Fommemeeeas +
| Bit | Description | Reference

H-- - - - S Fom e e e e - - +
| O | Overload Bit | [RFC1195] |
| 1 | Attached Bit | [RFCL1195] |
| 2 | External Bit | [RFC2328] |
| 3 | ABRBIt | [RFC2328]

+----- B B +

Table 6: Node Flag Bits Definitions
3.7.3. OSPF Specific Node Properties TLV

The OSPF Specific Node Properties TLV is an envel ope that
transparently carries optional node properties TLVs advertised by an
OSPF router. The value field contains one or nore optional OSPF node
property TLVs, such as the OSPF Router Infornational Capabilities TLV
defined in [ RFC4970], or the OSPF TE Node Capability Descriptor TLV
described in [RFC5073]. An originating router shall use this TLV for
encodi ng i nformation specific to the OSPF protocol or new OSPF
extensions for which there is no protocol neutral representation in
the BGP |link-state NLRI.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S

I I
| OSPF specific node properties (variable) |
I I
+- +

B T i S S e I  Th s i S S S S S T S S S S
Fi gure 22: OSPF specific Node property fornmat
3.7.4. 1S1S Specific Node Properties TLV

The 1S-1S Router Specific Node Properties TLV is an envel ope that
transparently carries optional node specific TLVs advertised by an
IS 1S router. The value field contains one or nore optional |IS-1S
node property TLVs, such as the 1S-1S TE Node Capability Descriptor
TLV described in [RFC5073]. An originating router shall use this TLV
for encoding information specific to the 1S-1S protocol or new IS IS
extensions for which there is no protocol neutral representation in
the BGP |link-state NLRI.

0 1 2 3
012345678901234567890123456789°01
B T T i I T T o S S S e b S S S
| Type | Length |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

I I S-1S specific node properties (variable) I

I+- B T S e i =i S S S B T i S S S +-|+
Figure 23: 1S-1S specific Node property fornat

3.7.5. Area Node TLV

The Area TLV (Type 65518) carries the Area ID which is assigned to
this node. |If a node is present in nore than one Area then severa
occurrences of this TLV may be generated. Since only the IS IS
protocol carries the notion of per-node areas, the Area ID has a
variable length of 1 to 20 octets.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S

I Area I D (variable) I

!I-— B Tl s s s s s i S SO M S T T T T S S S S S S S S S S S +-!|-
Fi gure 24: Area Node TLV fornmat

3.8. Inter-AS Links

The main source of TE information is the 1GP, which is not active on
inter-AS links. In order to inject a non-1GP enabled Iink into the
BGP link-state RIB an inplenentation nust support configuration of
static |inks.

4. Link to Path Aggregation

Distribution of all links available in the global Internet is
certainly possible, however not desirable froma scaling and privacy
poi nt of view Therefore an inplementation may support link to path
aggregation. Rather than advertising all specific |inks of a domain,
an ASBR nmay advertise an "aggregate |ink" between a non-adjacent pair
of nodes. The "aggregate |link" represents the aggregated set of |ink
properties between a pair of non-adjacent nodes. The actual nethods
to conpute the path properties (of bandwidth, nmetric) are outside the
scope of this document. The decision whether to advertise all
specific links or aggregated links is an operator’s policy choice.

To highlight the varying | evels of exposure, the follow ng depl oynent
exanpl es shall be discussed.

4.1. Exanple: No Link Aggregation

Consi der Figure 25. Both AS1 and AS2 operators want to protect their
inter-AS {R1,R3}, {R2, R4} links using RSVP-FRR LSPs. If Rl wants to
conpute its link-protection LSP to R3 it needs to "see" an alternate
path to R3. Therefore the AS2 operator exposes its topology. Al

BGP TE enabl ed routers in AS1 "see" the full topology of AS and
therefore can conpute a backup path. Note that the decision if the
direct Iink between {R3, R4} or the {R4, R5, R3) path is used is nade
by the conputing router

Gedler, et al. Expi res March 24, 2012 [ Page 23]



Internet-Draft Link-State Info Distribution using BG  Septenber 2011

ASL 1 AS2
Rl-------R3
I
I | RS
I | /
R2------- R4

Fi gure 25: no-link-aggregation
4.2. Exanple: ASBR to ASBR Path Aggregation

The brief difference between the "no-link aggregati on" exanple and
this exanple is that no specific link gets exposed. Consider

Figure 26. The only link which gets advertised by AS2 is an
"aggregate" link between R3 and R4. This is enough to tell ASl that
there is a backup path. However the actual |inks being used are

hi dden from the topol ogy.

ASL 1 AS2
Rl------- R3
[
[

[
R2------- R4

Fi gure 26: asbr-Ilink-aggregation
4.3. Exanple: Milti-AS Path Aggregation

Service providers in control of multiple ASes nmay even decide to not
expose their internal inter-AS |inks. Consider Figure 27. Rather
than exposing all specific R3 to R6 links, AS3 is nodeled as a single
node which connects to the border routers of the aggregated domain.
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AS1 : AS2 : AS3
R1------- R3-----
| VRO
| s
R2------- R4-----

Figure 27: multi-as-aggregation

5. | ANA Consi der ati ons

Thi s docunent requests a code point fromthe registry of Address
Fam |y Nunbers

Thi s docunent requests creation of a new registry for node anchor,
link descriptor and link attribute TLVs. The range of Codepoints in
the registry is 0-65535. Values 0-255 will shadow Codepoints of the
| ANA Protocol Registry for 1S-1S, sub-TLV Codepoints for TLV 22.

Val ues 256-65535 will be used for Codepoints that are specific to the
BGP TE NLRI. The registry will be initialized as shown in Table 2
and Table 3. Allocations within the registry will require
docunent ati on of the proposed use of the allocated val ue and approva
by the Designated Expert assigned by the | ESG (see [ RFC5226]).

Note to RFC Editor: this section may be renoved on publication as an
RFC.

6. Manageability Considerations
This section is structured as recomended in [ RFC5706].

6.1. Operational Considerations

6.1.1. Operations

Exi sting BGP operation procedures apply. No new operation procedures
are defined in this docunent.

6.1.2. Installation and Initial Setup

Configuration paraneters defined in Section 6.2.3 SHOULD be
initialized to the follow ng default val ues:
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0 The Link-State NLRI capability is turned off for all neighbors.

o0 The maximumrate at which Link State NLRIs will be adverti sed/
wi t hdrawn from nei ghbors is set to ??2.

6.1.3. Mgration Path
The proposed extension is only activated between BP peers after
capability negotiation. Mreover, the extensions can be turned on/
of f an individual peer basis (see Section 6.2.3), so the extension
can be gradually rolled out in the network.

6.1.4. Requirenents on Other Protocols and Functional Conponents

The protocol extension defined in this docunent does not put new
requi renments on other protocols or functional conponents.

6.1.5. Inpact on Network Operation
Frequency of Link-State NLRI updates could interfere with regular BGP
prefix distribution. A network operator MAY use a dedicated Route-
Refl ector infrastructure to distribute Link-State NLRIs.
Distribution of Link-State NLRIs SHOULD be linmted to a single admn
domai n, which can consist of nmultiple areas within an AS or nmultiple
ASes.

6.1.6. Verifying Correct QOperation

Exi sting BGP procedures apply. |In addition, an inplenmentation SHOULD
al | ow an operator to:

0o List neighbors with whomthe Speaker is exchangi ng Link-State
NLRI s

6.2. Managenent Considerations
6.2.1. Managenent |nformation
6.2.2. Fault Managenent
TBD.
6.2.3. Configurati on Managenent
An i npl enentation SHOULD al |l ow the operator to specify neighbors to

which Link-State NLRIs will be advertised and from which Link-State
NLRIs will be accepted.
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An i nmpl enentation SHOULD al |l ow the operator to specify the maxi num
rate at which Link State NLRIs will be advertised/w thdrawn from
nei ghbors

An i npl enentation SHOULD al |l ow the operator to specify the maxi num
rate at which Link State NLRIs will be accepted from nei ghbors

An i nmpl enentation SHOULD al |l ow the operator to specify the maxi num
number of Link State NLRIs stored in router’s RIB.

An i npl enentation SHOULD al |l ow the operator to create abstracted
topol ogi es that are advertised to neighbors; Create different
abstractions for different neighbors.

6.2.4. Accounting Managenent
Not Appl i cable.

6.2.5. Performance Managenent
An i nmpl enentati on SHOULD provide the foll owi ng statistics:
0 Total nunber of Link-State NLRI updates sent/received
o Number of Link-State NLRI updates sent/received, per neighbor
0 Nunber of errored received Link-State NLRI updates, per nei ghbor
0 Total nunber of locally originated Link-State NLRIs

6.2.6. Security Managenent

An operator SHOULD define ACLs to limt inbound updates as foll ows:

o Drop all updates from Consuner peers

7. Security Considerations

Procedures and protocol extensions defined in this docunent do not
af fect the BGP security nodel.

A BGP Speaker SHOULD NOT accept updates from a Consumer peer.

An operator SHOULD enpl oy a nmechanismto protect a BGP Speaker
agai nst DDCS attacks from Consuners.
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1. Introduction

As per BGP specification [RFC4271], when a router receives a BGP
path, BGP must qualify it as the valid candidate prior to the BGP
bestpath selection using the ’'Route Resolvability Condition’
(section#9.1.2.1 of RFC4271]. After the path gets qualified as the
bestpath candidate, it becomes eligible to be the bestpath, and may
get advertised out to the neigbhor(s), if it became the bestpath.

However, in BGP networks that utilize data plane protocol other than
IP, such as MPLS [RFC3031] etc. to forward the received traffic
towards the next-hop, the above qualification condition may not be
sufficient. In fact, this may expose the BGP networks to experience
traffic blackholing i.e. traffic loss, due to malfunctioning of the
chosen data plane protocol to the next-hop. This is explained
further in the Appendix section.

This document defines further granularity to the "Route
Resolvability Condition" by (a) resolving the BGP next-hop
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reachability in the forwarding database of a particular data plane
protocol, and (b) optionally including the BGP next-hop "path
availability" check.

The goal is to enable BGP to select the bestpaths based on whether
or not the corresponding nexthop can be resolved in the valid data
plane.

2. Specification Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT",
"SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [RFC2119].

3. Route Resolvability Condition - Modification

This document proposes two amendments to ’"Route Resolvability
Condition’, which is defined in RFC4271, in consideration for a
particular data plane protocol:

1) The next-hop reachability (check) SHOULD be resolved in a
forwarding database of a particular data plane protocol.

For example, i1if a BGP IPv4/v6 or VPNv4/v6 path wants to use
MPLS data plane to the next-hop, as determined by the policy,
then the BGP ’'next-hop reachability’ should be resolved using
the MPLS forwarding database. In another example, if BGP path
wants to use the IP data plane to the next-hop, as determined
by the policy, then BGP ’'next-hop reachability’ should be
resolved using the IP forwarding database. The latter example
relates to MPLS-in-IP encapsulation techniques such as
[RFC4817], [RFC4023] etc.

The selection of particular data plane is a matter of a policy, and
is outside the scope of this document. It is envisioned that the
policy would exist for either per-neighbor or per-SAFI or both. A
dynamic signaling such as BGP encapsulation SAFI (or tunnel encap
attribute) [RFC5512] may be used to convey the data plane protocol
chosen by the policy.

This check is about confirming the availability of the wvalid

forwarding entry for the next-hop in the forwarding database of the
chosen data plane protocol.
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2) The ’'path availability’ check for the BGP next-hop MAY be
performed. This criterion checks for the functional data plane
path to the next-hop in a particular data plane protocol.

The path availability check may be performed by any of the OAM data-
plane liveness mechanisms associated with the data plane that is
used to reach the Next Hop. The data plane protocol for this
criterion MUST be the same as the one selected by the previous
criterion (#1).

The mechanism(s) to perform the "path availability" check and the
selection of particular data plane are a matter of a policy and
outside the scope of this document.

For example, if a BGP VPNv4 path wants to use the MPLS as the
data plane protocol to the next-hop, then MPLS path
availability to the next-hop should be evaluated i.e. liveness
of MPLS LSP to the next-hop should be validated.

This check is about confirming the availability of functioning path
to the next-hop. Note that it is not necessary to trigger the data-
plane liveness mechanism for a given next-hop as a consequence of
this check, though it may be an option. Another option is to do it a
priori. The selection of a particular option is deemed deployment
specific and outside the scope of this document.

4. Conclusions

Both amendments discussed in section 2 provide further clarity and
granularity to help the BGP speaker to either continue to advertise
a BGP path’s reachability or withdraw the BGP path’s reachability,
based on the consideration for the path’s next-hop reachability
and/or availability in a particular data plane.

It is not expected that the proposed amendments would negatively
impact BGP convergence, barring any implementation specifics.

The intention of this document is to help operators to build BGP
networks that can avoid self-blackholing.
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5. Security Considerations

While this draft doesn’t impose any additional security constraints,
it can help with mitigating one particular type of routing attack in
which a BGP speaker could receive routes with an arbitrary next-hop.
If the next-hop is not reachable, then those routes/paths would not

get selected.

6. IANA Considerations
None.
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8. Appendix
8.1. Problem Applicability

In IP networks using BGP, a router would continue to attract traffic
by advertising the BGP prefix reachability to neighbor(s) as long as
the router had a route to the next-hop in its routing table, but
independent of whether the router has a functional forwarding path
to the next-hop. This may cause the forwarded traffic to be dropped
inside the IP network.

In MPLS or MPLS VPN networks [RFC4364], the same problem is observed
if the functional MPLS LSP to the next-hop is not available (due to

the forwarding path error on any node along the path to the next-
hop) .

The following MPLS/VPN topology clarifies the problem -
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<-eBGP/IGP—> <——————-— MP-BGP—————— > <-eBGP/IGP->
CEl"~"~~~777~ PE1"""MPLS Network™ " "PE2""""7777 CE2™"
======PE1-PE2 LSP==> ~
a.b.c.d

Figure 1 MPLS VPN Network

In the network illustrated in Figure 1, the PEl to PE2 LSP may be
non-functional due to any reason such as corrupted MPLS Forwarding
Table entry, or the missing MPLS Forwarding table entry, or LDP
binding defect, or down LDP session between the P routers (with
independent label distribution control) etc. In such a situation, it
is clear that the CE1->CE2 traffic inserted into the MPLS network by
PE1l will get dropped inside the MPLS network.

It is undesirable to have PEl continue to convey to the CEl router
that PEl (and the MPLS network) is still the next-hop for the remote
VPN reachability, without being sure of the corresponding LSP
health.

8.1.1. Multi-Homed VPN Site

If the remote VPN site is dual-homed to both PE2 and PE3, then PEl
may learn two VPNv4 paths to the prefix a.b.c.d. via PE2 and PE3
routers, as shown below in Figure 2. PEl may select the bestpath for
the prefix a.b.c.d via PE2 (say, for which the PE1->PE2 LSP is mal-
functioning) and advertise that bestpath to CEl in the context of

figure 2.
<m————— MP-BGP—————— >
CEl"~"~~~777~ PE1"""MPLS Network™ " "PE2""""7"777 CE2™"
\ / ~
\"TrrrrToes PE3"" """ / ~

Figure 2 MPLS VPN Network - CE2 Dual-Homing
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This causes CEl to likely send the traffic destined to prefix
a.b.c.d to the PEl router, which forwards the traffic over the
malfunctioning LSP to PE2. It is clear that this MPLS encapsulated
VPN traffic ends up getting dropped or blackholed somewhere inside
the MPLS network.

It is desirable to force PEl to select an alternate bestpath via
that next-hop (such as PE3), whose LSP is correctly functioning.

8.1.2. Single-Homed VPN Site with Site-to-Site Backup Connectivity

The local VPN site may have a backup/dial-up link available at the
CE router, but the backup link will not even be activated as long as
the CE’s routing table continues to point to the PE router as the
next—-hop (over the MPLS/VPN network) .

<—————= MP-BGP—————— >
CEl~~"~~~~~7~ PE1~""MPLS Network ™~ "PE2""""7"777 CE2™~
\ / ~
A backup path™ """~ 7777777~ / ~

a.b.c.d

Figure 3 MPLS VPN Network - CE1-CE2 Backup connection

Unless PE2 withdraws the route via the routing protocol used on the
PE-CE link, CEl will not be able to activate the backup link
(barring any tracking functionality) to the remote VPN site.

In summary, if PE1l could appropriately qualify the BGP VPNv4
bestpath, then the VPN traffic outage could likely be avoided. Even
if the VPN site was not multi-homed, it is desirable to force PEl to
withdraw the path from CEl to improve the CE-to-CE convergence. This
document proposes a mechanism to achieve the optimal BGP behavior at
PE.
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8.1.3. 6PE or 6VPE
This problem is very much applicable to the MPLS network that is

providing either 6PE [RFC4978] or 6VPE [RFC4659] service to
transport IPv6 packets over the MPLS network.
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Abstract

According to the base BGP specification, a BGP speaker that receives
an UPDATE nessage containing a nmalformed attribute is required to
reset the session over which the offending attribute was received.
Thi s behavior is undesirable as a session reset would inpact not only
routes with the offending attribute, but also other valid routes
exchanged over the session. This docunent partially revises the
error handling for UPDATE nessages, and provi des guidelines for the
aut hors of documents defining new optional attributes. Finally, it
revises the error handling procedures for several existing
attributes.
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Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

1. Introduction

According to the base BGP specification [ RFC4271], a BGP speaker that
recei ves an UPDATE nessage containing a nmal forned attribute is
required to reset the session over which the offending attribute was
received. This behavior is undesirable as a session reset would

i mpact not only routes with the offending attribute, but also other
val id routes exchanged over the session. In the case of optiona
transitive attributes, the behavior is especially troubl esonre and nmay
present a potential security vulnerability. The reason is that such
attributes may have been propagated w thout being checked by
intermedi ate routers that do not recognize the attributes -- in
effect the attribute may have been tunnel ed, and when they do reach a
router that recognizes and checks them the session that is reset may
not be associated with the router that is at fault.

The goal for revising the error handling for UPDATE nessages is to
mnimze the inpact on routing by a mal formed UPDATE nessage, while
mai nt ai ni ng protocol correctness to the extent possible. This can be
achi eved | argely by maintaining the established session and keepi ng
the valid routes exchanged, but renoving the routes carried in the
mal f or med UPDATE fromthe routing system

This docunment partially revises the error handling for UPDATE
messages, and provides guidelines for the authors of docunents
defining new optional attributes. Finally, it revises the error
handl i ng procedures for several existing attributes. Specifically,
the error handling procedures of [RFC4271], [RFC1997], and [ RFC4360]
are revised.
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1.1. Specification of Requirements

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Revision to Base Specification

The first paragraph of Section 6.3 of [RFC4271] is revised as
fol | ows:

ad Text:

Al'l errors detected while processing the UPDATE nessage MJST be

i ndi cated by sendi ng the NOTI FI CATI ON nessage with the Error Code
UPDATE Message Error. The error subcode el aborates on the specific
nature of the error.

New t ext:

An error detected while processing the UPDATE nmessage for which a
session reset is specified MIST be indicated by sending the

NOTI FI CATI ON nessage with the Error Code UPDATE Message Error.
The error subcode el aborates on the specific nature of the error.

The error handling of the foll owi ng case described in Section 6.3 of
[ RFC4271] remai ns unchanged:

If the Wthdrawn Routes Length or Total Attribute Length

is too large (i.e., if Wthdrawn Routes Length + Total Attribute
Length + 23 exceeds the nmessage Length), then the Error Subcode
MUST be set to Malforned Attribute List.

The error handling of the followi ng case described in Section 6.3 of
[ RFC4271] is revised

If any recognized attribute has Attribute Flags that conflict with
the Attribute Type Code, then the Error Subcode MJST be set to
Attribute Flags Error. The Data field MJST contain the erroneous
attribute (type, length, and val ue).

as foll ows:
If any attribute has Attribute Flags that conflict with the
Attribute Type Code, then the error SHOULD be | ogged, and the

Attribute Flags MIST be reset to the correct value. The UPDATE
message MJST continue to be processed.
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The error handling of all other cases described in Section 6.3 of
[ RFC4271] that specify a session reset is revised as foll ows.

When a path attribute in an UPDATE nessage is determ ned to be
mal f or med, the UPDATE nessage containing that attribute MJST be
treated as though all contained routes had been withdrawn just as if
they had been listed in the WTHDRAWN ROUTES field (or in the
MP_UNREACH NLRI attribute [RFCA760bis] if appropriate) of the UPDATE
message, thus causing themto be renmoved fromthe Adj-RIB-1n
according to the procedures of [RFC4271]. |In the case of an
attribute which has no effect on route selection or installation, the
mal formed attribute MAY instead be discarded and t he UPDATE nessage
continue to be processed. For the sake of brevity, the former
approach is ternmed "treat-as-withdraw', and the latter as "attribute
di scard".

The approach of "treat-as-wi thdraw' MJST be used for the error
handl i ng of the cases described in Section 6.3 of [RFC4271] that
specify a session reset and involve any of the follow ng attributes:
ORIGA N, AS_PATH, NEXT_HOP, MJULTI_EXI T DI SC, and LOCAL_PREF.

The approach of "attribute discard®" MJST be used for the error
handl i ng of the cases described in Section 6.3 of [RFC4271] that
specify a session reset and involve any of the follow ng attributes:
ATOM C_AGCREGATE and AGGREGATOR

When multiple mal formed attributes exist in an UPDATE nmessage, if the
same approach (either "treat-as-withdraw' or "attribute discard") is
specified for the handling of these malforned attributes, then the
speci fi ed approach MJUST be used. Ot herw se "treat-as-w thdraw' MJST
be used.

A docunent which specifies a new attri bute MJST provide specifics
regardi ng what constitutes an error for that attribute and how t hat
error is to be handl ed.

Finally, we observe that in order to use the approach of "treat-as-
withdraw', the entire NLRI field and/or MP_REACH and MP_UNREACH

[ RFCA760bi s] attributes need to be successfully parsed. If this is
not possible, the procedures of [RFC4271] continue to apply.
Alternatively the error handling procedures specified in [ RFC4760bi s]
for disabling a particular AFI/SAFI MAY be foll owed.
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3. Parsing of NLRI Fields

To facilitate the determnation of the NLRI field in an UPDATE with a
mal formed attribute, the MP_REACH or MP_UNREACH attribute (if

present) SHOULD be encoded as the very first path attribute in an
UPDATE as recommended by [ RFC4760bis]. An inplenentation, however,
MUST still be prepared to receive these fields in any position

If the encoding of [RFC4271] is used, the NLRI field for the |IPv4d

uni cast address famly is carried imediately following all the
attributes in an UPDATE. Wen such an UPDATE is received, we observe
that the NLRI field can be determ ned using the "Message Length"
"Wthdrawmn Route Length" and "Total Attribute Length" (when they are
consistent) carried in the message instead of relying on the length
of individual attributes in the nessage.

4. Operational Considerations

Al 't hough the "treat-as-w thdraw' error-handling behavior defined in
Section 2 makes every effort to preserve BGP's correctness, we note
that if an UPDATE received on an | BGP session is subjected to this
treatment, inconsistent routing within the affected Autononous System
may result. The consequences of inconsistent routing can include

I ong-1ived forwarding | oops and black holes. While lamentable, this
issue is expected to be rare in practice, and nore inportantly is
seen as less problematic than the session-reset behavior it replaces.

Wien a nmal forned attribute is indeed detected over an | BGP session

we reconmmend that routes with the malforned attribute be identified
and traced back to the ingress router in the network where the routes
were sourced or received externally, and then a filter be applied on
the ingress router to prevent the routes from being sourced or
received. This will help maintain routing consistency in the

net wor k.

Even if inconsistent routing does not arise, the "treat-as-wthdraw'
behavi or can cause either conplete unreachability or sub-optinal
routing for the destinations whose routes are carried in the affected
UPDATE nessage.

Note that "treat-as-withdraw' is different fromdi scardi ng an UPDATE
nmessage. The latter violates the basic BGP principle of increnental
update, and could cause invalid routes to be kept. (See also

Appendi x A.)

For any nal forned attribute which is handled by the "attribute
di scard" instead of the "treat-as-w thdraw' approach, it is critica
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to consider the potential inpact of doing so. |In particular, if the
attribute in question has or may have an effect on route selection or
installation, the presunption is that discarding it is unsafe, unless
careful analysis proves otherwi se. The analysis should take into
account the tradeoff between preserving connectivity and potenti al
side effects.

Because of these potential issues, a BGP speaker MJIST provide
debugging facilities to permt issues caused by a malforned attribute
to be diagnosed. At a mninum such facilities MJST include | ogging
an error listing the NLRI involved, and containing the entire
mal f or red UPDATE nessage when such an attribute is detected. The

mal f or med UPDATE nessage SHOULD be anal yzed, and the root cause
SHOULD be i nvesti gat ed.

5. Error Handling Procedures for Existing Optional Attributes

5.1. AGGREGATCR
The error handling of [RFC4271] is revised as follows:

The AGGREGATOR attribute SHALL be considered nal formed if any of the
followi ng applies:

o Its length is not 6 (when the "4-octet AS nunber capability” is
not advertised to, or not received fromthe peer [RFC4893]).

o Its length is not 8 (when the "4-octet AS nunber capability" is
both advertised to, and received fromthe peer).

An UPDATE message with a mal formed AGGREGATOR attribute SHALL be
handl ed using the approach of "attribute discard”

5.2. Community
The error handling of [RFC1997] is revised as follows:

The Conmunity attribute SHALL be considered nmalfornmed if its length
is not a nonzero nmultiple of 4.

An UPDATE nessage with a nmalformed Conmunity attribute SHALL be
handl ed usi ng the approach of "treat-as-wthdraw'
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5.3. Extended Comunity
The error handling of [RFC4360] is revised as follows:

The Extended Community attribute SHALL be considered nalforned if its
length is not a nonzero nultiple of 8.

An UPDATE nessage with a nal fornmed Extended Community attribute SHALL
be handl ed usi ng the approach of "treat-as-wthdraw'

Note that a BGP speaker MJST NOT treat an unrecogni zed Extended
Conmuni ty Type or Sub-Type as an error

6. | ANA Consi derati ons

Thi s docunent nakes no request of | ANA

7. Security Considerations

This specification addresses the vulnerability of a BGP speaker to a
potential attack whereby a distant attacker can generate a nal f or med
optional transitive attribute that is not recognized by intervening
routers (which thus propagate the attribute unchecked) but that
causes session resets when it reaches routers that do recogni ze the
given attribute type.

In other respects, this specification does not change BGP' s security
characteristics.
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Appendi x A, Way not di scard UPDATE nessages?

wor k in progress,

A commonly asked question is "why not sinply discard the UPDATE
message instead of treating it like a withdraw? Isn't that safer and
easier?" The answer is that it mght be easier, but it would

conmprom se BG” s correctness so i s unsafe.

Consi der the foll ow ng

exanpl e of what m ght happen if UPDATE nessages carryi ng bad

attributes were sinply discarded:

AS1 ---- AS2
\ /
\ /
\
AS3

0 AS1 prefers to reach AS3 directly, and advertises its route to

AS2.
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0 AS2 prefers to reach AS3 directly, and advertises its route to
AS1.

0 Connections AS3-AS1 and AS3-AS2 fail sinmultaneously.

0 AS1 switches to prefer AS2's route, and sends an update nessage
whi ch includes a withdraw of its previous announcenent. The
withdraw i s bundl ed with sone advertisenents. It includes a bad
attribute. As a result, AS2 ignores the nmessage.

0 AS2 switches to prefer ASl's route, and sends an update nessage
whi ch includes a withdraw of its previous announcenent. The
withdraw i s bundl ed with sone advertisenents. It includes a bad
attribute. As a result, ASl ignores the nessage.

The end result is that ASl1 forwards traffic for AS3 towards AS2, and
AS2 forwards traffic for AS3 towards AS1. This is a permanent (until
corrected) forwarding | oop.

Al t hough the exanpl e above di scusses route w thdraws, we observe that
in BGP the announcenent of a route also withdraws the route
previously advertised. The inplicit withdraw can be converted into a
real withdraw in a nunber of ways; for exanple, the previously-
announced route m ght have been accepted by policy, but the new
announcenent mnight be rejected by policy. For this reason, the sane
concerns apply even if explicit withdraws are renoved from

consi der ati on.
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Abst ract

Thi s docunment describes a sinple procedure that allows "l egacy" BGP
speakers to exchange route target nmenbership information in BGP

wi t hout using nmechani sns specified in RFC 4684. The intention of the
proposed technique is to help in partial deploynent scenarios and is
not neant to replace RFC 4684.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
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Mohapatra, et al. Expi res Septenber 3, 2011 [ Page 1]



Internet-Draft |l egacy PE RT Filtering March 2011

the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

1.

3.

3.

I nt roducti on

[ RFC4684], "Constrained Route Distribution for Border Gateway
Protocol/ MiltiProtocol Label Switching (BG/ MPLS) |nternet Protoco
(IP) Virtual Private Networks (VPNs)" provides a powerful and genera
means for BGP speakers to exchange and propagate Route Target
reachability information and constrain VPN route distribution to
achi eve high scale. However, it requires that all the BGP speakers
in the network are upgraded to support this functionality. For
exanple, in a network with route reflectors (RR), if one PE client in
the cluster doesn't support constrained distribution, the cluster
degenerates into storing and processing all the VPN routes. The
route reflectors need to request and store all the network routes
since they do not receive route target menbership information from
the legacy PEs. The RRwill also generate all those routes to the

| egacy PEs and the legacy PEs will end up filtering the routes and
store the subset of VPN routes that are of interest.

Thi s docunent specifies a mechanismfor such | egacy PE devices using
exi sting configuration and tool set to provide simlar benefits as
[RFC4684]. At the same time, it is backward-conpatible with the
procedures defined in [RFC4684]. It also allows graceful upgrade of
the | egacy router to be [ RFC4684] capabl e.

1. Requirenents Language
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Basi c | dea
The basic idea is to make use of VPN unicast route exchange fromthe
| egacy PEs to a new BGP speaker (e.g. an RR) to signal RT nenbership.
The | egacy PEs announce a set of "special" routes with mapped RTs to
the RR along with a standard comunity (defined in this docunment).
The presence of the community triggers the RRto extract the RTs and
build RT nmenbership information

Detai | ed Operation
1. Legacy PE Behavi or

The following sinple steps are perforned on the | egacy PE devi ce:
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0 Collect the "inport route targets" of all the configured customer
VRFs. Let’s call this set 'IRTS

0 Create a special "route-filter VRF" with a route distinguisher(RD)
that's configured with the sane val ue across the network for al
| egacy PE devices. Note: the equival ence of the RD value is for
optinization - the operator may choose to use different val ues.

o Oiginate one or nore routes in this VRF and attach a subset of
"IRTS as "translated route-target extended comunities" with each
route so as to evenly distribute the RTs (and to nake sure they
can fit into one BGP UPDATE nessage). Collectively, the union of
the "translated route-target extended conmunities" of all these
routes is equal to the set "IRTS . The translated RTs are
attached as export route-targets for the routes originated in the
route-filter VRF.

0 The translation of the IRTs is necessary in order to refrain from
inmporting "route-filter" VRF routes into VPN VRFs that woul d
import the same route-targets. The translation of the IRTS is
done as follows. For a given IRT, the equivalent translated RT
(TRT) is constructed by neans of swapping the value of the high-
order octet of the Type field for the IRT (as defined in
[ RFC4360] ) .
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0 1 0 1
01234567890123145 0123456789012345
B i S S S i i T S N S B i S S S i i T S N S
[ 0x00 [ 0x02 [ [ 0x01 [ 0x02 [
T e s s i i o S Lt S o i R S SR o
| 2B AS | | 2B AS => | P(hi gh) [
e T i i T e e e e e E t ks o b i S R R SR R e
| Local Admi n( high) | | Local Admi n(high) => 1P(low)
Bl o ks ks st S S S i S R S e Bl o ks ks st S S S i S R S e
| Local Admi n(l ow) [ | Local Admin(low) => Local Admin
T e s i i o e S S EE tE C e S ok ik I S SR o
0 1 0 1
01234567890123145 01234567890123145
B i S S S i i T S N S B i S S S i i T S N S
[ 0x01 [ 0x02 [ [ 0x02 [ 0x02 [
T e s s i i o S Lt S o i R S SR o
| 1 P(hi gh) [ | 1 P(hi gh) => 4B AS(hi gh) [
e R E E e e o s i S o e e o o ik I S R o
[ 1 P(1 ow) [ [ 1P(low) => 4B AS(I ow) [
Bl o ks ks st S S S i S R S e Bl o ks ks st S S S i S R S e
| Local Admin [ | Local Admin => Local Admin [
T e i i e e S S EE r et E e S ok ik I S SR
0 1 0 1
0123456789012345 01234567890123145
B i S S S i i T S N S B i S S S i i T S N S
[ 0x02 [ 0x02 [ [ 0x00 [ 0x02 [
T e s s i i o S Lt S o i R S SR o
| 4B AS( hi gh) [ | 4B AS(high) => 2B AS [
T T e i o o o e i i o S S R SR R e
| 4B AS(1 ow) | | 4B AS(1 ow) => Local Adm n(high)]|
Bl o ks ks st S S S i S R S e Bl o ks ks st S S S i S R S e
| Local Admin [ | Local Admin => Local Adm n(low)|
R e s s s i o e S R EE t et e S ok ik I S SR

As an exanple, if I RT R= 65500:12244( hex: 0x0002ffdc00002f d4),

equi val ent route-filter TRT: 255.220.0.0: 12244( hex:
0x0102f f dc00002fd4). One shortconmi ng of the translation mechani sm
is a possible collision between IRTs and TRTs if the network has
been configured with RTs of nultiple higher order octet types
(2-byte AS, I P address, and 4-byte AS). It is expected that such
a configuration is rare in practice.

0 As an alternative to the translation of the IRTS, the subset of
the "I RTS can be attached as-is (wi thout swapping the type field
as described earlier) as "export route-target extended
communities" with each route so as to evenly distribute the RTs
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3.

3.

(and to make sure they can fit into one BGP UPDATE nessage). In
this case, the I RT subsets can be attached in outbound policy to
avoid the route-filter VRFs frombeing inported into VPN VRFs.
Also in this case, the route-filter VRF routes nust be tagged with
a different special community (fromthat associated with the
transl ated RTs) as described in Section 4 so that the receiving
BGP speaker can distinguish the two cases

0 The routes are nmarked with NO ADVERTI SE and NO _EXPORT wel | - known
communities as well as the appropriate new community that's
defined in this document Section 4. Note that there is no
specific provision made to disallow configuration of subsequent
route policies that can potentially alter the set of comunities
attached to "route-filter" VRF routes. The protocol behavior in
such a case is undefined and the use of those policy statenents is
di scour aged.

2. RR behavi or

Upon receiving the "route-filter" routes, the BGP speaker does its

usual processing to store themin its local RIB. It recognizes them
as route-filter routes based on the association of the new standard
community as defined in this docunment. |If required (as indicated by

the conmunity value), it translates the attached route-target
extended communities (TRT) to equivalent inport route-targets (IRT).
Finally it creates the route-target filter list for each | egacy
client by collecting the entire set of route targets. Fromthis
poi nt onwards, the behavior is simlar to that defined in [ RFC4684].
The RR does not propagate the routes further because of their

associ ation with NO ADVERTI SE community. Also the VPN EoR that is
sent by the | egacy PE should also be used as an indication that the
| egacy PE is done sending the route-filter information as per the
procedures defined in [ RFC4684] for inplenenting a EoR nmechanismto
signal the conpletion of initial RT nmenbership exchange.

2.1. Cenerating Route Target Menbership NLRIs for the | egacy PE
clients

The RR MAY also translate the recei ved extended conmunities from

| egacy clients into route target nenbership NLRIs as if it had
received those NLRIs fromthe client itself. This is useful for
further propagation of the NLRIs to rest of the network to create RT
menber ship fl oodi ng graph. Wen the route filter routes are received
with same RD (fromall |egacy PE speakers), processing of the paths
to generate equival ent NLRIs becones fairly easy.
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4.

ROUTE_FI LTER communi ty

This meno defines four BGP communities that are attached to BGP
UPDATE nessages at the | egacy PE devices and processed by the route
refl ectors as defined above. They are as foll ows:

RTs are attached as-is for VPNv4
route filtering

ROUTE_FI LTER v4

Ffé are attached as-is for VPNv6
route filtering

ROUTE_FI LTER v6

f;énslated RTs are attached for
VPNv4 route filtering

ROUTE_FI LTER TRANSLATED v4

T}énslated RTs are attached for
VPNv6 route filtering

ROUTE_FI LTER TRANSLATED v6

In the absence of (or lack of support of) AF specific comunities
(ROUTE_FI LTER v6, ROUTE_FI LTER TRANSLATED v6), the ROUTE FILTER v4 or
ROUTE_FI LTER_TRANSLATED v4 MAY be treated by an inplementation as a
default VPN route-filter community to build a conbination VPN filter
for all VPN AFs (VPNv4, VPNv6) present on the RR  This is in
accordance with the procedures in [RFC4684] to build conbination
route-filters for VPN AFs and AF specific route-filters defined in
[I-D. keyur-bgp-af-specific-rt-constrain]. |If this is the case, then
subsequent receipt of any "route-filter" routes with AF specific
communities (ROUTE_FILTER v6, ROUTE_FILTER TRANSLATED v6) wil |
override the default filters sent with ROUTE FILTER v4 or
ROUTE_FI LTER TRANSLATED v4 for the VPNv6 AFlI when support for the AF
specific communities exists.

Depl oynment Consi der ati ons

When both the | egacy PE and the RR support extended community based
Qut bound Route Filtering as in
[I1-D.draft-chen-bgp-ext-comunity-orf-00] this nmay be used as a
alternate solution for the | egacy PE to signal RT nenbership
information, in order to realize the sane benefits as [ RFC4684].

Al so extended community ORF can be used anongst the RRs in |lieu of
[ RFC4A684] to realize simlar benefits.
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1. Introduction

In certain scenarios, a BGP speaker may mmintain forwarding in spite
of BGP session termination. Currently all routing state | earned

bet ween two speakers is flushed upon either nornmal or abnornal
session ternmination. There are techniques that are useful for

mai nt ai ni ng routi ng when a session abnormally terminates i.e BCR

G aceful RestartR ( RFC 4724 ) or normal termination such as
increasing tinmers but they do not change the fundamental problem
The techni que of BGP persistence works effectively as long as the
expectation is that there is a decoupling of session viability and
the correct service delivery, and the delivery uses the routing state
| earned over that session. This docunment proposes a nodification to
BGP' s behavi or by enabling persistence of BGP | earned routing state
in spite of normal or abnormal session term nation

1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2. Communities

This meno defines three new communities that are used to identify the
capability of a path to persist and whether or not that path is live
or stale.

2.1. PERSIST

This meno defines a new transitive BGP community, PERSIST, with val ue
TBD (to be assigned by ANA). Attaching of the PERSI ST conmunity
SHOULD be controlled by configuration. Attaching the PERSI ST
community indicates that the peer should maintain forwarding in the
case of a session failure. The functionality SHOULD default to being
di sabl ed.

2.2. DO_NOT_PERSI ST
This meno defines a new transitive BGP comunity, DO NOT_PERSI ST,
with value TBD (to be assigned by I ANA). Attaching of the
DO NOT_PERSI ST comunity SHOULD be controlled by configuration. The
functionality SHOULD default to being disabl ed.

2.3. STALE
This meno defines a new transitive BGP comunity, STALE, with val ue

TBD (to be assigned by 1 ANA). Attaching of the STALE conmunity is
limted to a path that currently has the PERSI ST conmmunity attached
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3.

3.

Configuration (Persistence Tinmer, PERSIST and DO _NOT_PERSI ST
Conmuni ty)

Persi stence nust be configured on a per session basis. A speaker
configures the ability to persist independently of it’'s peer. There
is no negotiation between the peers. A timer nust be configured
indicating the tine to persist stale state froma peer where the
session is no longer viable. This timer is designated as the
persist-tinmer. A speaker nust also attach persistence conmunity
value indicating if a path to a route should persist.

1. Settings for Different Applications

The setting of the persist-tiner should be based upon the field of
use. BGP is used in a many different applications that each bring a
uni que requirenment for retaining state. The following is not neant
as a conprehensive listing but to suggest tinmer settings for a subset
of AFI/ SAFI s.

L2VPN This AFI/SAFI requires the exchange of routing state in order
to establish PW to realize a VPLS VPN, or a VPWs5 PW This AFIl/
SAFlI does not require exchange of routing state with a custoner
and there is no eBGP session established. The persist-tiner
shoul d be set to a large value on the order of days to infinity.

L3VPN This AFI/SAFI requires the exchange of routing state to create
a private VPN. This AFI/SAFI requires exchange of state with
custoners via eBGP and is dynanic. The SP needs to consider the
possibility that stale state nmay not reflect the latest route
updates and therefore may be incorrect fromthe customner
perspective. The persist-tiner should be set to a |large val ue on
the order of hours to a few days. this is built upon the notion
some incorrectness is preferable to a | arge outage.
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Qper ati on

Assum ng a session failure has occurred a BGP persistent router nust
retain local forwarding state for those paths that are Persistent/
Stal e and propagate paths to downstream speakers that indicate that a
given path is now stale.

Attaching the STALE Conmunity Val ue and Propagation of Paths
The follow ng rul es nust be foll owed.

o ldentify paths |learned over a failed session that have the PERSI ST
capabl e community val ue attached.

o For those paths attach the STALE conmunity val ue and propagate to
al | peers.

o For those paths |learned over the failed session that do not have
PERSI ST capabl e community value or are marked with the
DO _NOT_PERSI ST comunity follow BGP rul es and generate w thdrawal s
to all peers for those paths.

For war di ng
The followi ng rules nust be followed to ensure valid forwarding:

o Al forwarding state nust be retained i.e | abels for BGP | abel ed
uni cast .

o Forwarding nust ensure that the Next Hop to a "stale" route is
vi abl e.

0o Forwarding to a "stale" route is only used if there are no ot her
paths available to that route. |In other words an active path
al ways wi ns regardl ess of path selection. "Stale" state is always
considered to be | ess preferred when conpared with an active path.

0 Forwardi ng should be retained through an advertisement. Wen the
session is re-established forwardi ng should only change if the new
state is either different or better in ternms of path selection. A
make before break strategy shoul d be enpl oyed.

0 Stale state may be retained indefinitely or may be programed to
expire via configuration.

0 The Receiving Speaker MJST replace the stale routes by the routing

updat es received fromthe peer. Once the End-of-RI B marker for an
address fanmly is received fromthe peer, it MJST i nmediately
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remove any paths fromthe peer that are still marked as stale for
that address famly.

0o There is no restriction on whether the session is internal or
external .

4.3. Exanpl e Behavi our
Upon session establishment a speaker S2 may receive paths from S1
that are marked with PERSI ST, DO NOT_PERSI ST or neither. Assune S2
is also peered with a downstream speaker S3.. |nplenentations MJST
follow the specifications outlined bel ow for.
Upon recognition of the failure to S1, S2 will identify paths that
had been nmarked with PERSI ST, DO NOT_PERSI ST or neither |earned from
S1. S2 MJST inplenment the follow ng behavior:

if ( P1Lis tagged with PERSI ST ) {

Ret ai n Forwar di ng
Attach the STALE Conmunity to all paths that were marked with PERSI ST
Advertise STALE paths to all peers including S3

}

else ( P1 is marked with DO NOT_PERSI ST || not marked )

Tear down the forwarding structure for P1
Fol l ow normal BGP rules i.e Best path, w thdrawal etc.

fi

Utaro, et al. Expires April 22, 2012 [ Page 8]



Internet-Draft BGP Persi stence Cct ober 2011
5. Depl oynent Consi derations

BGP Persistence as described in this docunent is useful within a
singl e aut ononobus system or across autononpbus systens.

Utaro, et al. Expires April 22, 2012 [ Page 9]



Internet-Draft BGP Persi stence Cct ober 2011

6. Applications

This technique may be useful in a wide array of applications where
routing state is either fairly static or, the state is localized
within a routing context. Sone applications that conme immediately to
mnd are L2 and L3 VPN

6.1. Persistence in L2VPN (VPLS/ VPW5)

VPLS/ VPW5 VPNs use BGP to exchange routing state between two PEs.
This exchange allows for the creation of a PWw thin a VPN context
bet ween those PEs. By definition, L2VPN does not exchange any
routing state with custonmers via BGP. BCGP persistence is very usefu
here as the state is quite constant. The only tine state is
exchanged is when a PWendpoint is provisioned, deleted or when a
speaker reboots.

Referring to Figure 1, PEl and PE2 have advertised BGP routing state
in order to create PW between PEl and PE2. The RRs are only
responsible to reflect this state between the PEs. The use of a

uni que RD makes every path unique fromthe RRs perspective.

Assunme that the both RR experience catastrophic failure.
Case 1 - Al BCGP speakers are persistent capable.

The PWs created between PE1 and PE2 persist. Forwarding
uni nt errupt ed.

Case 2 - PE1 and the RRs are persistent capable, PE2 is not.

In this case the path advertised fromPE2 via the RRs is persistent

at PE1, the PWfrom PEL to PE2 is not torn down. PE2 will renove the
path from PE1L and tear down the PWfrom PE2 to PEL. THe effect is
that MAC state learned at PE2 is valid as the PWis still valid. MAC
state learned at PEl is renpved as the PWis no | onger valid.
Eventual | y MAC destinations recursed to the PWat PEl destined for
PE2 over the valid PWw Il tine out.

Assune that the RRs are valid but the i BG sessions are torn down..
Case 3 - Al BCGP speakers are persistent capable.

The PWs created between PE1 and PE2 persist. Forwarding
uni nt errupt ed.
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6. 2. Persi stence in L3VPN
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Figure 2

In the case of a Layer 3 VPN topol ogy,
reflector device at the current tinme, al
propagated via BGP is purged fromthe routing database.
forwarding is interrupted within such a topol ogy due to the
rat her than an outage to the

case,
| ack of signalling information,
forwardi ng path between the PE dev
per si st ence,

during the failure of a route
routing information
In this

ices. Wth the addition of BGP

a conpl ete service outage can be avoi ded

The topol ogy shown in Figure 2 is a sinple L3VPN topol ogy consisting

of two custoner edge (CE) devices,
and route reflector (RR) devices.
topology is utilised a BGP session
RR2, and from PE2 to RRlL and RR2,
t opol ogy.

along with two provi der edge (PE)
In this case, where an RFC4364 VPN
exi sts between PE1 to both RR1 and
in order to propagate the VPN

Case 1: No BGP speakers are persistence capable:

In this scenario, during a sinultaneous failure of RRL and RR2
(which are extrenely likely to share route reflector clients) both
PE1 and PE2 renove all routing information fromthe VPN fromtheir
RI B, and hence a conplete service outage is experienced.

(0]

Where either sessions A and B, or C and D fail sinmultaneously,
routing information fromeither PEL (in the case of A and B), or
PE2 (in the case of C and D) are withdrawn, and a partial service
t opol ogy exi sts.
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o0 Both of the states described reflect a service outage where the
forwardi ng path between the PE devices is not interrupted.

Case 2: Al BGP speakers are persistence capabl e:

0 PE1l continues to forward utilising the I abel information received
fromPE2 via the working forwarding path for the duration of the
persi stence timer (and vice versa).

o0 This condition occurs regardless of the session(s) that fail. In
the worst case where sessions A, B, C and D fail sinultaneously,
the network continues to operate in the state in which it was at
the tine of the failure

Case 3: PEl and RR[12] are persistence capable - PE2 is not.

0 During a failure of BGP session A or B, PEL will continue to
forward utilising the routing information received fromthe RRs
for PE2 for the duration of the persistence timer. PE2 will
continue to forward utilising the routing information received
fromthe RRs, again for the duration of the persistence tiner.

0 In the case that either BGP session Cor D fails, all routes wll
be withdrawn by RR[ 12] towards PEl since these routes are not
valid to be persisted by the RRs. The end result of this will be
that the routes advertised by CE2 into the VPN will be w thdrawn.

0 Where the worst case failure occurs (i.e. sessions A, B, Cand D
fail) the routes advertised by CEl1 into the VPN will be
persistently advertised by the RR devices, whereas those
advertised by CE2 will be withdrawn. dearly in the exanple shown
inthe figure this results in a service outage, but where multiple
PE devices exist within a topol ogy, service is maintained for the
subset of CEs attached to PE devices supporting the persistence
capability.

Wthin the Layer 3 VPN deploynent it should be noted that routing
information is less static than that of the many Layer 2 VPNs since
typically multiple routes exist within the topol ogy rather than an
i ndi vi dual MAC address or egress interface per CE device on the PE
device. As such, the L3VPN operates with the routing databases in
the "core’ of the network reflecting those at the time of failure.
Shoul d there be re-convergence for any path between the PE and CE

devices, this will result ininvalid routing information, should the
egress PE device not hold alternate routing information for the
prefi xes undergoi ng such re-convergence. It is expected that where

each PE nmaintains nultiple paths to each egress prefix (where an
alternate path is available), it is expected that the egress PE will
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forward packets towards an alternative egress PE for the prefix in
question where the topology is no |onger valid.

The | ack of convergence within a Layer 3 topology during the
persistent state SHOULD be considered since it may adversely affect
services, however, an assunption is nmade that a degraded service is
preferable to a conplete service outage during a | arge-scale BGP
control plane failure
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7

Security Considerations

The security inplications of the persistence nechani smdefined within
in this docunent are akin to those incurred by the mai ntenance of
stale routing information within a network. This is particularly
rel evant when considering the mai ntenance of routing information that
is utilised for service segregation - such as MPLS | abel entries.

For MPLS VPN services, the effectiveness of the traffic isolation
between VPNs relies on the correctness of the MPLS | abel s between

i ngress and egress PEs. In particular, when an egress PE withdraws a
| abel L1 allocated to a VPNL route, this |abel MJST not be assigned
to a VPN route of a different VPN until all ingress PEs stop using
the old VPNL route using L1.

Such a corner case nmay happen today, if the propagation of VPN routes
by BGP nessages between PEs takes nore tine than the |abel re-

all ocation delay on a PE. G ven that we can generally bound worst
case BGP propagation tinme to a few nminutes (e.g. 2-5), the security
breach will not occur if PEs are designed to not reallocate a

previ ous used and w thdrawn | abel before a few m nutes.

The problemis nade worse with BGP GR between PEs as VPN routes can
be stalled for a longer period of time (e.g. 20 minutes).

This is further aggravated by the BGP persistent extension proposed
in this docunent as VPN routes can be stalled for a much | onger
period of tine (e.g. 2 hours, 1 day).

Therefore, to avoid VPN breach, before enabling BGP persistence, SPs
needs to check how fast a given |abel can be reused by a PE, taking
into account:

o The load of the BGP route churn on a PE (in termof nunber of VPN
| abel advertised and churn rate).

0 The label allocation policy on the PE (possibly dependi ng upon the
size of pool of the VPN |l abels (which can be restricted by
har dwar e consi deration or others MPLS usages), the | abe
al |l ocation schenme (e.g. per route or per VRF/