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Abst r act

Thi s docunment describes issues encountered by a node attached to
mul ti pl e provisioning domains. This node receives configuration

i nformati on fromeach of its provisioning domai ns where somne
configuration objects are global to the node, others are local to the
interface. |Issues such as selecting the wong interface to send
trafic happen when conflicting node-scoped configuration objects are
received and inappropriately used. Mreover, other issues are the
result of sinulatenous attachment to multiple networks, such as
domai n sel ection or addressing and nam ng space overlaps, regardl ess
of the provisioning nmechanism VWhile nultiple provisioning domains
are typically seen on nodes with nultiple interfaces, this docunent
al so discusses single interface nodes situation
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1.

I nt roducti on

A mul ti homed node may have nul tiple provisioning domains (via
physical and/or virtual interfaces). For exanple, a node nay be
simul taneously connected to a wired Ethernet LAN, a 802.11 LAN, a 3G
cell network, one or multiple VPN connections or one or nmultiple
tunnel s(automatic or manual). Current |aptops and smartphones
typically have multiple access network interfaces and, thus, are
often connected to different provisioning domains.

A mul ti homed node receives configuration information fromeach of its
attached networks, through various nechani sns such as DHCPv4

[ RFC2131], DHCPv6 [ RFC3315], PPP [RFC1661] and | Pv6 Router
Advertisenments [ RFC4861]. Sone received configuration objects are
specific to an interface such as the IP address and the |ink prefix.
O hers are typically considered by inplenentations as being global to
the node, such as the routing information (e.g. default gateway), DNS
servers | P addresses, and address sel ection policies, herein naned
"node- scoped".

When the recei ved node-scoped configuration objects have different
val ues from each provisioning donmains, such as different DNS servers
| P addresses, different default gateways or different address

sel ection policies, the node has to deci de which one to use or how it
will merge them

O her issues are the result of sinulatenous attachment to multiple
net wor ks, such as addressing and nami ng space overl aps, regardl ess of
t he provisioning mechani sm

The followi ng sections define the multiple interfaces (MF) node, the
scope of this work, describe related work, list issues and then
summari ze the underlying probl ens.

A conpani on docunent [I-D.ietf-mf-current-practices] discusses sone
current practices of various inplenentations dealing with MF.

Ter m nol ogy

Admi ni strative donmmin

A group of hosts, routers, and networks operated and nanaged by a
singl e organi zation [ RFC1136].

Provi si oni ng domai n
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A set of consistent configuration information (e.g. Default
router, Network prefixes, DNS,...) and the correspondi ng
interface. One adnministrative domain may have multiple

provi sioni ng donmai ns. Successful attachnent to the provisioning
domain inplies that the term nal attaches to the corresponding
interface with appropriate configuration information.

Ref erence to | P version

When a protocol keyword such as IP, PPP, DHCP is used in this
docunent without any reference to a specific IP version, then it
inmplies both IPv4 and IPv6. A specific |IP version keyword such as
DHCPv4 or DHCPv6 is nmeant to be specific to that I P version

3. Scope and Existing Work

This section describes existing related work and defines the scope of
the probl em

3. 1. Below | P I nteraction

Sone types of interfaces have |link layer characteristics which may be
used in deternining how nultiple provisioning domain issues will be
dealt with. For instance, link layers may have authentication and
encryption characteristics which could be used as criteria for
interface selection. However, network discovery and sel ection on

| ower |ayers as defined by [RFC5113] is out of scope of this
docunent. Mbreover, interoperability with | ower |ayer nechani sns
such as services defined in | EEE 802. 21, which ainms at facilitating
handover between het erogeneous networks [MH], is also out of scope

Sone nmechani sns (e.g., based on a virtual IP interface)

all ow sharing a single I P address over nultiple

interfaces to networks with di sparate access technol ogies. Fromthe
| P stack view on the node, there is only a single interface and
single I P address. Therefore, this situation is out of scope of this

current problemstatenment. Furthernore, |ink aggregation done under
I P where a single interface is shown to the IP stack is al so out of
scope.

3.2. MF node Characterization
A MF node has the follow ng characteristics:

0 A [RFC1122] I1Pv4 and/or [RFC4294] |Pv6 conpliant node
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0 A MF node is configured with nore than one | P addresses
(excl udi ng | oopback and 1ink-1ocal)

0 A MF node can attach to nore than one provisioning domains, as
presented to the I P stack.

o0 The interfaces may be virtual or physical

0 Configuration objects cone fromone or nore adninistrative
donai ns.

o0 The I P addresses may be fromthe sanme or fromdifferent address
famlies, such as |IPv4 and | Pv6.

0 Communications using these | P addresses nay happen sinultaneously
and i ndependently.

0 Some conmuni cations using these | P addresses are possible on al
t he provisioning domains, while some are only possible on a
smal l er set of the provisioning domains.

o Wiile the MF node may forward packets between its interfaces,
forwardi ng packets is not taken into account in this definition
and is out of scope for this docunent.

Host s Requirenents

The requirenents for Internet Hosts [RFCL122] describe the multihomed
node as if it has nultiple | P addresses, which nmay be associated with
one or nore physical interfaces connected to the sane or different

net wor ks.

The requirenents states that The node mmintains a route cache table
where each entry contains the | ocal |IP address, the destination IP
address, Differentiated Services Code Point and Next-hop gateway |IP
address. The route cache entry woul d have data about the properties
of the path, such as the average round-trip delay neasured by a
transport protocol. Nowadays, inplenentations are not caching these
i nformations.

[ RFC1122] defines two host nodel s:

o0 The "Strong" host nodel defines a multihonmed host as a set of
| ogi cal hosts within the sane physical host. In this nodel a
packet nust be sent on an interface that corresponds to the source
address of that packet.

o The "Wak" host nodel describes a host that has sone enbedded
gateway functionality. In the weak host nodel, the host can send
and receive packets on any interface.

The mul ti honed node conputes routes for outgoing datagrans
differently depending on the nodel. Under the strong nodel, the
route is conputed based on the source I P address, the destination IP
address and the Differentiated Services Code Point. Under the weak
nodel , the source |IP address is not used, but only the destination IP
address and the Differenti ated Services Code Point.
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3.4. Mbility and other IP protocols

The scope of this docunment is only about nodes inplenenting [ RFC1122]
for 1Pv4 and [ RFC4294] for |1Pv6 without additional features or
speci al - purpose support for transport layers, nobility, nulti-honing,
or identifier-locator split mechanisns. Dealing with nmultiple
interfaces with such nmechanisns is related but considered as a
separate problemand is under active study el sewhere in the | ETF

[ RFC4960], [ RFC5206], [RFC5533], [RFC5648],
[I-D.ietf-nptcp-architecture].

When an application is using one interface while another interface
with better characteristics becones avail able, the ongoing
application session could be transferred to the newy enabl ed
interface. However, in sonme cases, the ongoing session shall be kept
on the current interface while initiating the new sessions on the new
interface. The problemof the interface selectionis within the MF
scope and may | everage specific node functions (Section 3.8).

However, if transfer of |IP session is required, IP nobility

mechani sms, such as [ RFC3775], shall be used

3.5. Address Sel ection

The Default Address Sel ection specification [ RFC3484] defines

al gorithms for source and destination | P address selections. It is
mandatory to be inplemented in | Pv6 nodes, which al so neans dual -
stack nodes. A node-scoped policy table managed by the IP stack is
defined. Mechanisns to update the policy table are being defined
[I-D.ietf-6nman-addr-select-sol] to update the policy table.

I ssues on using the Default Address Selection were found in [ RFC5220]
and [ RFC5221] in the context of multiple prefixes on the sane |ink

3.6. Finding and Sharing | P Addresses with Peers

Interactive Connectivity Establishnent (ICE [ RFC5245]) is a technique
for NAT traversal for UDP-based (and TCP) nedia streans established
by the offer/answer nodel. The multiplicity of IP addresses, ports
and transport in SDP offers are tested for connectivity by peer-to-
peer connectivity checks. The result is candidate | P addresses and
ports for establishing a connection with the other peer. However,

| CE does not sol ve issues when inconpatible configuration objects are
received on different interfaces.

Sone application protocols do referrals of |IP addresses, port nunbers
and transport for further exchanges. For instance, applications can
provide reachability information to itself or to a third party. The
general problemof referrals is related to the nmultiple interface
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problem since, in this context, referrals nust provide consistent
i nformati on dependi ng on whi ch provisioning domain is used.
Referrals are discussed in [I-D.carpenter-referral -ps] and
[I-D.ietf-shing-app-refer].

3.7. Provisioning donmain selection

In a MF context, the node may handl e sinmultaneously multiple domains
with disparate characteristics, especially when supporting nmultiple
access technologies. Selectionis sinple if the applicationis
restricted to one specific provisioning donmain: the application nust
start on the default provisioning domain if available, otherw se the
application does not start. However, if the application can be run
on several provisioning domains, the selection problemcan be
difficult.

There is no standard nethod for selecting a provisioning domain but
sone recomendation exist while restricting the scope to the
interface selection problem For exanple, [TS23.234] proposes a
default mechanismfor the interface selection. This nmethod uses the
followi ng information (non exhaustive list):

preferences provided by the user,

policies provided by network operator

quality of the radio link

networ k resource considerations (e.g. available QS, IP
connectivity check,...),

the application QS requirenents in order to nap applications to
the best interface

O O0O0Oo

o

However, [TS23.234] is designed for a specific multiple-interfaces
use-case. A generic way to handl e these characteristics is yet to be
def i ned.

3.8. Sessi on nanagenent

Sone i npl enentations, specially in the nobile world, rely on higher-
| evel session manager, also naned connection manager, to deal with

i ssues brought by sinultaneous attachnment to nultiple provisioning
domai ns. Typically, the session nmanager may deal with the selection
of the interface, and/or the provisioning donmain, on behalf to the
applications, or tackle with conplex issues such as policies conflict
resolution (Section 4.3). As discussed previously in Section 3.7,
the session manager may encounter difficulties because of nultiple
and diverse criteria.

Sessi on nmanagers usually | everage the link-layer interface to gather
information (e.g lower |ayer authentication and encryption nethods,
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see Section 3.1) and/or for control purpose. Such link-Iayer
interface may not provide all required services to nmake a proper
decision (e.g. interface selection). Sone GS, or term nals, already
i npl ement session managers [I-D.ietf-mf-current-practices] and
vendor-specific platforns sonetines provides specific socket API
(Section 3.9) a session nmanager can use. However, the generic
architecture of a session nmanager and its associated APl are not
currently standardi zed, so sessi on nanagenent behavior may differ
bet ween OS and pl atf orns.

Multiple interfaces managenent sonetines relies on a virtua
interface. For instance, virtual interface allows to support nulti-
homi ng, inter-technol ogy handovers and IP flow nobility in a Proxy
Mobile I Pv6 network [I-D.ietf-netext-Ilogical-interface-support].
This virtual interface allows a nultiple-interfaces node sharing a
set of | P addresses on nultiple physical interfaces and can al so add
benefits to nmulti-access scenarios such as 3G°PP Multi Access PDN
Connectivity [TS23.402]. In nost cases, the virtual interface wll
map several physical network interfaces and the sessi on nmanager
shoul d control both, the configuration of each one of these virtua
and physical interfaces, as well as the nmapping between the virtua
and the sub-interfaces.

In multiple interfaces situation, active application sessions should
survive to path failures. Here, the session manager may cone into
play but only relying on existing nmechanisnms to manage mnul tipath
(MPTCP [I-D.ietf-nptcp-architecture]) or failover (MP6 [ RFC3775],
SH M6 [ RFC5533]). Description of interaction between these
mechani snms and the session nmanager is out of the scope of this
docunent .

3.9. Socket API

An Application Programmng Interface (APlI) may expose objects that
user applications, or session nanagers, use for dealing with nmultiple
interfaces. For exanple, [RFC3542] defines how an application using
the Advanced sockets APl specifies the interface or the source IP
address, through a sinple bind() operation or with the | PV6_PKTI NFO
socket option.

O her APlIs have been defined to solve sinilar issues to MF. For

i nstance, [RFC5014] defines an APl to influence the default address
sel ecti on mechani sm by specifying attributes of the source addresses
it prefers. [I-D.ietf-shinb-multihonme-shimapi] gives another
exanple, in a nultihom ng context, by defining a socket APl enabling
i nteractions between applications and the nultihom ng shimlayer for
advanced | ocat or nanagenent, and access to information about failure
detection and path expl oration
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4.

4.

M F | ssues

This section describes the various issues when using a MF node that
has al ready received configuration objects fromits various

provi sioni ng donains or when nultiple interfaces are used and results
in wong donain selection, addressing or nam ng space overlaps. They
occur, for exanple, when

1. one interface is on the Internet and one is on a corporate
private network. The latter may be through VPN

2. one interface is on one access network (i.e. wifi) and the other
one is on another access network (3G with specific services.

1. DNS resol uti on i ssues

A MF node (M) has an active interface(l1) connected to a network
(N1) which has its DNS server (S1) and another active interface (12)
connected to a network (N2) which has its DNS server (S2). Sl serves
with sonme private nanmespace "private. exanple.com. The user or the
application uses a nane "a.private. exanple.com which is within the
private nanespace of S1 and only resolvable by S1. Any of the

foll owi ng situations may occur

1. M stack, based on its routing table, uses 12 to reach Sl to
resolve "a.private.exanple.conf. ML never reaches Sl1. The nane
is not resolved.

2. ML keeps only one set of DNS server addresses fromthe received
configuration objects and kept S2 address. ML sends the forward
DNS query for a.private.exanple.comto S2. S2 responds with an
error for an non-existent domain (NXDOVAIN). The nanme is not
resolved. This issue also arises when performing reverse DNS
| ookup. In the same situation, the reverse DNS query fails.

3. M keeps only one set of DNS server addresses fromthe received
configuration objects and kept S2 address. ML sends the DNS
query for a.private.exanple.comto S2. S2 asks its upstream DNS
and gets an |IP address for a.private. exanple.com However, the
I P address is not the sane one S1 woul d have given. Therefore,
the application tries to connect to the wong destination node,
or to the wong interface of the latter, which may inply security
issues or result in lack of service.

4, S1 or S2 has been used to resolve "a.private.exanple.cont to an
[ RFC1918] address. Both N1 and N2 are [ RFC1918] addressed
networks. |f addresses overlap, traffic nay be sent using the
wong interface. This issue is not related to receiving multiple
configuration objects, but to an address overl ap between
interfaces or attaching networKks.
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5. M has resolved an FQDN to locally valid | P address when
connected to N1. |If the node | ooses connection to N1, the node
may try to connect, via N2, to the same | P address as earlier
but as the address was only locally valid, connection setup
fails. Simlarly, ML may have recei ved NXDOVAI N for an FQDN when
connected to N1. After detachnent from N1, the node should not
assune the FQDN continues to be nonexistent on N2.

6. ML requests AAAA record froma DNS server on a network that uses
protocol translators and DNS64 [I|-D.ietf-behave-dns64]. If the
ML recei ves synthesized AAAA record, it is guaranteed to be valid
only on the network it was learned from |f the ML uses
synt hesi zed AAAA on any other network interface, traffic may be
| ost, dropped or forwarded to the wong networKk.

Sone networks requires the user to authenticate on a captive web
portal before providing Internet connectivity. |[If this redirection
is achieved by nodifying the DNS reply, specific issues may occur
Consider a MF node (ML) with an active interface(l1l) connected to a
network (N1), which has its DNS server (S1), and another active
interface (12) connected to a network (N2), which has its DNS server
(S2). Until the user has not authenticated, S1 is configured to
respond to any A or AAAA record query with the I P address of a
captive portal, so as to redirect web browsers to an access contro
portal web page. This captive portal can be reached only via I1.
When the user has authenticated to the captive portal, ML can resolve
an FQDN when connected to N1. However, if the address is only
locally valid on N1, any of the issue described above may occur

When the user has not authenticated, any of the follow ng situations
may occur:

1. M keeps only one set of DNS server addresses fromthe received
configuration objects and kept S2 address. ML sends the forward
DNS query for a.exanmple.comto S2. S2 responds with the correct
answer, RL. ML attenpts to contact RL by way of 11. The
connection fails. O, the connection succeeds, bypassing the
security policy on N1, possibly exposing the owner of ML to
prosecuti on.

2. ML keeps only one set of DNS server addresses fromthe received
configuration objects and kept S1 address. ML sends the DNS
query for a.exanple.comto S1. Sl provides the address of its
captive portal. ML attenpts to contact this IP address using |1
The application fails to connect, resulting in |ack of service.
O, the application succeeds in connecting, but connects to the
captive portal rather than the intended destination, resulting in
| ack of service (i.e. 1P connectivity check issue described in
Section 4.4).
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4.2. Node Routing

A MF node (M) has an active interface(l1) connected to a network
(N1) and another active interface (12) connected to a network (N2).
The user or the application is trying to reach an | P address (IP1).
Any of the follow ng situations nay occur

1. For IP1, ML has one default route (Rl) via network (N1). To
reach 1 P1, ML stack uses Rl and sends through I1. If IP1is only
reachable by N2, IP1 is never reached or is not the right target.

2. For the IP1 address famly, ML has one default route (Rl, R2) per
network (N1, N2). [IP1 is reachable by both networks, but N2 path
has better characteristics, such as better round-trip tine, |east
cost, better bandwidth, etc.... These preferences could be
defined by user, provisioned by the network operator, or else.

ML stack uses Rl and tries to send through 11. [|1Pl is reached
but the service would be better by I|2.

3. For the IP1 address fanmily, ML has a default route (Rl), a
specific X 0.0.0/8 route RIB (for exanple but not restricted to
RFC1918 prefix) to N1 and a default route (R2) to N2. [Pl is
reachable by N2 only, but the prefix (X.0.0.0/8) is used in both
networ ks. Because of the nobst specific route RIB, ML stack sends
through 12 and never reach the target.

A MF node nmay have multiple routes to a destination. However, by
default, it does not have any hint concerning which interface would
be the best to use for that destination. The first-hop selection may
| everage on local routing policy, allowi ng sone actors (e.g. network
operator or service provider) to influence the routing table, i.e.
make deci sion regarding which interface to use. For instance, a user
on such nul ti homed node night want a local policy to influence which
interface will be used based on various conditions. Sonme SDOs have
defined policy-based routing selection nmechanisnms. For instance, the
Access Network Di scovery and Sel ection Function (ANDSF) [TS23.402]
provides inter-systens routing policies to termnals with both a 3GPP
and non-3GPP interfaces. However, the routing selection may still be
difficult, due to disjoint criteria as discussed in Section 3.8.
Moreover, information required to nake the right decision may not be
avail able. For instance, interfaces to | ower |ayer may not provide
all required hints to the selection (e.g. information on interface

quality).

A node usually has a node-scoped routing table. However, a MF node
is connected to multiple provisioning domains; if each of these
domai ns pushes routing policies to the node, then conflicts between
policies may happen and the node has no easy way to nerge or
reconciliate them
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On a M F node, sonme source addresses are not valid if used on sone
interfaces. For exanple, an RFC1918 source address ni ght be
appropriate on the VPN interface but not on the public interface of
the MF node. |If the source address is not chosen appropriately,
then packets may be filtered in the path if source address filtering
is in place ([ RFC2827], [RFC3704]) and reply packets may never cone
back to the source

4. 3. Policies conflict

The distribution of configuration policies (e.g. address sel ection
routing, DNS selection...) to end nodes is being discussed (e.g.
ANDSF in [TS23.402], [I-D.ietf-mf-dhcpv6-route-option]). |If

i mpl emented in nultiple provisioning domai ns, such mechani sms nmay

conflict and bring issues to the multihoned node. Considering a MF

node (ML) with an active interface(l1l) connected to a network (N1)
and another active interface (12) connected to a network (N2), the
followi ng conflicts may occur

1. M receives fromboth networks (N1 and N2) an update of its
default address selection policy. However, the policies are
specific to each network. The policies are merged by ML stack
Based on the nerged policy, the chosen source address is fromNL
but packets are sent to N2. The source address is not reachabl e
fromN2, therefore the return packet is lost. Merging address
sel ection policies may have inportant inpacts on routing.

2. A node usually has a node-scoped routing table. However, each of
the connected provisioning domains (NL and N2) may push routing
policies to the node, then conflicts between policies may happen
and the node has no easy way to nerge or reconciliate them

3. M receives fromone of the network an update of its access
sel ection policy, e.g. via the 3GPP/ ANDSF [ TS23. 402]. However,
the policy is in conflict with the Iocal policy (e.g. user
defined, or default OS policy). Assuming that the network
provides list of overl oaded access network, if the policy sent by
the network is ignored, packet may be sent to an access network
with poor quality of comunication.

4.4. Session managenent

Consi der that a node has selected an interface and nmanaged to
configure it (i.e. the node obtained a valid IP address fromthe
network). However, the Internet connectivity is not available. The
probl em coul d be due to the follow ng reasons:

1. The network requires a web-based authentication (e.g. the access
network is a WFi Hot Spot). |In this case the user can only
access to a captive portal. For instance, the network may
perform HTTP redirecti on or nodify DNS behaviour (Section 4.1)
until the user has not authenticated.
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2. IPinterface is configured active but layer 2 is so poor (e.qg.
poor radio condition) that no layer 3 traffic can succeed.

In this situation, the session managenent should be able to perform
I P connectivity checks before selecting an interface.

Session issues nmay al so ari se when the node di scovers a new

provi sioni ng donmain. Consider a MF node (ML) has an active
interface(l1) connected to a network (Nl) where an application is
running a TCP session. A new network (N2) becones available. [If N2
is selected (e.g. because of better quality of conmunication), M
gets I P connectivity to N2 and updates the routing table priority.
So, if no specific route to the correspondent node and if the node
i mpl ements the weak host nodel [RFC1122], the TCP connection breaks
as next hop changes. In order to continue comrunicating with the
correspondent node, ML should try to re-connect the server via N2.
In sone situation, it could be preferable to maintain current
sessions on N1 while new sessions start on N2.

4.5. Single Interface on Miltiple Provisioning Domai ns

When a node using a single interface is connected to nultiple

net works, such as different default routers, sinmlar issues as
descri bed above happen. Even with a single interface, a node may
wi sh to connect to nore than one provisioning donain: that node may
use nore than one I P source address and may have nore than one
default router. The node nmay want to access services that can only

be reached using one of the provisioning domain. |In this case, it
needs to use the right outgoing source address and default gateway to
reach that service. 1In this situation, that node may al so need to

use different DNS servers to get domain names in those different
provi si oni ng domai ns.

5. Underlying problens and causes

This section lists the underlying problens, and their causes, which
lead to the issues discussed in the previous section. The problens
can be divided into five categories: 1) Configuration 2) DNS

resolution 3) Routing 4) Address selection and 5) session nanagenent

and API. They are shown as bel ow

1. Configuration. In a MF context, configuration information
specific to a provisioning domain rmay be ignored because:
1. Configuration objects (e.g. DNS servers, NIP servers, ...)

are node-scoped. So the IP stack is not able to maintain the
mappi ng between i nformati on and correspondi ng provi sioning
domai n.
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2. Sane configuration objects (e.g. DNS server addresses, NTP
server addresses, ..) received frommultiple provisioning
domai ns may be overwitten.

3. Host inplenentations usually do not keep separate network
configuration (such as DNS server addresses) per provisioning
donmai n.

2 DNS resol ution

1. Some FQDN can be resol vable only by sending queries to the
right server (e.g. intranet services). However, DNS query
could be sent to the wong interface because DNS server
addresses nmay be node- scoped.

2. A DNS answer may be only valid on a specific provisioning
domai n but applications may not be aware of that napping
because DNS answers nmay not be kept with the provisioning
fromwhi ch the answer cones from

3. Routing

1. In the MF context, routing information could be specific to
each interface. This could lead to routing issue because, in
current node inplenmentations, routing tables are node-scoped.

2. Current node inplenentations do not take into account the
Differentiated Services Code Point or path characteristics in
the routing table.

3. Even if inplenentations take into account path
characteristics, the node has no way to properly merge or
reconciliate the provisioning domai n preferences.

4. a node attached to multiple provisioning domain could be
provided with inconpatible selection policies. |If the
different actors (e.g. user and network operator) are all owed
to provide their own policies, the node has no way to
properly merge or reconciliate nultiple selection policies.

5. The problemof first hop selection could not be solved via

configuration (Section 3.7), and may | everage on
sophi sticated and specific nechanisns (Section 3.8).

4. Address sel ection

1.

Defaul t Address Sel ection policies may be specific to their
correspondi ng provisioning domain. However, a MF node may
not be able to nanage per-provisioning donai n address

sel ection policies because default Address Sel ection policy
i s node-scoped.

On a M F node, sonme source addresses are not valid if used on
sone interfaces or even on sone default routers on the sane
interface. In this situation, the source address should be
taken into account in the routing table; but current node

i mpl ement ati ons do not support such a feature

Sour ce address or address sel ection policies could be
specified by applications. However, there is no advanced
APl's to allow applications realizing such operations.
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5.  Session nmanagenent and AP

1. Some inplenmentations, specially in the nobile world, have
hi gher -1 evel APl and/or session manager (aka connection
manager) to address MF issues. These nechani sns are not
standardi zed and do not necessarily behave the sane way
across different GS, and/or platforns, in the presence of the
MF problenms. This lack of consistency is an issue for user
and operator who coul d experience different session manager
behavi ors dependi ng on the term nal

2. Session managers usually leverage on interface to |ink |ayer
to gather information (e.g |ower |layer authentication and
encryption nethods) and/or for control purpose. However
such link layer interface may not provide all required
services (e.g. may not provide all information allowing to
make a proper interface selection).

3. A MF node can support different session managers, which may
have contradictory ways to solve the MF issues. For
i nstance, because of different selection algorithns, two
di fferent session managers could select different domains in
a sane context. O, when dealing with different domain
sel ection policies, a session nanager may (i ve precedence to
user policy while another could favor nobile operator policy.

4. When host routing is updated and if weak host nodel is
supported, ongoing TCP sessions nmay break if routes changes
for these sessions. Wen TCP sessions should be bound to the
interface, the strong host nodel should be used.

5. When provided by different actors (e.g. user, network,
default-0S), policies may conflict and, thus, need to be
reconciliated at the host level. Policy conflict resolution
may i npact other functions (e.g. nam ng, routing).

6. Even if the node has nanaged to configure an interface,
Internet connectivity could be not available. It could be
due to an access control function com ng into play above the
| ayer 3, or because of poor |ayer 2 conditions. |IP
connectivity check shoul d be perforned before selecting an
i nterface.

Security Considerations

The probl ens discussed in this docunent have security inplications,
such as when the packets sent on the wong interface m ght be | eaking
sone confidential information. Configuration paraneters from one
provi sioni ng domai n coul d cause a denial of service on another

provi sioning domain (e.g. DNS issues). Mreover, the undeternined
behavi or of IP stacks in the nmultihoned context bring additiona
threats where an interface on a nultihoned node m ght be used to
conduct attacks targeted to the networks connected by the other
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10.

i nterfaces.corrupted provisioning donmain sel ection policy may induce
a node to make decisions causing certain traffic to be forwarded to
the attacker.

Addi tional security concerns are raised by possible future nechani sns
that provide additional information to the node so that it can make a
nmore intelligent decision with regards to the issues discussed in
this docunment. Such future mechani sms may thensel ves be vul nerabl e
and may not be easy to protect in the general case.
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