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Abstract

Thi s docunent describes an abstract APl that provides the m ninma
functionality required for a programto communi cate effectively with
peers and services on the network while running on a host that has
nore than one active network interface. This APl is abstract: we
describe the functionality that nust be provided, not the bindings
that should be used to provide that functionality. The functionality
descri bed here provides the building blocks fromwhich higher-Ieve
APl's might be built, and is not intended to be used directly by

typi cal applications.
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This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

I nt roducti on

Traditionally, hosts that communicate on the network have done so
over a single network link, which is provided by a single service
provider. This sinple environnent is relatively easy to programto,
and rel atively predictable.

However, this relatively sinple case is no longer the norm A

typi cal nodern host may have one or two wireless interfaces: a
wirel ess interface connected to a broadband network, and possibly
anot her connected to sone kind of cellular network. The sane host
may al so have a wired interface which is sonetinmes connected to
anot her broadband link. 1t is also quite common for hosts to have
VPN |'inks that are configured, for example, for access to corporate
networ ks, or for access to network privacy services.

As a result, it is now quite typical that a programattenpting to
conmmuni cate in such an environnent will be presented with conflicting
configuration information fromnore than one provider. 1In addition
the cost of bandwi dth on different Iinks and the power required ny
those links may require consideration

The APl specified in this docunment is intended to describe the

nm ni mal conplete set of APl calls required to inplenent higher |eve
APl s that solve these problens. It is not expected that applications
will be inplenmented to this APlI, although it should be possible to do
so. Rather, we expect this APl to be used as a basis for building

hi gher-1evel APIs that provide domai n-specific solutions to these
probl ens. The reason for specifying a |lower-level APl is to enable
any arbitrary domain- specific APl to be inplenmented, since no single
hi gher-level APl is likely to satisfy the needs of every application

The APl specified here is an abstract API. This neans that we
specify the functionality that is required to inplenent the AP, but
we do not provide specific bindings for any progranmm ng | anguage:
these are left up to the inplenmentation. The APl is described in
terns of messages sent and nessages received, rather than in ternms of
procedure calls, because it is necessary to be able to interleave
these nessages; a procedure call APl necessarily precludes

i nterl eaving.

Conventions used in this docunment

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL","SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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3.

3.

3.

M F APl Concept

The MF APl is intended to deal with situations where nore than one
interface may be active at a tine. It nust also deal with situations
where a single interface is connected to a link that provides nore
than one type of network service. The nost common exanple of this
that we expect is a dual-stack network configuration

1. Provisioning Domains

To properly handl e these nmultiple-service interfaces, we specify the
APl not in ternms of interfaces, but in terns of provisioning donains.
So in the case of a dual-stack network attached to a single network
interface, there would be two provisioning domains. |f the host has
a second interface that is connected to a link that only supports

| Pv6 service, then that host would be connected to a total of two
network |inks, but three provisioning domains.

From the perspective of the MF APlI, a provisioning domain consists
of a link, plus all the configuration information received on that
link for that provisioning domain. So for an | Pv4 provisioning
domai n, that woul d be whatever information is received fromthe DHCP
server. For an | Pv6 provisioning domain, the infornmation received

t hrough router advertisenents woul d be conbined with the information
reci eved via DHCPvG6.

**point of discussion: it’'s actually possible to have two separate
provi sioning donmains for IPv6 on the sanme wire. |Is this a case that
coul d happen in practice, and that we ought to support? | know that
sone asian countries have arrangenents where the operator of the
physical network is distinct fromone or nore operators who provide
transit; | think this is all handled transparently to the host, but |
don’t really know the details.

**poi nt of discussion: is |Pv4 statel ess/Bonjour a separate
provi sioni ng donai n? What about | Pv6 ULA?

2. Provisioning Dormai n Agnosticism

Al though it is possible that a high-level APl built on top of this
APl may be able to distinguish between provisioning donains, at the
I evel of this APlI, no such distinction can be nade. Each
provisioning domain is treated separately, and it is the
responsibility of the higher-level APl or of the application to
deci de whi ch provisioning domain or domains to actually use
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3.3. MF APl Elenents

There are a nunber of different, essentially independent, pieces of
software that need to be connected together in order to fully support
a successful M F comruni cation strategy. These elenents are shown in
figure 3.1.
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Figure 1

3.3.1. Application Elenent

This is an actual application. Applications fall into a variety of
broad categories, including network servers, web browsers, peer-to-
peer prograns, and so on. Although we are focusing here on the
mechani sms required to allow these applications to originate
connections to renpte nodes, it is worth noting that applications
nmust al so be able to receive connections fromrenote nodes.
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3.3.2. High Level API

Applications are generally expected to originate connections using
some general - purpose high-level APl suited to their particular
function. It is likely that different applications may use different
hi gh-1 evel APlIs to communi cate, depending on their particul ar needs.
We do not describe the functioning of such high-level APIs; however,
one such APl under current consideration is the Happy Eyeballs for
MF [reference]. These APIs are expected to be able to be

i npl emented using functionality like that described in the MF API.

3.3.3. MF API

This is the APl being described in this docunent. Generally
speaking, this APl is used by higher-level APIs. However, it is

perm ssible for applications to use the MF APl when it is deened
necessary. Currently, several nodern web browsers take this approach
to establishing network connections, rather than relying on vendor-
provi ded connecti on nechani sns.

3.3.4. Conmuni cations API

Once an application has originated a connection with a renote node
using either a high-level APl or the MF API, it nust communi cate.
Simlarly, when an application receives a connection froma renote
node, it must comunicate with that renote node. The comuni cations
APl is used for this comunication. Popular exanples of such APIs

i nclude the PCSI X socket APl and a variety of other related APIs.

It is likely that in sone instances, inplenentations of the MF AP
will be done as extensions to the Communications APl provided by a
particul ar operating system the functional separation we show here
is intended to allowus to illustrate only those features required in
a MF environnent, while relying on existing comunications APlIs to
provi de the rest.

3.3.5. Net wor k Li nk API

This is the software that is responsible for actually managi ng

what ever network |inks are present on a node, whether these are
physical links or tunnels. Wat precisely this functional box
contains nmay vary greatly fromdevice to device. On a typical nodern
conputer workstation, this functionality would al nost certainly
reside entirely in the system kernel; however, on an enbedded device
everything fromthe Application dowmn to the Network Link APl could
easily be running together on the bare netal as a single program

The Network Link APl can conpletely conceal ed fromthe Application
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so we don’t show a connection between themon the functional diagram
and i ndeed we do not tal k about the functionality provided by this
APl . The reason for showing it on the functional diagramis sinply
to show that there likely is an APl in common between M F and the
Conmmuni cati ons API.

3.4. MF APl conmmuni cati on nodel

M F APl requests are nade in the formof nmessages posted to the MF
APl , and nessages received fromit. To acconplish this, several API
calls are available. These calls nediate communi cati on between the
MF APl and the Hi gh Level API, or between the MF APl and the
Application. 1In addition, the CHECK MESSAGE call allows the
application to probe for or wait for nessages fromany of the APIs.

3.4.1. PCOST MESSAGE cal

This call causes a nessage to be posted to the MF API. The cal
posts the nessage, and then returns.

3.4.2. CHECK MESSAGE cal

This call checks to see if there is a nmessage waiting either fromthe
Hi gh Level API, the MF APlI, or the Comunications API. ldeally it
shoul d be able to report the availability of any nessage or event
that the application m ght anticipate receiving, so that the
application can sinmply block waiting for such an event using this
call. The application should be able to do a non-bl ocki ng probe,

wait for sone limted period of tine, or wait indefinitely.

An exanple of a function of this type in existing practice is the
PCSI X pol I () systemcall.

3.4.3. GET MESSACE cal
This call checks to see if there is a nessage waiting. |If there is
no nmessage, it returns a status code indicating that there is no
message waiting. |If there is a nmessage, it returns the nmessage.

3.5. MF Messages
M F nessages always go in one direction or the other: fromthe
subscriber to the MF APlI, or to the subscriber fromthe MF API. W
use the term "subscriber” here to mean either the Application or the
H gh Level API, since either is pernmitted to conmunicate with the MF
API .

Messages descri bed here are grouped according to function
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3.5.1. Announce Interfaces

This nmessage is sent to the MF APl to ask it to send a nessage
announci ng the existence of any interface. Wen the MF APl receives
this message froma subscriber, it iterates across the list of all
known interfaces; for each known interface, it sends an Interface
Announcenent nessage to the subscriber

In addition, the MF APl sets a flag indicating that the subscriber
is interested in |earning about new interfaces. Wen the MF AP
detects the presence of a newinterface, it sends an Interface
Announcenent nessage for that interface to the subscriber. This
woul d happen, for instance, when a new tunnel is configured, or when
a USB device that is a network interface is discovered by the Network
API .

Also, if a network interface goes away, either because the physica
networ k device is disconnected, or because a tunnel is disabled, the
MF APl will send a No Interface Announcenent nmessage to the

subscri ber.

3.5.2. Stop Announcing Interfaces
This nessage is sent to the MF APl when a subscriber is no |onger
interested in receiving announcenents about new interfaces.
Subsequently, the MF APl will no |onger send Interface Announcenent
or No Interface Announcenent nessages to the subscri ber

3.5.3. Interface Announcenent
Thi s nessage announces the existence of an interface. The
announcenent includes an interface display name and interface
identifier.

3.5.4. No Interface Announcenent
Thi s message announces that an interface that had been previously
announced is no |longer present. The announcenent includes the
interface identifier.

3.5.5. Announce Provisioning Donmain
Thi s nessage requests the MF APl to announce the availability of any
provi si oni ng domai ns configured on a particular interface. The
interface identifier must be specified.

Upon receipt, the MF APl will iterate across the list of
Provi si oni ng Domai ns present for a particular interface, and wll
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send a Provisioning Domai n Announcenent for each such Provisioning
Dorai n.

In addition, the MF APl will set a flag indicating that the
subscri ber wishes to know about new provisioning donai ns as they
appear. Subsequently, when a new Provisioning Domain appears, the
MF APl will send a Provisioning Domai n Announcenent nessage to the
subscri ber.

Finally, if a Provisioning Donain expires or is invalidated, the MF
APl will send the subscriber a No Provisioning Donai n Announcenent
nmessage for that Provisioning Domain.

In the event that an interface on which provisioning domai ns has been
announced goes away, a No Provisioni ng Domai n Announcenent nessage
will be sent for each provisioning domain that had previously been
announced on that interface before the No Interface Announcenent
nmessage i s sent.

Once a No Interface Announcenent nessage has been sent, any
subscri ber that had subscribed to Provisioning Domai n announcemnents
for that interface will be automatically unsubscri bed.

3.5.6. Stop Announci ng Provisioni ng Domai ns

Thi s message requests that the MF APl stop sending the subscriber
Provi si oni ng Domai n Announcenent and No Provi si oni ng Domain
Announcenent nessages. The subscriber nust indicate the interface
for which it no | onger wi shes to receive Provisioning Donain
announcenents.

3.5.7. Provisioning Domai n Announcenent
This nmessage is sent by the MF APl to the subscriber to indicate
that a new Provisioning Domai n has successfully been configured on an
interface. The announcenent includes the interface identifier and
t he provisioning domain identifier.

3.5.8. No Provisioning Domai n Announcenent
This nessage is sent by the MF APl to the subscriber to indicate
that an existing, previously announced provisioning donmai n has
expired or otherw se becone invalid, and can no | onger be used.

3.5.9. Announce Configuration El enent

This nmessage is sent by the subscriber to request a specific
configuration el ement froma specific provisioning domain. A
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provi sioning domain identifier nust be specified.

The MF APl will respond by iterating across the complete |ist of
configuration el enents for a provisioning donain, sending a
Configuration El enent Announcenent nessage to the subscriber for each
one.

Additionally, if any Configuration El ements subsequently conplete for
a particul ar provisioning domain, the MF APl will send a
Configuration El enent Announcenent nessage to the subscriber for each
such elenent. |If a Configuration El ement becones invalidated after
it has been announced, the MF APl will send a No Configuration

El enent nessage.

If a provisioning domain expires or beconmes invalid, the MF APl wi |l
iterate across the list of remmining configuration elenents for that
provi sioni ng donain and send a No Configuration El enent Announcenent
nmessage for each such configuration el enent.

3.5.10. Configuration El ement Announcenent

The Configuration El enent Announcenent nessage includes a
Provi sioning Domain | D and a Configuration El emrent Type, which can be
one of the follow ng:

Config El ement RA

Confi g El ement DHCPv6

Confi g El ement DHCPv4

... TBD. ..

3.5.11. No Configuration El ement Announcenent

The No Configuration El enent Announcenent nessage indicates that a
previously valid configuration element for a provisioning domain is
no longer valid. The nessage includes a provisioning domain
identifier and a configuration el enent type.

3.5.12. Announce Address
This message is sent by the subscriber to request announcenents of
valid I P addresses for a specific provisioning domain. A
provi sioning donain identifier nust be specified.
The MF APl will respond by iterating across the conplete Iist of
configuration el enents for a provisioning domain, sending a Address
Announcenent nessage to the subscri ber.

Additionally, if any new Address is subsequently configured on a
particul ar provisioning domain, the MF APl will send an Address
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Announcenent nmessage to the subscriber for each such elenent. |[If an
address becones invalidated after it has been announced, the MF AP
will send a No Address Announcenent nessage.

If a provisioning domain expires or becones invalid, the MF APl will
iterate across the list of remaining configuration elements for that
provi sioning domain and send a No Address Announcenent nessage for
each such address.

3.5.13. Address Announcenent

The Address Announcenent nessage includes single |Pv4d or | PV6 address
and a Provisioning Dormain identifier, as well as the valid and
preferred lifetimes for that | P address (1Pv6 only).

3.5.14. No Address Announcenent

The No Address Announcenent message indicates that a previously valid
address for a provisioning domain is no longer valid. The nessage

i ncludes a provisioning domain identifier and an |1 Pv4 or |Pv6

addr ess.

3.5.15. Get Configuration Data

The Get Configuration Data nessage is sent to the MF AP, and
i ncludes a Provisioning Domain I D, a Configuration El enent Type, and
a Configuration Information ldentifier.

Configuration Infornmation Identifiers:
DNS Server List
...TBD...

The M F APl searches the configuration database for the specific type
of Configuration El ement on the specified Provisioning Donmain to see
if there is any configuration data of the specified type. |If so, the
M F APl sends a Configuration Data nessage to the subscriber
otherwise it sends a No Configuration Data nessage to the subscri ber

3.5.16. Transl ate Nane

The Transl ate Nane nessage is sent to the MF API. It includes a
provi sioning domain and a nanme, which is a UTF8 string nam ng a
networ k node. The nessage al so includes a Translation ldentifier
whi ch the subscriber nust ensure is unique across all outstanding
name service requests.

The M F APl begins a nane resolution process. As results cone in
fromthe nane resol ution process, the MF APl sends Nanme Transl ation
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messages to the subscriber for each such result.

Nane resolution can be handl ed by one or nore translations systens
such as local host table | ookup, Donmain Name System NS, LLM\R, and
is inplenmentation-dependent. **need to think about this

3.5.17. Stop Transl ating Nane

This nmessage is sent to the MF APl to indicate that the subscriber
is no longer interested in additional results froma particul ar nane
transl ation process. The nessage includes the Transl ation

I dentifier.

3.5.18. Nanme Transl ati on

The MF APl sends a Nanme Transl ati on nessage to subscri bers whenever
results cone in froma nane translation process being perforned on
behal f of the subscriber. The Nane Transl ati on nessage includes the
Transl ation | D generated by the subscriber, and an | P address
returned by the translation process. |If a single translation result
contains nore than one I P address, or |IP addresses of different
types, the MF APl sends a single Nane Transl ati on nessage for each
such | P address.

3.5.19. Connect to Address

The Connect to Address nmessage contains an | P address, a provisioning
domain identifier, and a connection identifier which the subscriber
must ensure is unique. The MF APl attenpts to initiate a TCP
connection to the specified |IP address using one or nore source
addresses that are valid for the specified provisioning donain,
according to the source address selection policy for that
provi si oni ng domai n.

If the connection subsequently succeeds, the MF APl will send a
Connected nmessage to the subscriber. |If it subsequently fails, the
MF APl will send a Not Connected nessage to the subscriber

3.5.20. Connect to Address From Address

The Connect to Address From Address nessage contains a source |P
address, a destination |IP address, a provisioning donmain identifier,
and a connection identifier which the subscriber nmust ensure is
unique. The MF APl attenpts to initiate a TCP connection to the
specified | P address using the specified source address.

If the connection subsequently succeeds, the MF APl will send a
Connected nmessage to the subscriber. |[If it subsequently fails, the
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MF APl will send a Connection Failed nessage to the subscriber
3.5.21. Connected

The Connected nessage contains the connection identifier that was
provided in a previous Connect to Address or Connect to Address From
Addr ess nessage sent by the subscriber. It also contains an token
suitable for use with the connection APlI, for comrunicating with the
end node to which the connection was established.

3.5.22. Not Connected
The Not Connected nmessage contains the connection identifier that was
provided in a previous Connect to Address or Connect to Address From
Addr ess nessage sent by the subscriber. It also contains an
i ndication as to what went wong with the connection

4. Exanpl e Usage

bel ow is an exanple that shows how MF APl in use
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[ R, + +--- - -

|  APP | | APl

Fom e - + H-- - - -
[ Announce Interfaces [
|- >
[ Interface 1, ethO [
| e |
| Announce PDs on Interface 1 |
| o >|
[ PD 1 [
| e |
| Interface 2, wa0 |
| e |
[ PD 2 [
R REEEEED |
[ Announce PDs on Interface 2 [
|- >

As described in the above conmuni cati on nodel ,

i nvoke the

Liu, et al.

[ PD 3 |
| DNS query 2001::1, host.exanple.com A AAAA |
| DNS query 192.168. 1. 1, host . exanpl e. com A, AAAA|
| DNS query 2001::1, host.exanple.com A AAAA |
I

-------------------------------------------- >|
| 14. 2001::1 DNS response: |
| host . exanpl e. com |
| IN A 14.15.16. 17 |
| I N AAAA 2001: 192:321::1 |
| |
[ 2002::1 DNS response: ... [
| 192.168. 1.1 DNS response: |
| IN A 192.168.1.1 |
| o |
| 15. SYN. 14.15.16.17 @I F1 |
| SYN: 2001:192:321::1 @1 F1 |
[ SYN: 2001:192:321::1 @I F2 [
[ SYN. 192.168.1.1 @I F1 [
|~ >
| 16. SYN+ACK @192.168.1.1 IF1 |
| SYN+ACK @ 2001:192:321::1 IF2 |
| SYN+ACK @ 2001:192:321::1 IF1 |
| e e |
I

Fi gure 2

M F API

application then invoke MF API

Expires May 3, 2012

Cct ober 2011

the application first
to query how many interfaces in the host.
the application invokes MF API
in each interface.

t hen,

to query how many networks attaches
to query each DNS
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configuration on each interface’'s attached network. application then
send DNS query to each DNS server on each network. The DNS servers
may return rmultiple | P address of the queried host name. The
application then try to connect to each | P addresses of the host by
sendi ng tcp SYN packet to each destination |IP addresses through
multiple interfaces. Some of the destination |P address may return
ACK packet sone may not. The application then chose a best
connection based on certain criteria. for exanple, the criteria my
based on the qulity of the link.

5. Security Considerations

TBD

6. | ANA Consi derations

None
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