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Abst r act

Thi s docunent presents the architecture of the PPSP Peer protocol
outlining the functional entities, nessage fl ows and nessage
processing instructions, with the respective paraneters. The PPSP
Peer Protocol proposed in this docunment extends the capabilities of
PPSP to support adaptive and scal able video and 3D video, for Video
On Denmand (VoD) and Live video services. The protocol nessages
formal syntax and semantics, nethods, and formats are presented for
both Binary and HTTP/ XML encoded fornats.
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I nt roducti on

The P2P Stream ng Protocol (PPSP) is conposed of two protocols: the
PPSP Tracker Protocol and the PPSP Peer Protoco
[I-D.ietf-ppsp-problemstatenent].

The PPSP architecture requires PPSP peers able to communicate with a
Tracker in order to participate in a particular swarm This
centralized Tracker service is used for peer and content registration
and |l ocation. Content indexes (Media Presentation Descriptions) are
al so stored in the Tracker systemall owing the association of content
location information to the active peers in the swarm sharing the
content.

The PPSP Tracker Protocol provides conmunication between Trackers and
Peers and outlines how a peer is able to communicate with a tracker
in order to exchange nmeta infornmati on about the |ocation of other
peers contributing with a specific stream (swarm the peer interested
in, as well as to report stream ng status. The Peer can also apply
to be a contributor for several streans (swarns), periodically
reporting its status to the Tracker, allowit to estimate whether the
peer is a conpetent contributor

The PPSP Peer protocol outlines how a peer is able to comunicate
with other peers in order to control the advertising and exchange of
medi a data, directly between peers, for a specific stream (swarm, as
described in [I-D.ietf-ppsp-problemstatenent].

The process used for nedia stream ng distribution assunes a segnent
transfer schene whereby the original content (that can be encoded
usi ng adaptive or scal able techniques) is chopped into small segnents
(and subsegnents). For sinmplicity, in this document the segments
(and subsegnents) of media are naned Chunks. The media streani ng
process has the follow ng representations:

1. Adaptive - alternate representations with different qualities and
bitrates; a single represention is non-adaptive;

2. Scal abl e description levels - multiple additive descriptions
(i.e., addition of descriptions refine the quality of the video);

3. Scalable layered | evels - nested dependent |ayers correspondi ng

to several hierarchical levels of quality, i.e., higher
enhancenent | ayers refine the quality of the video of |ower
| ayers.

4, Scalable nmultiple views - views correspond to nono and
stereoscopi ¢ 3D videos, with several hierarchical |evels of
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quality.

These stream ng distribution techniques support dynami c variations in
video streaming quality while ensuring support for a plethora of end
user devices and network connecti ons.

The information that shoul d be exchanged between peers using this
Peer Protocol includes:

1. ChunkMap indicating which chunks a peer possesses.
2. Required Chunkl Ds
3. Peer preferences and status information
4, Signalling and Data Transport protocol negotiation
5. Information that can help inprove the perfornmance of PPSP.
In this docunent, a set of concrete information that needs to be
exchanged between peers is introduced, together with the nmessages to
convey such infornation.
Thi s docunents describes the PPSP Peer protocol and how it satisfies
the requirenents for the | ETF Peer-to-Peer Stream ng Protocol (PPSP)
in order to derive the inplications for the standardization of the
PPSP stream ng protocols and to identify open issues and pronote
further discussion.
This PPSP Peer Protocol proposal presents an early sketch for an
extensi bl e protocol that extends the capabilities of PPSP to support
adaptive and scal abl e vi deo.

2. Docunent Conventions

2.1. Notational Conventions
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2.2. Term nol ogy
The draft uses the ternms defined in
[I-D.ietf-ppsp-problemstatenent], [I|-D.gu-ppsp-tracker-protocol] and

[1-D.cruz-ppsp-http-peer-protocol]. Additionally, This docunent uses
the followi ng acronyms and definitions frequently in itself:

GQu, et al. Expires May 3, 2012 [ Page 4]
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Peer - Peer Messages

The Peer Protocol nmessages enabl e each Peer to exchange content
availability with other Peers and request other Peers for content.

Tracker - Peer Messages

The Tracker Protocol nessages provide conmunication between Peers
and Trackers, by which Peers provide content availability, report
stream ng status and request candidate Peer lists from Trackers.

Connecti on Tracker

The Tracker Node to which the PPSP Peer will connect when it wants
to join the PPSP system

Sender Peer

A peer that contains the correspondi ng chunk files requested by

| eech peer is the Sender peer. Many peers can contain the
content, but only one who is contributing the content to the |eech
peer can be naned as Sender peer

Leech Peer

A peer that requests the specific nedia content from other peers.
Note that the | eech peer can also contribute the downl oaded nedi a
content (i.e., chunks) even the swarmis not conpleted, in such
case, the leech peer will take on the role of sender peer for
downl oaded chunks.

Chunk Map

A peer list that indicates which chunks can be avail able for |eech
peer to playback snoothly.

Li ve Streaning
The scenario where all clients receive stream ng content for the
same ongoi ng event. The | ags between the play points of the
clients and that of the stream ng source are snall.

Vi deo- on- denand (VoD)

The scenario where all clients are allowed to sel ect and watch
vi deo content on demand

GQu, et al. Expires May 3, 2012 [ Page 5]
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Adaptive Streaning

Multiple alternate versions (different qualities and bitrates) of
the sane nedia content co-exist for the sane stream ng session;
each alternate version corresponds to a different nmedia quality

| evel ; peers can choose anong the alternate versions for decode
and pl ayback.

Scal abl e Stream ng

Wth Miltiple Description Coding (MXC), nultiple additive
descriptions (that can be independently played-out) to refine the
quality of the video when conbined together. Wth Scal abl e Vi deo
Codi ng (SVC), nested dependent enhancenent |ayers (hierarchical

|l evels of quality), refine the quality of |ower layers, fromthe

| onest | evel (the playable Base Layer). Wth Miltiple View Coding
(MC, multiple views allow the video to be played in 3D when the
vi ews are conbi ned toget her.

Base Layer

The pl ayable level in Scal able Video Coding (SVC) required by all
upper | evel Enhancenents Layers for proper decodi ng of the video.

Enhancenent Layer

Enhancenment differential quality level in Scal abl e Vi deo Codi ng
(SVC) used to produce a higher quality, higher definition video in

terns of space (i.e., image resolution), time (i.e., frame rate)
or Signal-to-Noise Ratio (SNR) when conbined with the playable
Base Layer.

Conti nuous Medi a

Media with an i nherent notion of tine, for exanple, speech, audio,
video, timed text or timed netadata.

Medi a Conponent
An encoded version of one individual nedia type such as audio,

video or tined text with specific attributes, e.g., bandw dth,
| anguage, or resol ution.

3. Pr ot ocol Overvi ew
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1. Protocol Architecture

The functional entities involved in the PPSP Peer Protocol are Peers,
whi ch may support different capabilities.

Peers correspond to devices that actually participate in sharing a
nmedi a content and are organized in (various) swarns corresponding
each swarmto the group of peers streanming that content at any given
time.

Each peer contacts a Tracker to advertise which information it has
avai l able. Wen a peer w shes to obtain informati on about the swarm
it contacts the Tracker to find other peers participating in that
specific swarm

The tracker is a logical entity that maintains the lists of peers
stori ng/ exchangi ng chunks for a specific Live nedia channel or VoD
medi a streaning content, answers queries from peers and collects
information on the activity of peers. A sinplified network di agram
showi ng this interaction of tracker and peers is depicted in Figure
1.

oo o e e e e e e e e e e eee oo +
[ Tr acker [
o m e e e e e e e e e me oo +
N | N
connect/ | | |
join/ | | peer list | stream ng Status/
find/ | | | Content avail ability/
| eavel/ | | | node capability
di sconnect | V |
o m e e oo o - + s +
[ Peer 1 | <-----mmm---- > Peer 2
S + content info/ +------------ +

data requests

Figure 1: A PPSP streamni ng process
The signaling between PPSP Peers and trackers is done using a
request/reply mechani smas defined in PPSP Tracker protoco
[1-D. gu-ppsp-tracker-protocol].
This protocol can be used to connect peers that are sharing real-tine
streanms of video or offline video, segnented in chunks. As for the
streans of video, they can correspond to Live or Video on Demand
streanm ng nodes

There are sonme significant differences between the details of these

et al. Expires May 3, 2012 [ Page 7]
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scenarios, i.e., Live streaming, VoD and offline video. Froma high
| evel perspective the overall structure is quite simlar. The
optimal signaling flow for the different scenarios could al so be
different, but it depends on the real situation and on the

i mpl ementer’s choice

This draft defines a PULL based stream ng signaling, as nmandatory.

However, a PUSH based or hybrid streami ng signaling can optionally be

consi der ed.

For a PULL based Peer Protocol, the steps of signaling for a peer

wi shing to participate either in a Live streaming or a VoD or offline

video is as follows (assuming the | eech peer has al ready obtained

fromthe Tracker a list of peers) and that, in case of traversing a

NAT, performed | CE connectivity checks [I-D.li-ppsp-nat-traversal]

wi th candi date peers using PPSP' s own authentication nethod, as

described in [I-D. gu-ppsp-tracker-protocol]:

1. The leech peer using PPSP Peer Protocol nessages, establishes a
connection to at | east one of the peers in the Peerlist, based on
the known Peerl D and Peer |P address.

2. The peer sends request to candi date peers and the request could
i nclude one or nore of the infornmation described in bel ow

* Request for the data availability of the candidate peer;
* Notify its data availability to the candi date peer

* Request for the peer status of the candi date peer

* Notify its peer status to the candi date peer;

* Request for additional peerlist;

* Transport negotiation, wherein the requesting peer can have
two choi ces

+ Only support Mandatory Tranport Protocol
+ Providing a list of supported Transport protocol

3. Finally, the peers exchange the actual chunks of data, using the
mechani sni prot ocol negotiated in the previous step

In ternms of Data Transport protocol negotiation, the | eech peer can

either informthe candidate that it supports a Mandatory Tranport
Protocol or provides a list of supported Transport protocols. That

et al. Expires May 3, 2012 [ Page 8]
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there are several options here to negotiate the connection nodel .
The PPSP Peer Protocol may include new nmechanisns to negotiate the
protocol used to exchange data, or the offer-answer nmechanismin SIP
[ RFC3261] (the I ETF protocol for session establishnent) along with
SDP [ RFC4566] .

Note al so that these mechani snms are not new protocols defined in
PPSP, but existing protocols, and would eventually differ between an
offline and a Live stream ng scenario. Mechanisns such as flow
control are handled in the negotiated Data Transport nechani sm not
in the Peer Protocol itself.

3.2. Exanple Call Flow

This is a very high-level exanple of a session in which a | eech peer
joins a swarm and retrieves sone data (either via blocks or by
streaming). The protocol used is indicated for each transaction
Note that not all of the comunication shown in this figure are in
scope of Peer Protocol, only those request/response followed by Peer
Protocol are in scope.

GQu, et al. Expires May 3, 2012 [ Page 9]
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F + F + F + T +  -------- +
| Player | | Peer 1 | | Portal | | Tracker | | Peer 2 |
Fom e e e - - + Fom e e e - - + Fom e e e - - + Fomm e o + o A------ - +

I I I I I
| | | | |
[ [------------ FIND(optional )--------------- >|
[<---cmmenn-- 10 Ol N R Peerlist(optional )------- [
I I I I
[ |[-------- GET_CHUNKMAP ( Peer protocol)----- >
[ [<--mmmmm e - - ChunkMap------------- [
I I I I I
| [-------- CGET_STATUS (Peer protocol)------- >|
[ [<---mmmmmiee - PEER2 STATUS------------- [
I I I

| | - - TRANSPORT _NEGOTI ATI ON ( Peer protocol)-->
[ [<----mmmaee-- CONNECTI ON SETUP------------ [
I I I
| --GET (Chunk)-->|-------- GET_CHUNK (Peer protocol)-------- >|
| <---OK+Chunk----[<----------------- Chunk------------------- [
i i ———————— GET_STAIUS (Peer protoéol) ——————— >i
[ R PEER2 STATUS------------- [
I I I I I
| --GET (Chunk)-->|-------- GET_CHUNK (Peer protocol)-------- >|
| <----- OK+Chunk- - | <------------------ Chunk------------------ [
I I I I

Figure 2: Exanple Call Flow
Chunk Schedul i ng

The goal of chunk trading is receiving the stream snmoothly (and with

smal | delay) and to cooperate in the distribution procedure. Peers

need to exchange informati on about their current status to enable
The i nformati on exchanged refers to the state

schedul i ng deci si ons.

of the peer with respect to the flow, i

.e.,

a map of which chunks are

needed by a peer to smoothly playback the stream

Thi s task neans:

sendi ng chunk maps to other nodes with the proper tinmng,

recei ving chunk maps from ot her nodes and nerging the information

the signaling includes Status/

Request/ Sel ect primtives used to trade chunks.

1.
2
in the |ocal buffer map.
3. besides chunk map exchange,
et al.

Expires May 3, 2012
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The core of the scheduler, not described in this specification, is
the al gorithmused to choose the chunks to be exchanged and the peers
to conmunicate wth.

4. Protocol Architecture

The PPSP Peer Protocol is a request-response protocol. Requests are
sent, and responses returned to these requests. A single request
generates a single response (neglecting fragnentation of nessages).

As shown in exanple call flow depicted in Figure 2, the Peer protoco
only provides signaling nessages for obtaining additional peerli st
(optionally), query for content availability and negotiation for
transfer protocol. Peer protocol may al so provide conmunication for
peers to exchange information that can inprove system perfornance.

The encoding for the signaling nessages is not yet decided. Two
encodi ngs are proposed, a Text-based (HTTP/ XM.) and a Bi nary- based,

described in Appendi xes A and B. The authors will raise nore
di scussion on the encoding, and will nove the one that gets rough
consensus of the PPSP Wsto the draft text. |In the Appendi xes, sone

consi derations are provi ded on each encodi ng based on the Mil List
di scussi ons.

The specific PPSP signaling nessages are listed as foll ow ng:
GET_PEERLI ST:

The CET_PEERLI ST nessage is sent froma | eech peer to one or nore
renote peers in order for a peer to refresh/update the list of
active peers in the swarm

When receiving the GET_PEERLI ST nessage, and if the nessage is
wel | forned and accepted, the peer will search for the requested
data and will respond to the | eech peer with the peer list with
Peer| Ds (and respective | P Addresses) of sender peers that can
provi de the specific content.

GET_CHUNKMAP:

The GET_CHUNKMAP message is sent froma | eech peer to one or nore
renote peers in order to receive the map of chunks of a content
(of a swarmidentified by Swarm D) the other peer presently
stores. The chunk map returned by the other peer lists ranges of
chunks.

GQu, et al. Expires May 3, 2012 [ Page 11]
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When receiving the GET_CHUNKMAP nessage, and if the message is
wel|l fornmed and accepted, the peer will search for the requested
data and will respond to the | eech peer with the map of chunks it
currently stores of the specific content.

GET_CHUNK:

The GET_CHUNK nessage is sent froma | eech peer to sender peer in
order to request the delivery of nmedia content chunks.

When receiving the GET_CHUNK nessage, and if the nessage is wel
fornmed and accepted, the peer will search for the requested data
and will respond to the | eech peer with the specific chunks the
| eech peer requested.

GET_STATUS:

The GET_ STATUS nessage is sent froma | eech peer to one or nore
renote peers in order to request the correspondi ng properties of
the sender peers. The corresponding properties are enunerated in
[draft-gu-ppsp-tracker-protocol], e.g., Caching Size, Bandw dth
etc.

When receiving the GET_STATUS nmessage, and if the nessage is well
fornmed and accepted, the peer will search for the requested data
and will respond to the | eech peer with the specific paranmeters to
the properties the | eech peer requested.

TRANSPORT_NEGOT| ATI ON

The TRANSPORT_NEGOTI ATI ON nessage is sent froma |eech peer to a
sender peer in order to negotiate the underlying transport
protocol. Leech peer provide a set of transport protocols it
supported to sender peer, and | eave send peer to choose its
preference. Reusing existing transport protocol to transfer data
i s reconmended.

When receiving the TRANSPORT NEGOTI ATI ON nessage, and if the
message is well fornmed and accepted, the sender peer will decide
the transport protocol and will respond to the |eech peer with the
specific transport protocol the sender peer preferred.

GQu, et al. Expires May 3, 2012 [ Page 12]
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Security Consideration

P2P stream ng systens are subject to attacks by malicious/unfriendly
peers/trackers that may eavesdrop on signaling, forge/deny

i nformati on/ knowl edge about stream ng content and/or its
availability, inpersonating to be another valid participant, or

I aunch DoS attacks to a chosen victim

No security system can guarantees conplete security in an open P2P
stream ng system where participants may be nalicious or
uncooperative. The goal of security considerations described here is
to provide sufficient protection for naintaining some security
properties during the peer-peer comunication even in the face of a

| arge number of nmalicious peers.

As in typical Peer to Peer network, the nost significant security
issue is that the peers are untrusted. A peer may announce that it
has a specific content, but the content might be just noise or it
coul d be poi soned. A peer could al so downl oad a | arge number of
chunks but upload very few of them This problemcan be alleviated
by incentive mechanism the goal of which is to reward honest peers
and degrade di shonest peers.

Aut henti cati on

To protect the PPSP signaling fromattackers pretending to be valid
peers (or peers other than thenselves) all nessages received in the
Tracker are required to be received from authorized peers.

For that purpose a peer nust enroll in the systemvia a centralized
enrol I nent server. The enrollnent server is expected to provide a
proper Peerl D for the peer and information about the authentication
mechani sms. The specification of the enroll ment nethod and the
provision of identifiers and authentication tokens is out of scope of
this draft.

The aut hetication mechani sm MJST al |l ow t he nmeans for negotiating data
security |l ayer mechanisnms to provide data integrity, data
confidentiality, and other services, subject to |ocal policies and
security requirenents.

Content Integrity Protection Against Polluting Peers/Trackers

Mal i ci ous peers may decl ai m ownershi p of popular content to the
Tracker but serve polluted (i.e., decoy content or even virus/trojan
i nfected contents) to other peers. This kind of pollution can be
detected by incorporating a checksumdistribution schenme for
publ i shed sharing content. As content chunks of the sanme content are

et al. Expires May 3, 2012 [ Page 13]
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transferred i ndependently and concurrently, correspondent chunk-Ieve
checksuns MJST be distributed froman authentic origin.

Resi dual Attacks and Mtigation

To nmitigate the inpact of sybil attackers, inpersonating a |arge
nunber of valid participants by repeatedly acquiring different peer
identities, the enrollment server SHOULD carefully regulate the rate
of peer/tracker adm ssion.

There is no guarantee that a peer honestly report its status to the
Tracker, or server authentic content to other peers as it clains to
the Tracker. 1t is expected that a global trust nmechani sm where the
credit of each peer is accunul ated from evaluations for previous
transacti ons, may be taken into account by other peers when selecting
partner for future transactions, helping to nmtigate the inpact of
such nalicious behaviors. A globally trusted Tracker MAY al so take
part of the trust mechani sm by collecting eval uations, conputing
credit values and providing themto joining peers.

Pro-incentive Paraneter Trustful ness

Properties for PEER STATUS nessages will consider pro-incentive
paraneters, which can enable the inprovenent of the performance of
the whol e P2P streanmi ng system Trustworthiness of these pro-
incentive paraneters is critical to the effectiveness of the

i ncentive nechani sns. For exanple, ChunkMap is essential, and needs
to be accurate. The P2P system should be designed in a way such that
a peer will have the incentive to report truthfully its ChunkMap
(otherwise it may penalize itself).

Furt hernmore, both the anount of upload and downl oad shoul d be
reported to the Tracker to allow checking if there is any

i nconsi stency between the upload and downl oad report, and establish
an appropriate credit/trust system
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Appendi x A.  Binary Encoding

Bi nary Encoding is an encoding of data in plain text. More
precisely, it is an encoding of binary data in a sequence of ASCII-
printable characters. Binary Encoding is necessary for transm ssion
of data when the channel or the protocol only allows ASC|-printable
characters.

The PPSP Peer protocol can be carried on top of IP, UDP, RTP or TCP
But using which layer to carry peer protocol is out of scope in
current stage.

The peer nessage header has the followi ng format:

0 1 2 3
01234567890123456789012345678901
B T i it T s i S e i SR SR
| PPSP Peer Protocol Token |
e e e e i e s S e R CE o o R
| Ver si on Message | Reserved |
B i S S T s i S T st i S S S S S S S S i

[ Transaction ID

T T e b i i e e s . i S SR R S

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
Message Length |

B i S S T s i S T st i S S S S S S S S i

Fi gure 3: PPSP Peer nessage header
The fields have the foll ow ng neaning:
PPSP Peer Protocol Token: 32 bits
A fixed token indicating to the receiver this nessage is a PPSP

Peer Protocol nmessage. The token field is four bytes long. This
val ue MJUST be set to 0x50505350, the string "PPSP".

Version: 8 bits The version of the PPSP peer protocol being used in
the formof a fixed point integer between 0.1 and 25.4. For the
version of the protocol described in this document, this field
MUST be set to 0.1. The version field is one byte |ong.
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Message Types: 8 bits

Message types currently have two kinds of value: Request and
Response.

Reserved: 16 bits

Not to be assigned. Reserved values are held for special uses,
such as to extend the nanespace when it beconmes exhaust ed.
Reserved val ues are not avail able for general assignnent.

Transaction ID: 64 bits

Identifies the transaction and al so allows receivers to

di sanbi guate transactions which are otherw se identical
Responses use the sanme Transaction ID as the request they
correspond to. Transaction |IDs are also used for fragnent
reassenbl y.

Message Length: 32 bits:

The I ength of the nmessage, including header, in bytes. Note if
the message is fragnented, this is the length of this nmessage, not
the total length of all assenbled fragments.

Met hods in Peer nmessages

To inmprove the compatibility of the peer nmethods, the nmethod fields
i n message extensi on MJUST be encoded as TLV el enents as descri bed
bel ow and sketched in Figure 4:

To inprove the conpatibility of the peer nethods, the method fields
i n nessage extensi on MUST be encoded as TLV el enents as descri bed
bel ow and sketched in Figure 4:

0 Type: Asingle-octet identifier that defines the type of the
paraneter represented in this TLV el enent.

0 Length: A two-octet field that indicates the length (in octets) of
the TLV el enent excluding the Type and Length fields, and the
8-bit Reserved field between them Note that this |ength does not
i nclude any padding that is required for alignnent.
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0 Value: Variable-size set of octets that contains the specific
val ue for the paraneter.

In the extensions, the Reserved field SHALL be set to zero and

ignored. If a TLV elenent does not fall on a 32-bit boundary, the
| ast word MUST be padded to the boundary using further bits set to
zero.

In a peer nessage, any nethod extension MJST be placed after the
mandat ory nessage header. The extensi ons MAY be placed in any order.

0 1 2 3
01234567890123456789012345678901
B T T i I T T o S S S e b S S S
| Type | Reserved | Length |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
: Val ue :
B i i i e R S e S i s e e S T g e S I T i st S TR I S S

Figure 4: Structure of a TLV el enent
Met hod Type: 8 bits
I ndi cates the nethod type for the nessage. There are five nethod
types: GET_PEERLI ST, GET_CHUNKMAP, GET_CHUNK, GET_ PROPERTY and
TRANSPORT_NEGOTI ATI ON. They are counted from1l to 5.
Met hod Body Length: 24 bits

The I ength of the method body in bytes.

A 1.1. GET_PEERLI ST

Peerlist is conposed of several pairs of Peer ID and Peer |P. Peer
IDis a 128 bit integer that is unique in the P2P streaning system
That’s no matter there is a centralized tracker or several
distributed trackers in the stream ng system a peer |ID should be
uni que.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ 00000001 | Met hod Body Length [
B i i S S i I e i S S R L e e e e
| PEER ID 1

R R e R e s s e o S S e R e o o

e I S I i i Sl S S S S S S S S
B T S S e S S S T < SU SN S S SUp S S e

T I T S i ST i S S i T i S S S S S S S

| PEER I P 1 |
B S T i S S e e s 2 st Sl S S S S S S S S
[ PEER I D 2

T i T i S T i S S e i e s
T S i i S S i i S S
T i S S T i S T e i i S S

T I T S I T i T S e s 1 i T S S S s

PEER I P 2 |

T I T S i T i S S it T i S S S S S S S
Figure 5: GET_PEERLI ST Met hod Body

GET_CHUNKMAP

Chunkmap of a content (a swarmidentified by Swarmn D)

1 2 3
1234567890123456789012345678901
B S S i i i T T T S iy Ak S S S S

00000002 | Met hod Body Length [
R S S et et i o i i i R T T T S S S S S S e e e 2
SWARM I D 1 |

B T i S S I el s S P S S S S S S N e S
Chunkmap [

B S S i i i T T T S iy Ak S S S S

T R S

[eoNe]

e Tl Sl e S

B S S I T S S e e S S T S S S S i i S S

R o T S T S T e T i T S S S S S S S e
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3. GET_CHUNK
[ TBDO]

0

Peer Protocol

Fi gure 6: GET_CHUNKMAP Met hod Body

1 2

Cct 2011

3

01234567890123456789012345678901

00000003

o+ttt +

[ Met hod Body Length
SWARM | D

Chunk I D

T I e S o i i S S e T o SIS S

T S S R

T A e S

T I e S o i i S S e T o SIS S

T T e S Ak T

T R S

B S T i S S e e s 2 st Sl S S S S S S S S

A 1.4, CGET_STATUS

G-'la

Fi gure 6: GET_CHUNKMAP Met hod Body

Several property types are defined in I-D. gu-ppsp-tracker-protocol.
But not all of the property types are reasonable to be used in peer

protocol. So we just list the followi ng property types. New types
can be easily added.
TSRS o m m e e e e e e e e e e e e e e e e e e e e me e aa oo Homm - - +
[ PROPERTY | Descri ption | Code |
. S . . +
| Cachi ngSize | Caching size: available size for caching | Ox01 |
| Bandwidth | Bandwi dt h: avail abl e bandwi dt h | 0x02 |
| Li nkNumber | Li nk number: acceptable Iinks for renote | O0x03 |
| | peer | |
| Certificate | Certificate: certificate of the peer | 0x04 |
. s . +
Tabl e 1: Status changed between peers
et al. Expires May 3, 2012 [ Page 20]
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0 1 2 3

01234567890123456789012345678901
B T i S S I el s S P S S S S S S N e S
00000004 | Met hod Body Length [
e o e i i S o o
STATUS Code| STATUS Length [
Tk s o o o i S i e o o S
STATUS Val ue |
B T i S S I el s S P S S S S S S N e S
I

T e S Ak T

T i T S T i T S S e S T e e

+ 4+ A+

Figure 6: GET_STATUS Met hod Body
A. 1.5, TRANSPORT_NEGOTI ATI ON

To Do: Define mandatory transport protocol and some optional
transport protocol.

0 1 2 3

01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| 00000005 | Met hod Body Length |
B i S S T s i S T st i S S S S S S S S i
[ Met hod Body [
T T e b i i e e e s b ik S S S N SR

Fi gure 7: TRANSPORT_NEGOTI ATI ON Met hod Body

Appendi x B. HTTP/ XML Encodi ng
The PPSP Peer Protocol HTTP/ XM. encodi ng nessages foll ow the request
and response standard formats for HTTP Request and Response nessages
[ RFC2616] .

B.1. HITP/ XML Encodi ng

A Request nessage is a standard HTTP Request generated by the HTTP
Client Peer with the foll owi ng syntax:

<Met hod> / <Resource> HTTP/ 1.1
Host: <Host >
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The HTTP Method and URI path (the Resource) indicates the operation
requested. The current proposal uses only HITP POST as a mechani sm
for the request nessages.

The Host header follows the standard rules for the HITP 1.1 Host
Header .

The Response nessage is al so a standard HTTP Response generated by
the HTTP Serving Peer with the foll ow ng syntax:

HTTP/ 1.1 <St at usCode> <St at usMsg>
Cont ent - Lenght: <Cont ent Lenght >
Cont ent - Type: <Cont ent Type>

Cont ent - Encodi ng: <Cont ent Codi ng>
<Response_Body>

The body for both Request and Response nessages are encoded in XM
for all the PPSP Peer Protocols nessages, with the follow ng schema
(the XML information being nethod specific):

<?xm version="1.0" encodi ng="utf-8""?>
<Prot ocol Nane versi on="#. #">
<Met hod>*** </ Met hod> <!-- for the Request nethod -->
<Response>***</ Response> <!-- for the Response nethod -->
<Tr ansact i onl D>###</ Tr ansact i onl D>
...XM information specific of the Method..
</ Pr ot ocol Nane>

In the XM. body, the *** represents al phanuneric data and ###
represents nuneric data to be inserted. The <Method> corresponds to
the method type for the nessage, the <Response> corresponds to the
response nmethod type of the nessage and the el ement <Transactionl D>
uniquely identifies the transaction

The Response nessage MAY use Content-Encoding entity-header with
"gzi p" conpression schene [ RFC2616] for faster transmi ssion tines and
| ess networ k bandwi dt h usage.

B.2. Method Fields
Table B 1 and Table B 2 define the valid string representations for

the requests and responses, respectively. These values MJST be
treated as case-insensitive.
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T T T T T +

| PPSP Request | XML Request Value String |

o e e e e e e e e e e e oo n o e e e e e e e e e +
GET_PEERLI ST GET_PEERLI ST
GET_CHUNKMAP GET_CHUNKMAP

PEER_STATUS PEER_STATUS

| | |
| GET_CHUNK | GET_CHUNK |
I I I
| TRANSPORT NEGOTI ATI ON | TRANSP_NEGO |

Table B 1. Valid Strings for Requests

B o S +
| Response Met hod Nane | HTTP Response | XML Response Val ue |
[ [ Mechani sm [ [
S o, - +
SUCCESSFUL ( CK) 200 X (04
I NVALI D SYNTAX 400 Bad Request I NVALI D SYNTAX
VERSI ON NOT 400 Bad Request VERSI ON NOT
SUPPORTED SUPPORTED
AUTHENTI CATI ON 401 Unaut hori zed AUTHENTI CATI ON

MESSAGE FORBI DDEN
OBJECT NOT FOUND
I NTERNAL ERRCR

403 For bi dden
404 Not Found
500 Internal Server

MESSAGE FORBI DDEN
OBJECT NOT FOUND

I I
I I
I I
| |
I I
| REQUI RED |
| |
| | | NTERNAL ERROR
| |

I I

I I

I
I
I
I
REQUI RED |
I
I
I
|
I
I

Error
TEMPORARI LY 503 Service TEMPORARI LY
OVERLOADED Unavai |l abl e OVERLOADED
o e e e e e e aa oo o e e e oo +

Table B 2: Valid Strings for Responses
Message Processing

When a PPSP Peer Protocol nessage is received in a peer, sone basic
processing is perfornmed, regardl ess of the nessage type. Upon
reception, a message is examined to ensure that it is properly
fornmed. The receiver MJST check that the HTTP nessage itself is
properly formed, and if not appropriate standard HTTP errors MJST be
generated. The receiver nust also verify that the XML body is
properly formed. |If the message is found to be incorrectly forned or
the length does not match the I ength encoded in the header, the
receiver MIST reply with an HTTP 400 response with a PPSP XM. body
with the Response nmethod set to | NVALI D SYNTAX
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GET_PEERLI ST Message

The GET_PEERLI ST message is sent froma client peer to a selected
serving peer in order for a peer to refresh/update the list of active
peers in the swarm

The Request nmessage uses a HTTP POST nethod with the foll owi ng body:

<?xm version="1.0" encodi ng="utf-8""?>
<PPSPPeer Pr ot ocol versi on="#. #">

<Met hod>GET_PEERLI ST</ Met hod>

<Peer | D>***</ Peer | D>

<Swar m D>*** </ Swar nl D>

<Tr ansact i onl D>###</ Tr ansact i onl D>
</ PPSPPeer Pr ot ocol >

The sender MUST properly formthe XM. body, MJST set the Method
string to GET_PEERLI ST, MJST set the PeerID to the PeerlD of the
peer, MJST set the Swarnmi D to the joined swarmidentifier and
randoml y generate and set the Transactionl D val ue.

When receiving the GET_PEERLI ST nessage, and if the nessage is well
fornmed and accepted, the peer will search for the requested data and
will respond to the requesting peer with an HTTP 200 OK nessage
response with a PPSP XML payl oad SUCCESSFUL, as well as the peer Iist
with PeerlDs (and respective | P Addresses) of peers that can provide
the specific content.

The response MJUST have the sane Transactionl D val ue as the request.

An exanpl e of the Response nessage structure is the foll ow ng:
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<?xm version="1.0" encodi ng="utf-8""?>
<PPSPPeer Pr ot ocol version="#.#">
<Response>OK</ Response>
<Swar m D>*** </ Swar m D>
<Tr ansact i onl D>###</ Tr ansact i onl D>
<Peer | nf oLi st >
<Peer | nf o>
<Peer | D>***</ Peer | D>
<Peer Type>***</ Peer Type>
<Peer Addr esses>
<Peer Addr ess | p="##. ##. ##. ##"
port ="###" [ >
<Peer Addr ess i p="hh: hh: hh: hh: hh: hh: hh: hh"
port ="###" | >
</ Peer Addr esses>
<Peer Locat i on>****</ Peer Locat i on>
<Connecti onType>***</ Connecti onType>
<EndPoi nt RankCost >###</ EndPoi nt RankCost >
</ Peer | nf o>
<Peer | nf o>
<Peer | D>***</ Peer | D>
<Peer Type>***</ Peer Type>
<Peer Addr esses>
<Peer Addr ess i p="##. ##. ##. ##"
port="###" | >
<Peer Addr ess i p="hh: hh: hh: hh: hh: hh: hh: hh"
port ="###" | >
</ Peer Addr esses>
<Peer Locat i on>****</ Peer Locat i on>
<Connecti onType>***</ Connect i onType>
<EndPoi nt RankCost >###</ EndPoi nt RankCost >
</ Peer | nf o>
</ Peer | nf oLi st >
</ PPSPPeer Pr ot ocol >

The el ement <PeerInfoList> MAY contain nmultiple <Peerlnfo> child
el ement s.

The el ement <Peer Addresses> MAY contain nultiple <Peer Address> child
elements with attributes "ip" and "port" corresponding to each of the
network interfaces of the peer. The "ip" attribute can be expressed
in dotted decimal format for |Pv4 or 16-bit hexadeci mal val ues (hh)
separated by colons (:) for |Pv6.

The el ements <PeerLocation> and <Connecti onType> have a string

format, and together with the el enent <EndPoi nt RankCost> of nunerica
integer format, forma set of information related to peer |ocation
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B.5. GET_CHUNKMAP Message

The GET_CHUNKMAP message is sent froma client peer to a selected
serving peer in order to receive the map of chunks of a content (of a
swarmidentified by Swarm D) the other peer presently stores. The
chunk map returned by the other peer lists ranges of chunks. The
Request nessage uses a HTTP POST nethod with the foll ow ng body:

<?xm version="1.0" encodi ng="utf-8""?>
<PPSPPeer Pr ot ocol versi on="#. #">

<Met hod>GET_CHUNKMAP</ Met hod>

<Peer | D>***</ Peer | D>

<Swar m D>*** </ Swar nl D>

<Tr ansact i onl D>###</ Tr ansact i onl D>
</ PPSPPeer Pr ot ocol >

The sender MUST properly formthe XM. body, MJST set the Method
string to GET_CHUNKMAP, MJST set the PeerID to the PeerlD of the
peer, MJST set the Swarnmi D to the joined swarmidentifier and
randoml y generate and set the Transactionl D val ue.

When receiving the GET_CHUNKMAP nessage, and if the nessage is well
fornmed and accepted, the peer will search for the requested data and
will respond to the requesting peer with an HTTP 200 OK nessage
response with a PPSP XM. payl oad SUCCESSFUL, as well as the map of
chunks it currently stores of the specific content.

The response MJUST have the sane Transactionl D val ue as the request.

The Response nessage is an HTTP 200 OK nessage with the follow ng
body, exenplified for a video conponent of a nedia clip:

<?xm version="1.0" encodi ng="utf-8""?>
<PPSPPeer Pr ot ocol version="#.#">
<Response>0K</ Response>
<Tr ansact i onl D>###</ Tr ansact i onl D>
<St r eam nf o>
<Swar m D>*** </ Swar m D>
<dip>
<Nane>*** </ Nanme>
<ChunkSegnents type="vi deo/ audi o/ etc" >
<ChunkSegment frome"###" t o="###"
bi t mapSi ze=" ###" >
...(baseb4 string)...
</ ChunkSegnent >
</ ChunkSegnent s>
</dip>
</ St ream nf o>
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</ PPSPPeer Pr ot ocol >
The el ement <Stream nfo> MAY contain nultiple <Oip> child el ements.

The el enent <ChunkSegnents> has an attribute "type" that indicates
the type of media of the correspondi ng chunks.

A <ChunkSegnent s> el enent MAY contain multiple <ChunkSegnent> child
elements with attributes "from' and "to" corresponding to ranges of
contiguous chunks. The "front, "to", and "bitnmapSi ze" attributes are
expressed as integer nunber string fornmat. The <ChunkSegnent >
content corresponds to the chunk map, and is represented as base64
encoded string.

B.6. GET_CHUNK Message

The GET_CHUNK nessage is sent froma client peer to a serving peer in
order to request the delivery of media content chunks. The Request
nmessage uses a HITP POST nethod with the foll owi ng body:

<?xm version="1.0" encodi ng="utf-8""?>
<PPSPPeer Pr ot ocol versi on="#. #">

<Met hod>GET_CHUNK</ Met hod>

<Peer | D>***</ Peer | D>

<Swar m D>*** </ Swar nl D>

<Tr ansact i onl D>###</ Tr ansact i onl D>
</ PPSPPeer Pr ot ocol >

The sender MUST properly for the HTTP request for a POST net hod
including the URI path (the Resource) of the chunk. The sender MJST
al so properly formthe XM. body, MJST set the Method string to
GET_CHUNK, MJST set the PeeriDto the Peerl D of the peer, MJIST set
the SwarmD to the joined swarmidentifier and randomy generate and
set the Transactionl D val ue.
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POST / pat h/ name/ 123456789- LO- 00000. h264 HTTP/ 1.1 [

Host: exanpl e. net

<?xm version="1.0" encodi ng="utf-8""?>
<PPSPPeer Pr ot ocol version="#.#">

<Met hod>GET_CHUNK</ Met hod>

<Peer | D>***</ Peer | D>

<Swar m D>*** </ Swar m D>

<Tr ansact i onl D>###</ Tr ansact i onl D>
</ PPSPPeer Pr ot ocol >

HTTP/ 1.1 200 K
Cont ent - Type: text/xm
Transf er - Encodi ng: chunked

143
<?xm version="1.0" encodi ng="utf-8""?>
<PPSPPeer Pr ot ocol versi on="#. #">
<Response>0K</ Response>
<Tr ansact i onl D>###</ Tr ansact i onl D>
</ PPSPPeer Pr ot ocol >

H#it#
(### bytes of the video chunk)
0

Cct 2011
. +
| Peer (Seed) |
TSRS +

I

Figure B 1: Exanple of GET_CHUNK nessage sequence (sinplified)

When receiving the GET_CHUNK nessage,

and if the nessage is well

fornmed and accepted, the peer will search for the requested data and
will respond to the requesting peer with an HTTP 200 OK nessage

response

with a PPSP XM. payl oad SUCCESSFUL.

The Response nessage is an HITP 200 OK nessage.
Transport Protocol negotiated is al so HTTP/ XM,
response to GET_CHUNK can be i mediately followed by the chunk data

transfer,

as shown in Figure B 1.

If The Data
t he body of the

The response MJST have the sane Transactionl D as the request.
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PEER_STATUS Message

The PEER_STATUS nessage is sent froma serving peer to a client peer
toindicate its participation status. The information conveyed may
include information related to chunk trading |ike "choke" (to inform
the other peer of the intention to stop sending data to it) and
"unchoke" (to informthe other peer of the intention to start/re-
start sending data to it).

The Request nessage uses a HITP PCST nethod with the followi ng body:

<?xm version="1.0" encodi ng="utf-8"?>
<PPSPPeer Pr ot ocol versi on="#. #">
<Met hod>PEER_STATUS</ Met hod>
<Peer | D>***</ Peer | D>
<Swar m D>*** </ Swar m D>
<Tr ansact i onl D>###</ Tr ansact i onl D>
<St at us>( choke/ unchoke) </ St at us>
</ PPSPPeer Pr ot ocol >

The sender MUST properly formthe XM. body, MJIST set the Method
string to PEER STATUS, MJST set the PeerI D to the Peerl D of the peer,
MUST set the Swarm D to the joined swarmidentifier and randony
generate and set the Transactionl D val ue.

When recei ving the PEER STATUS nessage, and if the message is well
fornmed and accepted, the peer will respond to the requesting peer
with an HTTP 200 OK nessage response with a PPSP XM. payl oad
SUCCESSFUL.

If the status signal received is "choke" the peer will stop
requesting chunks fromthe other peer until receiving an "unchoke"
status signal

The only elenment currently defined in the request nessage is
<St atus>, assum ng val ues of "choke" and "unchoke", but, in future,
ot her val ues may be added.

The Response nessage is an HITP 200 OK nessage with the foll ow ng
body.

<?xm version="1.0" encodi ng="utf-8"?>
<PPSPPeer Pr ot ocol versi on="#. #">
<Response>0K</ Response>
<Tr ansact i onl D>###</ Tr ansact i onl D>
</ PPSPPeer Pr ot ocol >

The response MUST have the sane Transactionl D val ue as the request.
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The only element currently defin
<Transactionl D>, but, in future,
exanpl e, containing statistical
tradi ng negoti ation.

B. 8. TRANSPCORT_NEGOTI ATI ON Message

To Do: Define nmessage fornmat,
optional transport protocols.
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