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Abstract

Thi s docunent specifies the Peer-to-Peer Streaning Protocol--Tracker
Prot ocol (PPSP-TP), an application-layer control (signaling) protocol
for the exchange of meta information between trackers and peers, such
as initial offer/request of participation in multinedia content
stream ng, content information, peer lists and reports of activity
and status. The specification outlines the architecture of the
protocol and its functionality, and describes nessage fl ows, nessage
processing instructions, nessage formats, formal syntax and
semantics. The PPSP Tracker Protocol enables cooperating peers to
form content stream ng overlay networks to support near real-tine
Structured Media content (audio, video, associated text/netadata)
delivery, such as adaptive nulti-rate, |layered (scalable) and nmulti-
view (3D), in live, time-shifted and on-denmand nodes

Status of this Meno

G-'la

This Internet-Draft is submtted to | ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft docunents valid for a nmaxi mum of six nonths

and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
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material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htn

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. ht m

Copyright and License Notice
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Copyright (c) 2012 | ETF Trust and the persons identified as the
docunment authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this document. Code Components extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.
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1.

I nt roducti on

The Peer-to-Peer Stream ng Protocol (PPSP) is conposed of two
protocol s: the PPSP Tracker Protocol and the PPSP Peer Protocol
[I-D.ietf-ppsp-problemstatenent] specifies that the Tracker Protoco
shoul d standardi ze fornmat/encodi ng of infornmation and nessages

bet ween PPSP peers and PPSP trackers and [I-D.ietf-ppsp-reqs] defines
the requirenents

The PPSP Tracker Protocol provides conmunication between trackers and
peers, by which peers send neta information to trackers, report
stream ng status and obtain peer lists fromtrackers.

The PPSP architecture requires PPSP peers able to communicate with a
tracker in order to participate in a particular streanm ng content
swarm This centralized tracker service is used by PPSP peers for
content registration and location. Content information netafiles
(Medi a Presentation Descriptions) are also stored in the tracker
system al |l owi ng active peers in the swarmto interpret content
structure.

The signaling and the nedia data transfer between PPSP peers is not
in the scope of this specification

Thi s docunent describes the PPSP Tracker protocol and how it
satisfies the requirenents for the | ETF Peer-to-Peer Stream ng
Protocol (PPSP-TP), in order to derive the inplications for the
standardi zati on of the PPSP stream ng protocols and to identify open
i ssues and pronote further discussion

1.1. Use Scenarios and Stream ng Mdes

G-'la

This section is tutorial in nature and does not contain any normative
st at enent s.

This section describes some aspects of the use of PPSP-TP. The
exanpl es were chosen to illustrate the basic operation, but not to
limt what PPSP-TP rmay be used for.

The functional entities related to PPSP protocols are the dient
Medi a Pl ayer, the service Portal, the tracker and the peers. The
compl ete description of these entities is not discussed here, as not
in the scope the specification

The Cient Media Player is a logical entity providing direct
interface to the end user at the client device, and includes the
functions to select, request, decode and render contents. The Cdient
Medi a Player may interface with the |ocal peer application using

et al. Expi res August 27, 2012 [ Page 5]



| NTERNET DRAFT PPSP Tr acker Protocol February 24, 2012

G-'la

request and response standard formats for HTTP Request and Response
messages [ RFC2616] .

The service Portal is a logical entity typically used for client
enrol I nent and content information publishing, searching and
retrieval

The tracker is a logical entity that maintains the lists of PPSP
active peers storing and exchanging a specific nmedia content. The
tracker also stores the status of active peers in swarns, to help in
the selection of appropriate peers for a requesting peer. The
tracker can be realized by geographically distributed tracker nodes
or multiple server nodes in a data center, increasing the content
availability, the service robustness and the network scalability or
reliability. The managenment and | ocating of content index
information are totally internal behaviors of the tracker system
which is invisible to the PPSP Peer

[I-D. xi ao- ppsp-rel oad-di stributed-tracker].

The peer is also a logical entity enbeddi ng the P2P core engine, with
a client serving side interface to respond to Client Media Player
requests and a network side interface to exchange data and PPSP
signaling with trackers and ot her peers.

The stream ng technique is chunk-based, i.e., client peers obtain
medi a chunks from serving peers and handl e the buffering that is
necessary for the playback processes during the downl oad of the nedia
chunks.

In Live streanming, all end users are interested in a specific nmedia
com ng from an ongoi ng program which neans that all respective peers
share nearly the sane stream ng content at a given point of tine.
Peers may store the live nmedia for further distribution (known as
time-shift TV), where the stored nedia is distributed in a VoD-like
manner .

In VoD, different end users watch different parts of the recorded
medi a content during a past event. In this case, each respective
peer obtains fromother peers the information on nedia chunks they
store and then gets the required nedia froma sel ected set of those
peers. \Wile watching VoD, an end user can also switch to any place
of the content, e.g., skip the credits part, or skip the part that it
is not interested in. 1In this case the respective participating peer
may not store all the content segnents. Fromthe whol e swarm poi nt
of view, the participating peers typically store different parts of
content.

et al. Expi res August 27, 2012 [ Page 6]



| NTERNET DRAFT PPSP Tr acker Protocol February 24, 2012

1.2. Assunptions

This section is tutorial in nature and does not contain any normative
stat enent s.

The process used for nedia stream ng distribution assunes a segnent
(chunk) transfer scheme whereby the original content (that can be
encoded usi ng adaptive or scal able techniques) is chopped into snall
segnments (and subsegnents) having the foll ow ng representations:

1. Adaptive - alternate representations with different qualities and
bitrates; a single represention is non-adaptive;

2. Scal able description levels - nultiple additive descriptions
(i.e., addition of descriptions refine the quality of the video);

3. Scal able | ayered | evels - nested dependent | ayers corresponding to
several hierarchical levels of quality, i.e., higher enhancenent
| ayers refine the quality of the video of |ower |ayers

4. Scalable multiple views - views correspond to nono (2D) and
stereoscopi ¢ (3D) videos, with several hierarchical |evels of
quality.

These streanmi ng distribution techniques support dynamic variations in
video streaming quality while ensuring support for a plethora of end
user devi ces and network connections.

1.2.1. Enrollnent and Bootstrap

In order to join an existing P2P stream ng service and to participate
in content sharing, any peer nust first locate a tracker, using for

exanple, the following method (as illustrated in Figure 1):
Fomm e - - + Fomm e - - + Fomm e - - + Fomm e oo - +  -------- +
| Player | | Peer 1 | | Portal | | Tracker | | Peer 2 |
Hom e e oo - + Hom e e oo - + Hom e e oo - + Fomm e - + - ------ +
I I I I I
| --Page request----------------- > | |
[ <----emmmem- - Page with links--]| [ [
| --Sel ect stream (MPD Request)-->| | |
[<--mmmmm e - OK+MPD- - | [ [
[--MPD---------- > --CONNECT-------------------- >| [
| | <o K- - | |
| [--JO N ----emmmee e >| |
[<---cmmenn-- 10 Ol N R OK+Peerlist--| [
I I I I
|-- Get(Chunk) ->|<---------- (Peer protocol) ------------- >|
[<---- Chunk ----|<----mmmmmm e Chunk --|

Figure 1. A typical PPSP session
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1. Froma service provider provisioning mechanism this is a typica
case used on the provider Super-Seeders (edge caches and/or Media
Servers).

2. From a web page: a Publishing and Searching Portal may provide
tracker location information to end users.

3. Fromthe MPD file of a content: this nmetainfo file nust contain
i nformati on about the address of one or nore trackers (that can be
grouped by tiers of priority) which are controlling the swarm for
that medi a content.

In order to be able to bootstrap, a peer nust first obtain a Peer-1D
(identity associated with the end user authentication credentials)
and any required security certificates or authorization tokens from
an enrol |l nent service (end user registration).

The specification of the nmechani smused to obtain a Peer-ID
certificates or tokens is not in the scope of this docunent.

1.2.2. NAT Traversa

It is assuned that all trackers must be in the public Internet and
have been placed there deliberately. This docunment will not describe
NAT Traversal nechanisns but the protocol facilitates flexible NAT
Traversal techniques, such as those based on | CE [ RFC5245],
considering that the tracker node rmay provide NAT traversal services
as a STUN-l1ike tracker. Being a STUN-1i ke tracker, it can discover
the refl exi ve candi date addresses of a peer and nmake them avail abl e
in responses to requesting peers, a nechani smnamed PPSP-1CE in
[I-D.Ii-ppsp-nat-traversal-02].

1.2.3. Content Information Metadata

G-'la

Mul tinmedia contents may consi st of several media conponents (for
exanpl e, audio, video, and text), each of which m ght have different
characteristics.

The representations of a nedia content correspond to encoded
alternative of the same nmedi a conponent, varying from ot her
representations by bitrate, resolution, nunber of channels, or other
characteristics. Each representation consists of one or nultiple
segnents. Segnents are the media stream chunks in tenporal sequence.

These characteristics may be described in a Media Presentation
Description (MPD). Exanples of MPD for on-demand and Live prograns
are illustrated in Appendix B. It is envisioned that the content

i nformati on netadata used in PPSP may align with the MPD format of

| SO | EC 23009-1 [I SO | EC. 23009-1].
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1.2.4. Authentication, Confidentiality, Integrity

G-'la

Channel -oriented security should be used in the comunication between
peers and tracker, such as the Transport Layer Security (TLS) to
provide privacy and data integrity. HITP/ 1.1 over TLS (HTTPS)

[ RFC2818] is the preferred approach for preventing disclosure of peer
critical information via the communicati on channel

Due to the transactional nature of the comuni cati on between peers
and tracker a nethod for addi ng authentication and data security
services via replaceabl e nechani sns shoul d be enpl oyed. One such
method is the QAuth 2.0 Authorization [I-D.ietf-oauth-v2] with bearer
token, providing the peer with the information required to
successfully utilize the access token to make protected requests to
the tracker [I-D.ietf-oauth-v2-bearer].

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

This draft uses terns defined in [I-D.ietf-ppsp-problemstatenent]
and in [|-D. xi ao-ppsp-rel oad-distributed-tracker].

Absolute Tine: Absolute tine is expressed as | SO 8601

[1SO 8601. 2004] timestanps, using zero UTC offset (GMI). Fractions
of a second may be indicated. Exanple for Decenber 25, 2010 at 14h56
and 20. 25 seconds: basic format 20101225T145620. 25Z or extended
format 2010-12-25T14: 56: 20. 25Z.

Adaptive Streanming: Miltiple alternate representations (different
qualities and bitrates) of the same media content co-exist for the
same streani ng session; each alternate representation corresponds to
a different nedia quality level; peers can choose anong the
alternate representations for decode and pl ayback

Base Layer: The playable representation level in Scal abl e Video
Coding (SVC) required by all upper |evel Enhancenents Layers for
proper decodi ng of the video.

Chunk: A chunk is a generic termused whenever no anbiguity is
raised, to refer to a segnent or a subsegnent of partitioned
stream ng medi a.

Conpl enentary Representation: Representation in a set of

representations which have inter-representation dependenci es and
whi ch when conbined result in a single representation for decoding
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and presentation.

Connection Tracker: The tracker node to which the PPSP peer will
connect when it wants to get registered and join the PPSP system

Continuous nedia: Media with an inherent notion of time, for
exanpl e, speech, audio, video, tinmed text or timed metadata.

Enhancenment Layer: Enhancement differential quality |eve

(conpl enentary representation) in Scal able Video Coding (SVC) used to
produce a higher quality, higher definition video in terns of space
(i.e., image resolution), time (i.e., frame rate) or Signal-to-Noise
Rati o (SNR) when conbi ned with the playabl e Base Layer [ITU T.H. 264].

Join Time: Join tine is the absolute tinme when a peer registers on a
tracker. This value is recorded by the tracker and is used to
cal culate Online Tine.

Live stream ng: The scenario where all clients receive streaning
content for the same ongoing event. The |ags between the play points
of the clients and that of the stream ng source are small

Medi a Conponent: An encoded version of one individual nedia type
such as audio, video or tined text with specific attributes, e.g.
bandwi dt h, |anguage, or resol ution.

Medi a Presentation Description (MPD): Formalized description for a
medi a presentation, i.e., describes the structure of the nedia,
nanely, the representations, the codecs used, the segnents (chunks),
and t he correspondi ng addressi ng schene.

Met hod: The nethod is the primary function that a request froma
peer is meant to invoke on a tracker. The nethod is carried in the
request message itself.

Online Time: Online Time shows how | ong the peer has been in the P2P
streami ng systemsince it joins. This value indicates the stability
of a peer, and it is calculated by tracker when necessary.

Peer: A peer refers to a participant in a P2P stream ng systemthat
not only receives streaning content, but also stores and upl oads
streaming content to other participants.

Peer-ID: Unique identifier for the peer. The Peer-1D and any
required security certificates are obtained froman offline
enrol | nent server.

Peer - Peer Messages (i.e., Peer Protocol): The Peer Protocol nessages
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enabl e each peer to exchange content availability with other peers
and request other peers for content.

PPSP: The abbreviation of Peer-to-Peer Stream ng Protocols. PPSP
protocols refer to the key signaling protocols anong various P2P
stream ng system conponents, including the tracker and peers.

Representation: Structured collection of one or nore nedia
conmponent s.

Request: A nessage sent froma peer to a tracker, for the purpose of
i nvoki ng a particul ar operation

Response: A nessage sent froma tracker to a peer, for indicating
the status of a request sent fromthe peer to the tracker

Scal able Streaming: Wth Miltiple Description Coding (MDXC), multiple
additive descriptions (that can be independently played-out) to
refine the quality of the video when conbined together. Wth

Scal abl e Vi deo Codi ng (SVC), nested dependent enhancenent |ayers
(hierarchical levels of quality), refine the quality of |ower |ayers
fromthe | owest |evel (the playable Base Layer). Wth Miltiple View
Coding (MC), multiple views allow the video to be played in 3D when
the views are conbi ned together

Segnment: A segnent is a resource that can be identified, by an ID or
an HTTP- URL and possibly a byte-range, and is included in the MPD
The segnent is a basic unit of partitioned stream ng nedia, which is
used by a peer for the purpose of storage, advertisenent and exchange
anobng peers.

Subsegnent: Smallest unit within segments which may be indexed at
the segnent | evel

Swarm A swarmrefers to a group of peers sharing the sane content
(e.g., video/audio program digital file, etc.) at a given tine.

Swarm I D: Unique identifier for a swarm It is used to describe a
speci fic resource shared anong peers.

Tracker: A tracker refers to a centralized |ogical directory service
used to comuni cate with PPSP Peers for content registration and

| ocation, which maintains the lists of PPSP peers storing segnments
for a specific live content channel or stream ng nedia and answers
queries from PPSP peers.

Tracker - Peer Messages (i.e., Tracker Protocol): The Tracker Protoco
messages provi de comuni cation between peers and trackers, by which
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peers provide content availability, report stream ng status and
request peer lists fromtrackers.

Vi deo-on-denand (VoD): A kind of application that allows users to
sel ect and watch video content on denand.

Architectural and Functional View

The PPSP Tracker Protocol architecture uses a two-layer approach
i.e., a PPSP-TP nessaging | ayer and a PPSP-TP request/response | ayer

The PPSP- TP nmessagi ng | ayer deals with the underlying transport
protocol and the asynchronous nature of the interactions between
tracker and peers.

The PPSP-TP request/response |ayer deals with the interactions
bet ween tracker and peers using Method and Response codes (see
Fi gure 2).

The transport layer is responsible for the actual transm ssion of
requests and responses over network transports, including the

determ nati on of the connection to use for a request or response when
usi ng a connection-oriented transport |ike TCP, or TLS [ RFC5246] over
it.

oo e e e a oo oo +
| Appli cation |
e e e e e e e e +
Fom e e e e oo +
| Request/ Response

I T T LR epupn— | PPSP-TP
| Messages |
o e e e e e e e e e oo +
e e e e e e e e +
[ TRANSPORT [
oo e e e e e e oo +

Figure 2: Abstract |ayering of PPSP-TP

The functional entities involved in the PPSP Tracker Protocol are
trackers and peers (which may support different capabilities).

Peers correspond to devices that actually participate in sharing a
medi a content and are organized in (various) swarns corresponding
each swarmto the group of peers streanming that content at any given
time. Each peer stores chunks of the media content, called segnents
(or subsegnents), and contacts the tracker to advertise which
information it has available. Wen a peer wi shes to obtain

i nformation about the swarm it contacts the tracker to find other

et al. Expi res August 27, 2012 [ Page 12]



| NTERNET DRAFT PPSP Tr acker Protocol February 24, 2012

peers participating in that specific swarm

The tracker is a logical entity that maintains the lists of peers
storing chunks for a specific Live nedia channel or nedia stream ng
content, answers queries from peers and collects information on the
activity of peers. Wile a tracker may have an underlying

i mpl erent ati on consisting of nore than one physical node, logically
the tracker can nost sinply be thought of as a single elenment, and in
this docunment, it will be treated as a single logical entity.

The Tracker Protocol is not used to exchange actual content data
(either VoD or Live streaning) with peers, but information about
whi ch peers can provi de which pieces of content.

When a peer wants to receive stream ng of a selected content:

1. Peer connects to a local connection tracker and joins a swarm

2. Peer acquires a list of peers fromthe connection tracker

3. Peer exchanges its content availability with the peers on the
obt ai ned peer list.

4. Peer identifies the peers with desired content.

5. Peer requests for the content fromthe identified peers.

When a peer wants to share streaning of certain content with other
peers:

1. Peer connects to the connection tracker

2. Peer sends information to the connection tracker about the swarm
it belongs to (joins), plus stream ng status and/or content
avai lability.

A P2P streanmi ng process is sunmarized in Figure 3.

oot o e e e e e e e e e e oo oo +
| Tracker |
oo e e e e meeeeooao- +
N | N
connect/ | | |
join/ | | peer list | status
find/ | | [
di sconnect | | |
| VvV I
o e oo + o mm e e - +
| Peer 1 I > Peer 2
R + content info/ +------------ +

data requests

Figure 3: A PPSP streani ng process
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Messagi ng Model

The messagi ng nodel of PPSP-TP is based on the exchange of nessages
that follow the syntax and semantics of the current HTTP/ 1.1
specification [ RFC2616]. The exchange of nessages is envisioned to
be performed over a streamoriented reliable transport protocol, |ike
TCP.

PPSP-TP is a text-based protocol, uses the UTF-8 character set

[ RFC3629] and the protocol nessages are either requests fromclient
peers to a tracker server, or responses froma tracker server to
client peers.

Request / Response node

PPSP- TP request and response senmantics are carried as entities
(header and body) in PPSP-TP nessages which correspond to either
HTTP/ 1.1 request nethods or HTTP/ 1.1 response codes, respectively.

Requests are sent, and responses returned to these requests. A
singl e request generates a single response (neglecting fragnentation
of messages in transport).

The response codes are consistent with HTTP/ 1.1 response codes,
however, not all HTTP/ 1.1 response codes are used for the PPSP-TP
(section 7).

The Request Messages of the protocol, are listed in Table 1:

| PPSP Tracker
| Req. Messages |

oo +
| CONNECT |
| DI SCONNECT |
| JON |
| FIND |
| STAT _REPORT |
oo +

Tabl e 1: Request Messages
CONNECT: This request message is used when a peer registers in the
tracker. The tracker records the Peer-1D, connect-tine (referenced
to the absolute tine), peer |IP addresses and |ink status.

DI SCONNECT: Thi s request nessage is used when the peer intends to no
| onger participate in a specific swarm or in all swarms. The
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tracker deletes the corresponding activity records related to the
peer (including its status and all content status for the
correspondi ng swar ns) .

JO N This request nessage is used for a peer to notify the tracker
that it wishes to participate in a swarm The tracker records the
content availability, i.e., adds the peer to the peers list for the
swarm On receiving a JO N nmessage, the tracker first checks the
Peer Mode type and then decides the next step (nore details are
referred in section 8.3).

FIND: This request nmessage allows a peer to request to the tracker
the peer list for a specific content representation or specific
chunks of a nedia conponent in a swarm before it can request the
content fromthe peers. On receiving a FIND nessage, the tracker
finds the peers, listed in content status of the specified swarm
that can satisfy the requesting peer’s requirenents, returning the
list to the requesting peer. To create the peer list, the tracker
may take peer status, capabilities and peers priority into
consideration. Peer priority may be determ ned by network topol ogy
preference, operator policy preference, etc.

STAT_REPORT: This request nessage all ows the exchange of statistic
and status data between an active peer and a tracker to inprove
system performance. This request nessage is sent periodically to the
tracker.

The Tracker State Machine

The state machine for the tracker is very sinple, as shown in

Fi gure 4.

Peer-I1D registrations represent a dynamic piece of state naintained
by the network.

Figure 4: Tracker State Machine

When there are no peers registered in the tracker, the state nachine
isinthe INNT state. Wen the first peer is registered with its
Peer-1D, the state machine nmoves fromIN T to STARTED.

As long as there is at |east one active registration of a Peer-ID
the state machine remains in the STARTED state. When the |ast Peer-
IDis renoved, the state machine transitions to TERM NATED. From
there, it immediately transitions back to the INIT state. Because of
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that, the TERM NATED state here is transient.

In addition to this state nmachine, each registered Peer-1D is nodel ed
with its own transaction state machine (Figure 5), instantiated per
Peer-ID registered in the tracker, and deleted when it is renoved.
Unli ke the state nmachine for the Peer-1D registration, which exists
even when no Peer-I1Ds are registered, the per-Peer-1D transaction
state machine is instantiated when the Peer-1D is registered, and

del eted when the Peer-ID is renoved.

This allows for an inplenentation optinization whereby the tracker
can destroy the objects associated with the per-Peer-ID transaction
state nmachine once it enters the TERM NATE state (Figure 5).

D + rcv CONNECT
| START |  --------mmim--- (1)
R + snd OK response
R + | strt init tiner
| TERM NATE | |
e + | ---- rcv FIND
n | / \'  or
[ [ [ (A) | rcv CONNECT
rcv DI SCONNECT (nil) | % % | or
---------------- (5) | et /' rcv STAT_REPORT
snd OK response | | PEER [-- e
stop track timer | | REGQ STERED | snd error
cl ean peer info | R + rst init timer
del registration [ |~
| | | | recv JON
on ti meout | | N B (2)
---------------- (O | | | | snd OK (PeerlList)
cl ean peer info | [ | stop init tiner
del registration <o - [ strt track timer
[ /A
rcv DI SCONNECT (x) | (e)yr |/ rcv FIND or JON
———————————————— (6) | /A e €5))
snd OK response \ [ snd OK (PeerlList)
---- \ | 7 \' rst track timer
/ LS U B B |
rcv CONNECT | (B) I 1 11 | | rcv STAT_REPORT
——————————— | v | | v v | rcv DI SCONNECT (x)
snd error \ T + [ - (4)
rst track tiner ----| TRACKING | ---- snd OK response
T + rst track tiner

Figure 5: Per-Peer-1D Transaction State Machine

When a new Peer-I1D is added, the per-Peer-ID state machine for it is
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instantiated, and it noves into the PEER REG STERED st ate. Because of
that, the START state here is transient.

When the Peer-1D is no |longer bound to a registration, the per-Peer-
I D state machi ne noves to the TERM NATE state, and the state machi ne
i s destroyed.

During the life tine of streanming activity of a peer, the per-Peer-1D
transacti on state machi ne progresses fromone state to another in
response to various events. The events that may potentially advance
the state include:

0 Reception of CONNECT, JO N, FIND, DI SCONNECT and STAT_REPORT
nessages, Ofr
o Timeout events.

The state diagramin Figure 5 illustrates state changes, together
with the causing events and resulting actions. Specific error
conditions are not shown in the state di agram

6.1. Normal Operation
On nornal operation the process consists of the follow ng steps:

1) When a CONNECT nessage is received froma peer, if successfully
aut henticated and validated, the tracker registers the Peer-1D and
associated information (I P addresses), sends the response of
successful registration to peer and starts the "init tinmer"
wai ting for a new nessage fromthe peer

2) Wile PEER REG STERED, when a JO N nessage is received with valid
swarminformation, the tracker stops the "init timer", starts the
"track tiner" and sends the response of successful join to the
peer. The response MAY contain the appropriate list of peers in
the swarm dependi ng on PeerMode (section 8.3). A successfu
first JON starts the TRACKI NG state associated with the peer-ID
for the requested swarm

3) While TRACKING a JO N or FIND nessage received with valid swarm
information fromthe peer resets the "track tiner" and is
responded with a successful condition, either for the JONto (an
additional) swarmor for including the appropriate |ist of peers
for the scope in the FIND request.

4) VWil e TRACKI NG a DI SCONNECT(x) message received fromthe peer
containing a valid x=Swarm | D resets the "track tinmer" and is
responded with a successful condition. The tracker cleans the
i nformati on associated with the participation of the Peer-ID in
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5)

6)

the specified swarn(s).

In TRACKI NG state a STAT_REPORT message received fromthe peer
resets the "track tinmer" and is responded with a successfu
condition. The STAT _REPORT nessage MAY contain information rel ated
with Swarm | Ds to which the peer is joined.

From ei t her PEER REG STERED or TRACKI NG st ates a DI SCONNECT( x)
message received fromthe peer, where x=nil, the tracker stops the
"track timer", cleans the information associated with the
participation of the Peer-1D in the the swarn(s) joined, responds
with a successful condition, deletes the registration of the Peer-
ID and transitions to TERM NATED state for that Peer-1D.

From TRACKI NG state a DI SCONNECT(x) nessage received fromthe
peer, where x=ALL or x=Swarm|ID is the |ast swarm the tracker
stops the "track tiner", cleans the information associated with
the participation of the Peer-1D in the the swarn(s) joined,
responds with a successful condition and transitions to PEER
REG STERED st at e.

6.2. Error Conditions

G-'la

A)

B)

0

Peers MJST NOT generate protocol elenents that are invalid.
However, several situations of a peer may | ead to abnornal
conditions in the interaction with the tracker. The situations
may be related with peer mal function or communications errors.
The tracker reacts to the abnormal situations depending on its
current state related to a peer-I1D, as follows:

At the PEER REG STERED state (while the "init tiner" has not

expi red) receiving FIND, CONNECT or STAT_REPORT nessages fromthe
peer is considered an error condition. The tracker responds wth
error code 403 Forbi dden (described in section 7), and resets the
"init timer" one last tinme.

At the TRACKING state (while the "track tiner" has not expired)
recei ving a CONNECT nessage fromthe peer is considered an error
condition. The tracker responds with error code 403 Forbi dden
(described in section 7), and resets the "track tiner".

NOTE: This situation nay correspond to a mal function at the peer
or to malicious conditions. A preventive nmeasure would be to
reset the "track timer" one last tinme and if no valid nessage is
recei ved proceed to TERM NATE state for the Peer-I1D by de-

regi stering the peer and cleaning all peer information

Wt hout receiving nmessages fromthe peer, either from PEER
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REQ STERED sate (init timer) or TRACKING state (track timer), on
timeout the tracker cleans all the information associated with the
Peer-IDin all swarms it was joined, deletes the registration, and
transitions to TERM NATE state for that Peer-ID. The sanme action
is taken if no valid nmessage is received at the PEER REG STERED
state after the last "init tiner" expires

Prot ocol Specification

7.1. Messages Syntax

G-'la

PPSP- TP nessages use the generic nmessage format of RFC 5322 [ RFC5322]
for transferring the payl oad of the nmessage (Requests and
Responses).

PPSP- TP nessages consist of a start-line, one or nore header fields,
an enpty line indicating the end of the header fields, and, when
appl i cabl e, a nessage- body.

The start-line, each nessage-header line, and the enpty |ine MJST be
term nated by a carriage-return |line-feed sequence (CRLF). Note that
the enpty line MJST be present even if the nmessage-body is not.

The PPSP-TP nessage and header field syntax is identical to HITP/ 1.1
[ RFC2616] .

A Request nessage is a standard HTTP/ 1.1 nessage starting with a
Request - Li ne generated by the HTTP client peer. The Request-Line
contains a nmethod nanme, a Request-URI, and the protocol version
separated by a single space (SP) character

Request - Li ne =
Met hod SP Request-URI SP HTTP-Version CRLF

A Request nessage exanple is the follow ng:
<Met hod> / <Resource> HTTP/ 1.1
Host: <Host >
Cont ent - Lenght : <Cont ent Lenght >
Cont ent - Type: <Content Type>
Aut hori zation: <Aut hToken>
[ Request _Body]

The HTTP Met hod token and Request-URI (the Resource) identifies the
resource upon which to apply the operation requested.
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The Response nessage is also a standard HTTP/ 1.1 nessage starting
with a Status-Line generated by the tracker. The Status-Line
consists of the protocol version followed by a numeric Status-Code
and its associ ated Reason-Phrase, with each el enment separated by a
single SP character

Status-Line =
HTTP- Ver si on SP St at us- Code SP Reason- Phrase CRLF

A Response nessage exanple is the foll ow ng:

HTTP/ 1.1 <St at us- Code> <Reason- Phrase>
Cont ent - Lenght: <Cont ent Lenght >
Cont ent - Type: <Cont ent Type>

Cont ent - Encodi ng: <Cont ent Codi ng>

[ Response_Body]
The Status-Code elenent is a 3-digit integer result code that
i ndi cates the outconme of an attenpt to understand and satisfy a

request.

The Reason-Phrase elenent is intended to give a short textua
description of the Status-Code.

7.1.1. Header Fields

G-'la

The header fields are identical to HTTP/1.1 header fields in both
syntax and senanti cs.

Some header fields only make sense in requests or responses. |If a
header field appears in a nmessage not matching its category (such as
a request header field in a response), it MJST be ignored.

The Host request-header field in the request nessage foll ows the
standard rules for the HTTP/ 1.1 Host header

The Content-Type entity-header field MJUST be used in requests and
responses contai ni ng nmessage-bodies to define the Internet nedia type
of the nmessage- body.

The Content-Encoding entity-header field MAY be used in response
messages with "gzi p" conpression scheme [RFC2616] for faster
transm ssion times and | ess network bandw dt h usage.

The Content-Length entity-header field MJST be used in nessages

cont ai ni ng nessage-bodies to |locate the end of each nessage in a
stream
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The Aut horization header field in the request nessage all ows a peer
to authenticate itself with a tracker, containing authentication
i nformati on.

7.1.2. Methods

PPSP- TP uses HTTP/ 1.1 POST net hod token for all request nessages.

7.1.3. Message Bodies

PPSP- TP requests MJST contai n nessage- bodi es.
PPSP- TP responses MAY include a nessage- body.

If the message-body has undergone any encodi ng such as conpression
then this MJUST be indicated by the Content-Encodi ng header field;
ot herw se, Content-Encodi ng MJST be omitted.

I f applicable, the character set of the nessage body is indicated as
part of the Content-Type header-field, and the default val ue for
PPSP- TP nessages is "UTF-8".

7.1.4. Message Response Codes

G-'la

The response codes in PPSP-TP response nessages are consistent with
HTTP/ 1.1 response status-codes. However, not all HITP/ 1.1 response
status-codes are appropriate for PPSP-TP, and only those that are
appropriate are given here. QOher HITP/ 1.1 response codes SHOULD NOT
be used in PPSP-TP.

The class of the response is defined by the first digit of the
Status-Code. The last two digits do not have any categorization
role. For this reason, any response with a Status-Code between 200
and 299 is referred to as a "2xx response”, and simlarly to the

ot her supported cl asses:

2xx: Success -- the action was successfully received, understood, and
accept ed;

4xx: Peer Error -- the request contains bad syntax or cannot be
fulfilled at this tracker

5xx: Tracker Error -- the tracker failed to fulfill an apparently

val id request;

The valid response codes are the follow ng (Status-Code Reason-
Phr ase):

200 OK -- The request has succeeded. The information returned with
the response describes or contains the result of the action

et al. Expi res August 27, 2012 [ Page 21]



| NTERNET DRAFT PPSP Tr acker Protocol February 24, 2012

400

401

403

404

408

411

414

500

503

Bad Request -- The request could not be understood due to
mal f or med synt ax.

Unaut hori zed -- The request requires authentication
For bi dden -- The tracker understood the request, but is refusing
to fulfill it. The request SHOULD NOT be repeated

Not Found -- This status is returned if the tracker did not find
anyt hi ng matchi ng the Request-URl.

Request Tineout -- The peer did not produce a request within the
time that the tracker was prepared to wait.

Length Required -- The tracker refuses to accept the request

wi thout a defined Content-Length. The peer MAY repeat the request
if it adds a valid Content-Length header field containing the

| ength of the nessage-body in the request nmessage.

Request - URI Too Long -- The tracker is refusing to service the
request because the Request-URI is longer than the tracker is
willing to interpret. This rare condition is likely to occur
when the tracker is under attack by a client attenpting to
exploit security hol es.

Internal Server Error -- The tracker encountered an unexpected
condition which prevented it fromfulfilling the request.
Service Unavailable -- The tracker is currently unable to handl e

the request due to a tenporary overl oadi ng or nai ntenance
condi tion.

7.2. Request/Response Syntax and For mat

The message-body for Requests and Responses requiring it, is encoded
in XM.
The XML nessage- body MUST begin with an XML decl aration |ine

speci fying the version of XM. being used and indicating the character
encodi ng, that SHOULD be "UTF-8". The root el enent MJST be
PPSPTr acker Pr ot ocol
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The generic format of a Request is the follow ng:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Pr ot ocol version="1.0">
<Request ></ Request >
<Transacti onl D></ Tr ansact i onl D>
<Peer | D></ Peer | D>
<Swar m D></ Swar m D>
<Peer Nunm</ Peer Nunw
<Peer Mode></ Peer Mbde>
<Peer Gr oup></ Peer G oup>
<Cont ent Gr oup></ Cont ent G oup>
<StatisticsGoup></StatisticsGoup>
</ PPSPTr acker Pr ot ocol >

The generic format of a Response is the foll ow ng:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Prot ocol version="1.0">
<Response></ Response>
<Transacti onl D></ Tr ansacti onl D>
<Swar m D></ Swar m D>
<Peer Gr oup></ Peer G oup>
</ PPSPTr acker Pr ot ocol >

The Request el ement MJST be present in requests and corresponds to
the request method type for the nessage.

The Response el enent MJUST be present in responses and corresponds to
the response nethod type of the nessage.

The el ement Transactionl D MIST be present in requests to uniquely
identify the transaction. Responses to conpleted transactions use
the sane Transactionl D as the request they correspond to.

The version of PPSP-TP being used is indicated by the attribute
@ersion of the root el enent.

Al'l Request messages MUST contain a PeerlD el ement to uniquely
identify the peer (Peer-1D) in the network.

The Peer|I D information may be present on the follow ng | evels:

- On PPSPTr acker Prot ocol |evel in PPSPTrackerProtocol.PeerlD el enent.
For details refer to 7.2.1 Table 2.

- On PeerGroup level in PeerGoup. Peerlnfo.PeerlD el enent. For
details refer to 7.2.1 Table 3.
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The Swarm D el emrent MJST be be present in JON, FIND and DI SCONNECT
requests. The Swarm D el ement MJST be present in JO N and FIND
responses. Details of usage in 8.2, 8.3 and 8. 4.

The Swarm D i nformati on nay be present on the follow ng | evel s:

- On PPSPTr acker Prot ocol |evel in PPSPTrackerProtocol.Swarm D
element. For details refer to 7.2.1 Table 2.

- On StatisticsGoup level in StatisticsGoup.Stat. Swarm D el enent.
For details refer to 7.2.1 Table 5.

The Peer Mode el ement MUST be present in JO N requests. Details of
usage in 8.3.

The Peer Mbde information may be present on the follow ng | evels:

- On PPSPTr acker Protocol |evel in PPSPTrackerProtocol . Peer Mbde
element. For details refer to 7.2.1 Table 2.

- On PeerGoup level in PeerGoup. PeerMbde el enent. For details refer
to 7.2.1 Table 5.

The Peer Num el ement MJST be present in JON requests and MAY contain
the attribute @bilityNAT to informthe tracker on the preferred type
of peers, in what concerns their NAT traversal situation, to be
returned in a peer list. Details of usage in 8.2, 8.3 and 8. 4.

The Peer G oup el ement MJST be present in CONNECT requests and
responses and MAY be present in responses to JON and FIND requests
if the corresponding response returns information about peers.
Details of usage in 8.1, 8.3 and 8. 4.

The Content Group el enent MAY be present in requests referencing
content, i.e., JONand FIND, if the request includes a content
scope. Details of usage in 8.3 and 8. 4.

The StatisticsGoup el ement MAY be present in STAT_REPORT requests.
Details of usage in 8.5.

The semantics of the attributes and elenents within a
PPSPTr acker Prot ocol root elenent is described in subsection 7.2.1.

Request and Response processing is provided in section 8 for each
nessage.

The XM.-syntax of the of PPSP-TP XM. el enents for Requests and
Responses is provided in the XM.-Schema of Appendi x A
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7.2.1. Semantics of PPSPTracker Protocol el enents

The semantics of PPSPTrackerProtocol elenents and attri butes are
described in the foll owi ng tabl es.

o e e e e e e aa oo TR oo e e e e e e e e e ee e +
| Elenent Nane or | Use | Description [
| Attribute Name | | |
e e e e e e e e Fomm e o o e e e e e e e e e e e e e ee o +
| PPSPTrackerProtocol | 1 | The root el enent. [
| @er si on | M | Provides the version of PPSP-TP. |
[ Request | 0...1 | Provides the request nethod [
| | | and MJST be present in Request. |
| Response | 0...1 | Provides the response nethod |
| | | and MJST be present in Response. |
[ Peer | D | 0...1 | Peer Identification. [
| | | MUST be present in Request. |
[ Swar m D | 0...1 | Swarm I dentification. [
[ [ | Details in 8.2/8.3/8.4/8.5. [
| Peer Mbde | 0...1 | Mbde of Peer participation in |
| | | a swarm which can be "LEECH' |
[ [ | or "SEED'. Details in 8.3/8.4. [
| Peer NUM | 0...1 | Maxi mum peers to be received in |
| | | with capabilities indicated. [
[ @bi | i t yNAT | ™ | Type of NAT traversal peers, as |
[ [ | "NoNAT", "STUN',"TURN' or "PROXY"|
| @oncurrentLinks | CM | Concurrent connectivity |evel of |
[ [ | peers, "H GH', "LON or "NORVAL" |
| @nl i neTi me | C™m | Availability or online duration |
[ [ | of peers, "H GH' or "NORNVAL" |
| @pl oadBW evel | C™m | Upl oad bandwi dt h capability of |
| | | peers, "H GH' or "NORMAL" |
| Peer Gr oup | 0...1 | Provides information on peers. |
[ [ | More details in Table 3 [
| Cont ent G- oup | 0...1 | Provides infornmation on content. |
| | | More details in Table 4 |
| StatisticsGoup | 0...1 | Provides statistic data of peer |
| | | and content. Details in Table 5 |
e e e e e e e e Fomm e o o e e e e e e e e e e e e e ee o +

| Legend: [
| Use for attributes: M:=Mandatory, OP=QCptional, |
| CM=Condi tional |l y Mandatory |
| Use for elenents: minCccurs...maxQccurs (N=unbounded) |
| Elenents are represented by their name (case-sensitive) |
| Attribute names (case-sensitive) are preceded with an @ |

Tabl e 2: Semantics of PPSPTracker Protocol .
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- I e 'Crrreeaeees +
| El enent Nane or | Use | Description |
| Attribute Name | | |
Fom e e e e oo Fomm e - o mm e e e e e e e e e e e e oo oo +
| Peer Group | 0...1 | Contains description of peers. |
[ PeerInfo | 1...N | Provides information on a peer. |
[ Peer| D | 0...1 | Peer Identification. [
| | | MAY be present in JON and FIND |
| | | responses. Details in 8.3/8.4. |
[ Peer Mbde | 0...1 | Mode of Peer participation in [
| | | a swarm which can be "LEECH' |
[ [ | or "SEED'. [
[ [ | MAY be present in JON and FIND |
| | | responses. Details in 8.3/8.4. |
| Peer Addr ess | 2...N | IP Address information. |
[ @ddr Type | M | Type of | P address, which can be |
| | | "ipv4" or "ipve" |
[ @riority | ™ | The priority of this interface. |
| | | Used for NAT traversal. |
| @ype | C™m | Describes the address for NAT |
| | | traversal, which can be "HOST" |
[ [ | "REFLEXI VE' or "PROXY". [
| @onnection | oP | Access type ("3G', "ADSL", etc.) |
| @sn | oP | Autononobus System nunber. |
[ @p | M | 1P address val ue. [
| @ort | M | I'P service port val ue. |
e e e e e e e e Fomm e o o e e e e e e e e e e e e e ee o +
Legend:

I I
| Use for attributes: M:=Mandatory, OP=QCptional, |
| CM=Condi tional |l y Mandatory |
| Use for elenents: minCccurs...maxQccurs (N=unbounded) |
| Elenents are represented by their name (case-sensitive) |
| Attribute names (case-sensitive) are preceded with an @ |

Tabl e 3: Semantics of Peer G oup.

If STUN-like functions are enabled in the tracker and a PPSP-1CE
met hod i s used, as described in [I-D.li-ppsp-nat-traversal-02], the
attributes @ype and @riority MIST be returned with the transport
address candidates in responses to CONNECT, JO N or FIND requests.

The @sn attribute MAY be used to inform about the network | ocation,
in ternms of Autonomobus System for each of the active public network
interfaces of the peer.

The @onnection attribute is informative on the type of access
network of the respective interface.
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- I e 'Crrreeaeees +
| El enent Nane or | Use | Description |
| Attribute Name | | |
Fom e e e e oo Fomm e - o mm e e e e e e e e e e e e oo oo +
Cont ent G oup 0...1 Provides information on content.
Representation 1...N Descri bes a conponent of content.
@d M Uni que identifier for this

I I I I
I I I I
I I I I
| | | Representation. |
| Segnent | nfo | 1 | Provides segnment information. |
[ @tartl ndex | M | The index of the first media [
| | | segnent in the request scope for |
| | | this Representation. |
I I I I
I I I I
I I I I

@ndl ndex oP The index of the last media
segrment in the request scope for
this Representation.

Fom e e e e oo Fomm e - o mm e e e e e e e e e e e e oo oo +

| Legend: |
| Use for attributes: M=Mandatory, OP=Optional, [
[ CM=Condi tional |l y Mandatory |
| Use for elenents: minCccurs...mxQccurs (N=unbounded) |
| Elenents are represented by their name (case-sensitive) |
| Attribute names (case-sensitive) are preceded with an @ [

Tabl e 4: Semantics of Content G oup

The Representation el enent describes a conmponent of a content
identified by its attribute @d in the MPD. This el enent MAY be
present for each conponent desired in the scope of the JON or FIND
request. The scope of each Representation is indicated in the
Segnentinfo elenent by the attribute @tartlndex and, optionally,
@ndl| ndex.

The peer may use this information in JON or FIND requests, for
exanple, to join a swarmstarting froma specific point (as is the
case of a live program by specifying the adequate @tartl| ndex)
and/ or find adequate peers in the swarmfor that content scope.

An exanpl e of on-denmand usage is the case of an end-user that
previously watched a content with a certain audi o | anguage, then
interrupted for a while (having disconnected) and | ater continued by
re-joining fromthat point onwards but selecting a different
avai l abl e audi o I anguage. In this case the JON request woul d
specify the required Representations and the @tartlndex for each
i.e., all the adequate video conponents and the sel ected audio
conmponent. An exanple is illustrated in subsection 8. 3.
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- I e 'Crrreeaeees +
| El enent Nane or | Use | Description |
| Attribute Name | | |
Fom e e e e oo Fomm e - o mm e e e e e e e e e e e e oo oo +
| StatisticsGoup | 0...1 | Provides statistic data on peer |
| | | and content. |
| St at | 2...N | Goups statistics property data. |
| @roperty | M | The property to be reported. |
| | | Property values in Table 6. |
[ Swar m D | 0...1 | Swarm I dentification. [
| Upl oadedByt es | 0...1 | Bytes sent to swarm |
[ Downl oadedBytes | 0...1 | Bytes received fromswarm [
[ Avai | Bandwi dt h | 0...1 | Upstream Bandwi dt h avai |l abl e. [
| Represent ati on | 0...N | Describes a conponent of content. |
| @d | C™m | Unique identifier for this |
[ [ | Representation. [
| Segnent I nfo | 2...N | Provides segnent infornmation by |
| | | segnent range. The chunkmap can |
| | | be encoded in Base64 [ RFC4648]. |
| @tartlindex | CM | The index of the first nmedia |
| | | segnent in the chunkmap report |
[ [ | for this Representation. [
| @ndl ndex | C™m | The index of the last nedia |
| | | segnent in the chunkmap report |
| | | for this Representation. |
| @hunkmapSi ze|] CM | Size of chunkmap reported. |
e e e e e e e e Fomm e o o e e e e e e e e e e e e e ee o +
Legend:

I I
| Use for attributes: M:=Mandatory, OP=QCptional, |
| CM=Condi tional |l y Mandatory |
| Use for elenents: minCccurs...maxQccurs (N=unbounded) |
| Elenents are represented by their name (case-sensitive) |
| Attribute names (case-sensitive) are preceded with an @ |

Table 5: Semantics of StatisticsGoup.

The Stat element is used to describe several properties relevant to
the P2P network. These properties can be related with stream
statistics, peer status information and content data information,

i ke chunkmaps. Each Stat elenment will correspond to a @roperty
type and several Stat blocks can be reported in a single STAT REPORT
message, corresponding to sone or all the swarns the peer is actively
i nvol ved.

O her properties nay be defined, related, for exanple, with

i ncentives and reputation nmechanisns, |ike peer online time, or
connectivity conditions, |ike physical link status, etc.
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For that purpose, the Stat elenent nay be extended to provide
addi ti onal scheme specific information for new @roperty groups, new
el ements and new attri butes.

e S . +
| @roperty | Description |
N T N ' +
| StreanStatistics | Streamstatistic values per Swarm D |
| Content Map | Reports map of chunks the peer has |
[ | per Representation of the content [
- S . +

Table 6: StatisticsGoup default Stat @roperty val ues.

An exanpl e of a STAT _REPORT for nultiple properties is illustrated in
subsection 8.5.

7.2.2. Request elenent in request Messages
Table 7 defines the valid string representations for the requests.

These val ues MJUST be treated as case-sensitive.

| XML Request Methods |
| String Val ues |

ecemmmmeeee——— -~ +
| CONNECT |
| DI SCONNECT |
| JON |
| FIND |
| STAT_REPORT |
ecemmmmeeeee—— - +

Table 7: Valid Strings for Request el enent of requests.
7.2.3. Response elenent in response Messages
Table 8 defines the valid string representations for Response
messages that require nmessage-body. These values MJST be treated as
case-sensitive.
Response nessages nhot requiring nmessage-body only use the standard

HTTP/ 1.1 Status-Code and Reason-Phrase (appended, if appropriate,
with detail phrase, as described in section 8.6).
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R T +
| XML Response Met hod | HTTP Status-Code

| String Val ues | and Reason-Phrase |
o T +
| SUCCESSFUL | 200 &K |
| AUTHENTI CATI ON REQUI RED | 401 Unaut horized |
R LR R T +

Table 8: Valid Strings for Response el enent of responses.

SUCCESSFUL: indicates that the request has been processed properly
and the desired operation has conpleted. The body of the response
nmessage i ncludes the requested informati on and MJST include the sane
Transactionl D of the correspondi ng request.

CONNECT: returns information about the successful registration of
t he peer.

DI SCONNECT and STAT_REPCRT: confirns the success of the requested
operati on.

JON and FIND: MAY return the list of peers neeting the desired
criteria.

AUTHENTI CATI ON REQUI RED: Aut hentication is required for the peer
to nmake the request.

Request / Response Processi ng

When a PPSP-TP nessage is received sone basic processing is
performed, regardl ess of the message type.

Upon reception, a nessage is examned to ensure that it is properly
fornmed. The receiver MJST check that the HTTP nessage itself is
properly formed, and if not, appropriate standard HTTP errors MJST be
generated. The receiver nust also verify that the XM. body is
properly forned. 1In case of error due to mal formed nessages
appropriate responses MJST be returned, as described in 8.6.

8.1. CONNECT Request

G-'la

This method is used when a peer registers to the system The tracker
records the Peer-1D, connect-tinme, |P addresses and |link status.

The peer MJST properly formthe XM. nessage-body, set the Request

met hod to CONNECT, generate and set the Transactionl D, and set the
PeerIDwith the identifier of the peer. The peer SHOULD al so incl ude
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the I P addresses of its network interfaces in the CONNECT nessage.
An exanpl e of the nmessage-body of a CONNECT Request is the follow ng:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Pr ot ocol version="1.0">
<Request >CONNECT</ Request >
<Peer | D>656164657221</ Peer | D>
<Transacti onl D>12345</ Tr ansact i onl D>
<Peer G oup>
<Peer | nf 0>
<Peer Addr ess addr Type="i pv4" ip="192.0.2.1" port="80"
priority="1" />
<Peer Addr ess addr Type="i pv6" ip="2001: db8::1" port="80"
priority="2"
t ype="HOST"
connecti on="3G"' />
</ Peer | nf 0>
</ Peer G oup>
</ PPSPTr acker Pr ot ocol >

When receiving a well-fornmed CONNECT Request nessage, the tracker
will first processes the peer authentication information (provided as
Aut hori zation schenme and token in the HTTP nmessage) to check whether
it is valid and that it can connect to the service, and then proceed

to register the peer in the service. 1In case of success a Response
message with a correspondi ng response val ue of SUCCESSFULL will be
gener at ed.

The el ement PeerInfo MAY contain multiple PeerAddress child el enents
with attributes @ddrType, @p, and @ort, and optionally @riority
and @ype (if PPSP-1CE NAT traversal techniques are used)
corresponding to each of the network interfaces of the peer

If STUN-Iike function is enabled in the tracker, the response MAY
i nclude the peer reflexive address [I-D.li-ppsp-nat-traversal-02].

The response MJUST have the sane Transactionl D val ue as the request.
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An exanpl e of a Response nessage for the CONNECT Request is the
fol | owi ng:

<?xm version="1.0" encodi ng="UTF-8""?>
<PPSPTr acker Pr ot ocol version="1.0">
<Response>SUCCESSFUL</ Response>
<Transacti onl D>12345</ Transacti onl D>
<Peer G oup>
<Peer | nf o>
<Peer Addr ess addr Type="i pv4" ip="198.51.100.1" port="80"
priority="1"
t ype=" REFLEXI VE"
connecti on=" ADSL"
asn="64496" />
</ Peer | nf o>
</ Peer Gr oup>
</ PPSPTr acker Pr ot ocol >

The Response MJST include a PeerGoup with Peerlnfo data that

i ncludes the peer public IP address. If STUN-like function is enabled
in the tracker, the PeerAddress includes the attribute @ype with a
val ue of REFLEXI VE, corresponding to the transport address

"candi date" of the peer

The tracker MAY al so include the attribute @sn with network | ocati on
i nformati on of the transport address, corresponding to the Autononous
Syst em Nunber of the access network provider

8. 2. DI SCONNECT Request

G-'la

This method is used when the peer intends to | eave a specific swarm
or the system and no |onger participate.

The tracker SHOULD del ete the corresponding activity records rel ated
with the peer in the corresponding swarms (including its status and
all content status).

The peer MJST properly formthe XML nessage- body, set the Request
met hod to DI SCONNECT, set the PeerID with the identifier of the peer

random y generate and set the Transactionl D and include the Swarm D
i nformation.

The Swarm D val ue MJST be either a specific Swarm | D the peer had

previously joined, the value "ALL" to designate all joined swarns, or
the value "nil" to conpletely disconnect fromthe system
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An exanpl e of the message-body of a DI SCONNECT Request is the
fol | owi ng:

<?xm version="1.0" encodi ng="UTF-8""?>
<PPSPTr acker Pr ot ocol version="1.0">

<Request >DI SCONNECT</ Request >

<Peer | D>656164657221</ Peer | D>

<Swar m D>ALL</ Swar m D>

<Transacti onl D>12345</ Tr ansact i onl D>
</ PPSPTr acker Pr ot ocol >

In case of success a Response nessage with a correspondi ng response
val ue of SUCCESSFULL will be generated. The response MJST have the
same Transactionl D val ue as the request.

Upon receiving a DI SCONNECT nessage, the tracker cleans the
i nformati on associated with the participation of the Peer-IDin the
specified swarm (or in all swarns).

An exanpl e of a Response message for the DI SCONNECT Request is the
fol | owi ng:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Pr ot ocol version="1.0">
<Response>SUCCESSFUL</ Response>
<Transacti onl D>12345</ Tr ansacti onl D>
</ PPSPTr acker Pr ot ocol >

If the scope of SwarmiD in the DI SCONNECT request is "nil" the
tracker will also delete the registration of the Peer-I1D.

8.3. JAO N Request

G-'la

This method is used for peers to notify the tracker that they wish to
participate in a particular swarm

The JO N nmessage i s used when the peer has none or just sone chunks
(LEECH), or has all the chunks (SEED) of a content. The JON is used
for both on-demand or Live streani ng nodes.

The peer MJST properly formthe XM. nessage-body, set the Request
method to JON, set the PeerIDwith the identifier of the peer, set
the SwarmiD with the identifier of the swarmit is interested in, and
randonml y generate and set the Transactionl D
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An exanpl e of the message-body of a JON Request is the foll ow ng:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Pr ot ocol version="1.0">
<Request >JA N</ Request >
<Peer | D>656164657221</ Peer | D>
<Swar ml D>1111</ Swar M D>
<Transacti onl D>12345</ Tr ansact i onl D>
<Peer Num abi | i t yNAT="STUN"
concurrentLi nks="H GH"'
onl i neTi me="NORMAL"
upl oadBW evel =" NORMAL" >5</ Peer Nunw
<Peer Mode>LEECH</ Peer Mode>
<Cont ent Gr oup>
<Representation id="tag0">
<Segnent I nfo startlndex="20" />
</ Repr esent ati on>
<Representation id="tag6">
<Segnent I nfo startlndex="20" />
</ Repr esent ati on>
</ Cont ent G oup>
</ PPSPTr acker Pr ot ocol >

The JO N request MAY include a PeerNum el ement to indicate to the
tracker the nunber of peers to be returned in a list corresponding to
the indicated properties, being @bilityNAT for NAT traversa
(considering that PPSP-1CE NAT traversal techniques may be used), and
optionally @oncurrentLinks, @nlineTine and @pl oadBWevel for the
preferred capabilities.

The Peer Mbde el ement SHOULD be set to the type of participation of
the peer in the swarm (SEED or LEECH).

In the case of a JONto a specific point in a streamthe request
SHOULD i nclude a ContentGroup to specify the joining point in terns
of content Representations. The above exanple of a JO N request
woul d be for the case of an end-user that previously watched a
content with a certain audi o | anguage, then interrupted for a while
(havi ng di sconnected) and | ater continued by re-joining fromthat
poi nt onwards but selecting a different avail abl e audi o | anguage
(Representation with @d="tag6" in the MPD of Appendix B)

When receiving a well-formed JO N Request the tracker processes the
information to check if it is valid and if the peer can join the
swarm of interest. 1In case of success a response nessage with a
Response val ue of SUCCESSFULL will be generated and the tracker
enters the peer information into the corresponding swarm activity.
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In case the PeerMbde is SEED, the tracker just responds with a
SUCCESSFUL response and enters the peer information into the
correspondi ng swarm activity.

In case the PeerMbde is LEECH the tracker will search and sel ect an
appropriate list of peers satisfying the conditions requested. The
peer list MJST contain the Peer-1Ds and the corresponding IP
Addresses. To create the peer list, the tracker may take peer status
and network location information into consideration, to express

net wor k topol ogy preferences or Qperators’ policy preferences, with
regard to the possibility of connecting with other | ETF efforts such
as ALTO [I.D.ietf-alto-protocol].

The response MJUST have the sane Transactionl D val ue as the request.
An exanpl e of a Response nessage for the JON Request is:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Prot ocol version="1.0">
<Response>SUCCESSFUL</ Response>
<Transacti onl D>12345</ Tr ansact i onl D>
<Peer G oup>
<Peer | nf o>
<Peer | D>956264622298</ Peer | D>
<Peer Addr ess addr Type="i pv4" ip="198.51.100.22" port="80"
asn="64496" />
</ Peer | nf o>
<Peer | nf 0>
<Peer | D>3332001256741</ Peer | D>
<Peer Addr ess addr Type="i pv4" ip="198.51.100. 201" port="80"
asn="64496" />
</ Peer | nf o>
</ Peer G oup>
</ PPSPTr acker Pr ot ocol >

The Response MJST include a PeerGoup with Peerlnfo data that
i ncludes the public IP address of the selected active peers in the
swar m

The tracker MAY also include the attribute @sn with network |ocation
informati on of the transport addresses of the peers, corresponding to
t he Aut ononbus System Nunmbers of the access network provider of each
peer in the list.

8.4. FI ND Request

This nmethod all ows peers to request to the tracker, whenever needed
and after being joined to a swarm a new peer list for the swarm or
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G-'la

for specific scope of chunks of a nedia content Representation of
that swarm

The peer MJST properly formthe XM. nessage-body, set the Request
met hod to FIND, set the PeerID with the identifier of the peer, set
the SwarmiD with the identifier of the swarmthe peer is interested,
and optionally, in order to find peers having the specific chunks,

i nclude i nformati on about the content.

The peer MJST al so generate and set the TransactionlD for the
request.

An exanpl e of the message-body of a FIND Request is the foll ow ng:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Pr ot ocol version="1.0">
<Request >FI ND</ Request >
<Peer | D>656164657221</ Peer | D>
<Swar ml D>1111</ Swar M D>
<Transacti onl D>12345</ Tr ansact i onl D>
<Peer Num abi | i t yNAT="STUN"
concurrentLi nks="H GH"
onl i neTi me="NORMAL"
upl oadBW evel =" NORMAL" >5</ Peer Nunw
<Cont ent G oup>
<Representation id="tag4">
<Segnent I nfo startlndex="110" endl ndex="150" />
</ Repr esent ati on>
</ Cont ent G oup>
</ PPSPTr acker Pr ot ocol >

The FIND request MAY include a PeerNumelenent to indicate to the
tracker the nunber of peers to be returned in a list corresponding to
the indicated properties, being @bilityNAT for NAT traversal
(considering that PPSP-1CE NAT traversal techniques nmay be used), and
optionally @oncurrentLinks, @nlineTine and @pl oadBWevel for the
preferred capabilities.

In the case of a FIND with a specific scope of a streamcontent the
request SHOULD include a Content Goup to specify the content
Represent ati ons segnent range of interest.

When receiving a well-formed FIND Request the tracker processes the

information to check if it is valid. |In case of success a response
message with a Response val ue of SUCCESSFULL will be generated and
the tracker will include the appropriate list of peers satisfying the

conditions requested. The peer list returned MJST contain the Peer-
I Ds and the correspondi ng | P Addresses.
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The tracker may take peer status and network | ocation information
into consideration when selecting the peer list to return, to express
net wor k t opol ogy preferences or Operators’ policy preferences, with
regard to the possibility of connecting with other | ETF efforts such
as ALTO[I.D.ietf-alto-protocol].

The response MUST have the sane Transactionl D val ue as the request.

An exanpl e of a Response message for the FIND Request is the
fol | owi ng:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Prot ocol version="1.0">
<Response>SUCCESSFUL</ Response>
<Transacti onl D>12345</ Tr ansact i onl D>
<Peer G oup>
<Peer | nf o>
<Peer | D>956264622298</ Peer | D>
<Peer Addr ess addr Type="i pv4" ip="198.51.100.22" port="80"
asn="64496" />
</ Peer | nf o>
<Peer | nf 0>
<Peer | D>3332001256741</ Peer | D>
<Peer Addr ess addr Type="i pv4" ip="198.51.100. 201" port="80"
asn="64496" />
</ Peer | nf o>
</ Peer G oup>
</ PPSPTr acker Pr ot ocol >

The Response MJST include a PeerGoup with Peerlnfo data that
i ncludes the public I P address of the selected active peers in the
swar m

The tracker MAY also include the attribute @sn with network |ocation
informati on of the transport addresses of the peers, corresponding to
t he Aut ononbus System Nunmbers of the access network provider of each

peer in the list.

8. 5. STAT_REPORT Request

G-'la

This nmethod all ows the exchange of statistic and status data between
peers and trackers to inprove system performance. The nethod is
initiated by the peer, periodically while active.

The peer MJST properly formthe XM nessage- body, set the Request

met hod to STAT _REPORT, set the PeerIDwith the identifier of the
peer, and generate and set the Transacti onl D.
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The report MAY include a StatisticsGoup containing multiple Stat

el ements describing several properties relevant to the P2P networKk.
These properties can be related with stream statistics, peer status
i nformati on and content data information, |ike chunknaps.

O her properties nay be defined, related for exanple, with incentives
and reputation nmechani sns.

In case no StatisticsGoup is included, the STAT _REPORT nmay be used
as a "keep-alive" nessage, to prevent the Tracker from de-registering
the peer when tiner expired.

An exanpl e of the message-body of a STAT_REPORT Request is the
fol | owi ng:

<?xm version="1.0" encodi ng="UTF-8""?>
<PPSPTr acker Pr ot ocol version="1.0">
<Request >STAT REPORT</ Request >
<Peer | D>656164657221</ Peer | D>
<Transacti onl D>12345</ Tr ansact i onl D>
<StatisticsGoup>
<Stat property="StreanStatistics">
<Swar m D>1111</ Swar nl D>
<Upl oadedByt es>512</ Upl oadedByt es>
<Downl oadedByt es>768</ Downl oadedByt es>
<Avai | Bandwi dt h>1024000</ Avai | Bandwi dt h>
</ St at >
<Stat property="StreanStatistics">
<Swar m D>2222</ Swar nl D>
<Upl oadedByt es>1024</ Upl oadedByt es>
<Downl oadedByt es>2048</ Downl oadedByt es>
<Avai | Bandwi dt h>512000</ Avai | Bandwi dt h>
</ St at >
<St at property="Content Map">
<Swar m D>1111</ Swar nl D>
<Representation id="tag0">
<Segnent | nfo startlndex="0" endl ndex="24"
chunkmapSi ze="25">
A 8D/ wP/ A/ 8DF wiP/ A/ 8D wiP/ A/ 8DF wh/ . . ..
</ Segnent | nf 0>
</ Repr esent ati on>
<Representation id="tagl">
<Segnent | nfo startlndex="0" endl ndex="14"
chunkmapSi ze="15">
A 8D/ wP/ A/ 8D wiP/ A/ 8D wP/ A/ 8DF wi/ . . ..
</ Segnent | nf 0>
<Segnent I nfo startlndex="20" endl ndex="24"
chunkmapSi ze="5">
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A 8D/ wP/ A/ 8D wiP/ A/ 8D/ wP/ A/ 8D wh/ . . ..
</ Segnent | nf 0>
</ Repr esent ati on>
</ St at >
<Stat property="Content Map" >
<Swar m D>2222</ Swar m D>
<Representation id="tag5">
<Segnent I nfo startlndex="0" endl ndex="4"
chunkmapSi ze="5">
A 8D/ wP/ A/ 8D/ wP/ A/ 8D/ wP/ A/ 8D/ wh . . ..
</ Segnent | nf 0>
</ Repr esent ati on>
<Representation id="tag6">
<Segnent I nfo startlndex="0" endl ndex="4"
chunkmapSi ze="5">
A 8D/ wP/ A/ 8D/ wP/ A/ 8D/ wP/ A/ 8D/ wh . . ..
</ Segnent | nf 0>
</ Repr esent ati on>
</ St at >
</ StatisticsG oup>
</ PPSPTr acker Pr ot ocol >

If the request is valid the tracker process the received information
for future use, and generates a response nessage with a Response
val ue of SUCCESSFULL.

The response MJUST have the sane Transactionl D val ue as the request.

An exanpl e of a Response nessage for the START _REPORT Request is the
fol | owi ng:

<?xm version="1.0" encodi ng="UTF-8"?>
<PPSPTr acker Pr ot ocol version="1.0">
<Response>SUCCESSFUL</ Response>
<Transacti onl D>12345</ Transacti onl D>
</ PPSPTr acker Pr ot ocol >
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8.6. Error and Recovery conditions

G-'la

If the peer fails to read the tracker response, the sanme Request with
i dentical content, including the sane Transactionl D, SHOULD be
repeated, if the condition is transient.

The Transactionl D on a Request can be reused if and only if all of
the content is identical, including eventual Date/Time informtion
Details of the retry process (including time intervals to pause,
nunber of retries to attenpt, and tineouts for retrying) are

i mpl ement ati on dependent.

The tracker SHOULD be prepared to receive a Request with a repeated
Transacti onl D

Error situations resulting fromthe Nornal Qperation or from abnor nal
conditions (section 6.2) MJST be responded with the adequate response
codes, as described here:

If the message is found to be incorrectly formed, the receiver MJST
respond with a 400 (Bad Request) response with an enpty nessage-
body. The Reason-Phrase SHOULD identify the syntax problemin nore
detail, for example, "M ssing Content-Type header field".

If the version nunber of the protocol is for a version the receiver
does not supports, the receiver MIST respond with a 400 (Bad
Request) with an enpty nessage-body. Additional information SHOULD
be provided in the Reason-Phrase, for exanple, "PPSP Version #. #".

If the length of the nessage does not matches the Content-Length
specified in the nessage header, or the nessage is received wthout
a defined Content-Length, the receiver MIST respond with a 411
(Length Required) response with an enpty nessage- body.

If the Request-URlI in a Request nessage is |longer than the tracker
iswilling to interpret, the tracker MJST respond with a 414
(Request-URI Too Long) response with an enpty nessage- body.

In the PEER REG STERED and TRACKI NG states of the tracker, certain
requests are not allowed (section 6.2). The tracker MJST respond
with a 403 (Forbidden) response with an enpty nessage-body. The
Reason- Phrase SHOULD identify the error condition in nore detail, for
exanpl e, "Already Connected"

If the tracker is unable to process a Request nessage due to

unexpected condition, it SHOULD respond with a 500 (Internal Server
Error) response with an enpty nessage-body.
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If the tracker is unable to process a Request nessage for being in an
overl oaded state, it SHOULD respond with a 503 (Service Unavail abl e)
response with an enpty nessage- body.

Security Considerations

P2P streaning systens are subject to attacks by malicious/unfriendly
peers/trackers that nmay eavesdrop on signaling, forge/deny

i nformati on/ knowl edge about stream ng content and/or its
availability, inpersonating to be another valid participant, or

| aunch DoS attacks to a chosen victim

No security system can guarantees conplete security in an open P2P
stream ng system where participants may be nalicious or
uncooperative. The goal of security considerations described here is
to provide sufficient protection for naintaining sone security
properties during the tracker-peer comunication even in the face of
a | arge nunber of malicious peers and/or eventual distrustfu

trackers (under the distributed tracker deploynent scenari o).

Since the protocol uses HITP to transfer signaling nost of the same
security considerations described in RFC 2616 al so apply [ RFC2616].

9.1. Authentication between Tracker and Peers

G-'la

To protect the PPSP-TP signaling fromattackers pretending to be
valid peers (or peers other than thensel ves) all nmessages received in
the tracker are required to be received fromauthorized peers.

For that purpose a peer nust enroll in the systemvia a centralized
enrol I nent server. The enroll nment server is expected to provide a
proper Peer-ID for the peer and information about the authentication
mechani sms. The specification of the enroll ment nethod and the
provision of identifiers and authentication tokens is out of scope of
this specification.

A Channel -oriented security mechani sm should be used in the
communi cati on between peers and tracker, such as the Transport Layer
Security (TLS) to provide privacy and data integrity.

Due to the transactional nature of the comuni cation between peers
and tracker the nmethod for adding authentication and data security
services can be the QAuth 2.0 Authorization [I-D.ietf-oauth-v2] with
bearer token, which provides the peer with the information required
to successfully utilize an access token to make protected requests to
the tracker [I-D.ietf-oauth-v2-bearer].
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9.2. Content Integrity protection against polluting peers/trackers

Mal i ci ous peers may decl ai m ownershi p of popul ar content to the
tracker but try to serve polluted (i.e., decoy content or even
virus/trojan infected contents) to other peers.

This kind of pollution can be detected by incorporating integrity
verification schemes for published shared contents. As content
chunks are transferred i ndependently and concurrently, a
correspondent chunk-level integrity verification MJST be used,
checked with signed fingerprints received fromauthentic origin.

9.3. Residual attacks and nmitigation

To mtigate the inmpact of sybil attackers, inpersonating a |arge
nunber of valid participants by repeatedly acquiring different peer
identities, the enrollnent server SHOULD carefully regulate the rate
of peer/tracker adm ssion.

There is no guarantee that peers honestly report their status to the
tracker, or serve authentic content to other peers as they claimto
the tracker. 1t is expected that a global trust nechanism where the
credit of each peer is accunulated from evaluations for previous
transactions, may be taken into account by other peers when sel ecting
partners for future transactions, helping to nmitigate the inpact of
such malicious behaviors. A globally trusted tracker MAY al so take
part of the trust mechani sm by collecting eval uations, conputing
credit values and providing themto joining peers.

9.4. Pro-incentive paraneter trustful ness

G-'la

Property types for STAT_REPORT nessages may consider pro-incentive
paraneters, which can enable the tracker to inprove the performance
of the whol e P2P stream ng system

Trustworthi ness of these pro-incentive paraneters is critical to the
ef fecti veness of the incentive nmechanisnms. For exanple, ChunkMaps
are essential, and need to be accurate. The P2P system should be
designed in a way such that a peer will have the incentive to report
truthfully its ChunkMaps (otherwise it may penalize itself, as in the
case of under-reporting addressed in [prTorrent]).

Furt hernmore, both the anobunt of upl oaded and downl oaded data shoul d
be reported to the tracker to allow checking if there is any

i nconsi stency between the upload and downl oad report, and establish
an appropriate credit/trust system Alternatively, exchange of
cryptographic receipts signed by receiving peers can be used to
attest to the upload contribution of a peer to the swarm as
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10.

11.
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suggested in [Contracts].

I ANA Consi derati ons
There are presently no | ANA considerations with this docunent.
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Appendi x A. PPSP Tracker Protocol XM.- Schema

TO BE ADDED.

Appendi x B. Media Presentation Description (MPD)

The MPD file describes a Media Presentation, i.e., a bounded or
unbounded presentation of media content. |In particular, it defines
formats to announce resource identifiers for segnents and subsegments
(layers in case of SVC, descriptions in case of MDC, or views in case
of 3D) and to provide the context for these identified resources
within a Media Presentation, i.e., describes the structure of the
medi a, the codecs used (as registered with the MP4 registration
authority [ MPAREG ), the segnents and the correspondi ng mappi ng
within a container file system

The MPD contains information about the preferred Connection Trackers,
than can be classified in tiers of priority (attribute @ier).

The MPD is a Well-Forned XM. Docunent, encoded as doubl e-byte
Uni code. The XM.- Schema of the MPD aligns with | SO | EC 23009-1
[1SO I EC. 23009-1].

The followi ng exanple of MPD is for an on-denmand nedi a program
encoded in SVC with two alternative SVC streans, two audi o streans
and a text stream The exanple SVC stream has one base | ayer
representation with two conpl enentary enhancenent |ayers for one

vi deo resol ution and another SVC streamw th a base | ayer and one
compl enent ary enhancenent representation for a higher video

resol ution, an audio streamin English and another in Portuguese, and
atined subtitle file in Portuguese. The contents have protection
schenes and include the root fingerprints (attribute @uash of el enent
Root FP) in each video and audi o groups (for integrity verification
pur poses).

<?xm version="1.0" encodi ng="UTF-8"?>
<MPD t ype="OnDenand" >
<Pr ogr am nf or mati on>
<Title>Movie in SVC</Title>
</ Program nf or mati on>
<Tracker s>
<Tracker url="http://exanple.com80" tier="1" />
<Tracker url="http://exanple.net:80" tier="2" />
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</ Tr acker s>
<Swar m D>1234</ Swar nl D>
<Peri od>
<BaseURL>Pr ogr an0D1</ BaseURL>
<G oup m neType="vi deo; codecs=h264/SVC' | ang="en">
<Representation franeRat e="15" wi dth="1280" hei ght="720"
i d="tag0" bandw dt h="32000" >
<Cont ent Prot ecti on schenel dUri ="urn: uui d: 706D6953- 656C. .
<Root FP hash="57438tgfkv...." />
</ Cont ent Pr ot ecti on>
<Segnent I nfo startlndex="0" endl ndex="150"
dur ati on="PT2. 00S" | evel s="3" />
</ Repr esent ati on>
<Representation franmeRate="30" w dth="1920" hei ght ="1080"
i d="tag3" bandw dt h="256000">
<Cont ent Prot ecti on schenel dUri ="urn: uui d: 706D6953- 656C. .
<Root FP hash="95448trf6v...." />
</ Cont ent Prot ecti on>
<Segnent | nfo startlndex="0" endl ndex="150"
duration="PT2. 00S" |evel s="2" />
</ Repr esent ati on>
</ G oup>
<G oup m neType="vi deo; codecs=h264/SVC' | ang="en">
<Representation franeRat e="30" wi dth="1280" hei ght="720"
i d="tagl" bandwi dt h="64000"
dependencyl d="t ag0" >

<Cont ent Protecti on schenel dUri ="urn: uui d: 706D6953- 656C. . . .

<Root FP hash="2356ac468k...." />
</ Cont ent Pr ot ecti on>
<Segnent I nfo startlndex="0" endl ndex="150"
dur ati on="PT2. 00S" />
</ Repr esent ati on>
<Representation franeRate="60" w dt h="1920" hei ght ="1080"
i d="tag4" bandw dt h="512000"
dependencyl d="t ag3" >

<Cont ent Protecti on schenmel dUri ="urn: uui d;: 706D6953- 656C. . . .

<Root FP hash="98216d99ab...." />
</ Cont ent Pr ot ecti on>
<Segnent I nfo startlndex="0" endl ndex="150"
duration="PT2.00S" />
</ Repr esent ati on>
</ Group>
<G oup m nmeType="vi deo; codecs=h264/SVC' | ang="en">
<Content Prot ecti on schenel dUri ="urn: uui d: 706D6953- 656C. . . .
<Root FP hash="364t 96au9d...." />
</ Cont ent Pr ot ecti on>
<Representation franeRate="60" w dth="1280" hei ght="720"
i d="tag2" bandw dt h="256000"

2012

\%

\Y

GQu, et al. Expi res August 27, 2012 [ Page 47]



| NTERNET DRAFT PPSP Tr acker Protocol February 24, 2012

dependencyl d="tag0 tagl">
<Segnent I nfo startlndex="0" endl ndex="150"
dur ati on="PT2. 00S" />
</ Repr esent ati on>
</ Group>
<G oup m neType="audi o/ np4; codecs=np4a" | ang="en"
bandw dt h="64000" >
<Cont ent Prot ecti on schenel dUri ="http://exanple.net/drm >
<Root FP hash="26ft54zd9%a...." />
</ Cont ent Pr ot ecti on>
<Representation id="tag5">
<Segnent I nfo startlndex="0" endl ndex="150"
durati on="PT2. 00S" />
</ Repr esent ati on>
</ Group>
<G oup m neType="audi o/ np4; codecs=np4a" | ang="pt"
bandwi dt h="64000" >
<Cont ent Prot ecti on schenel dUri ="http://exanpl e. net/drni>
<Root FP hash="64fg53zn53...." />
</ Cont ent Pr ot ecti on>
<Representation id="tag6">
<Segnent I nfo startlndex="0" endl ndex="150"
durati on="PT2.00S" />
</ Repr esent ati on>
</ Group>
<G oup m meType="application/ttm +xm " | ang="pt">
<Representation id="tag7">
<Segnent | nfo>subtitl es/ ProgranDl-pt.xmnl </ Segnent | nf 0>
</ Repr esent ati on>
</ Group>
</ Peri od>
</ MPD>

The MPD file for P2P Streami ng contains tracker infornmation and can
be conmpressed with &ZIP file format [ RFC1952] in order to be used
with HTTP conpression [ RFC2616] for faster transm ssion tinmes and

| ess networ k bandwi dt h usage.

The Cdient Media Player parses the downl oaded MPD file and, if it
includes information for P2P Streami ng, sends the information to the
peer and waits for the response in order to start requesting nedia
chunks to decode and pl ay-out.

The MPD file for Live Streanming has a sinilar structure but describes
a sliding window of a small range in the Segnentinfo el enent fromthe
live programstreamtineline (typically, 10 seconds of video). The
sliding window is updated for every new encoded segnents (a range of
chunks defined by the attributes @tartlndex and @ndl ndex) of the
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program stream

The follow ng excerpt of MPDis for a Live scal able video content.
The MPD is updated every 10 seconds while the content is being
encoded in real-tine. Note that each segnment set defined in the Live
MPD is self-contained and the necessary information related to
eventual content protection and integrity verification keys for the
set is provided:

<?xm version="1.0" encodi ng="UTF-8""?>
<MPD t ype="Live"
avail abilityStartTi me="2001-12-17T09: 40Z"
avai | abi l'i t yEndTi ne="2001- 12-17T09: 502"
m nBuf f er Ti ne="PT10. 00S"
m ni nunrUpdat ePer i odMPD=" PT10S" >
<Swar m D>654321xyz</ Swar nl D>
<Period start="PT11S">
<G oup m neType="vi deo; codecs=h264/SVC' | ang="en">
<Representation franmeRate="15" wi dt h="1280" hei ght="720"
i d="tag0" bandw dt h="32000" >
<Cont ent Prot ecti on schenel dUri ="urn: uui d: 706D6953- 656C. ... ">
<Root FP hash="57438tgfkv...." [>
</ Cont ent Pr ot ecti on>
<Segnent I nfo startlndex="5" endl ndex="9"
durati on="PT2. 00S" | evel s="3" />
</ Repr esent ati on>
.... nore descriptions ....
</ G oup>
.... hore descriptions ....
</ Peri od>
</ MPD>

Appendi x C. PPSP Requirenents Conpliance

C. 1. PPSP Basic Requirenents

G-'la

PPSP. REQ- 1: The design of the Tracker protocol in this docunent
all ows the Peer Protocol to be simlar in ternms of design, nessage
formats and fl ows.

PPSP. REQ 2: The design of the Tracker protocol in this docunent
enabl es peers to receive streaning content within required tine
constraints

PPSP. REQ 3: Each peer has a unique ID (i.e., Peer-1D) that identifies
the peer in all swarns joined.
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PPSP. REQ- 4: Each streaning content is uniquely identified by a Swarm
I D.

PPSP. REQ- 5: The streanming content is partitioned into chunks
i ndi vi dual | y addressabl e.

PPSP. REQ- 6: Each chunk has an unique IDin the swarmand is
i ndi vi dual | y addressabl e.

PPSP. REQ- 7: The Tracker Protocol is carried over TCP.

PPSP. REQ- 8: The Tracker Protocol is designed to facilitate acceptable
QS, supporting, without special algorithnms, adaptive and scal abl e

vi deo and 3D video, for both Video On Demand (VoD) and Live video
services, allowing additionally conpl enentary nechani sns |ike super
peers, in-network storage, alternative peer addresses and usage of
QS information for advanced peer sel ection.

C. 2. PPSP Tracker Protocol Requiremnents

G-'la

PPSP. TP. REQ-1: The Tracker Protocol inplenents the reception of
queries from peers, such as those in JON and FI ND nessages and
peri odi cal peer status reports (STAT_REPORT), as well as the
correspondi ng replies.

PPSP. TP. REQ- 2: The peer MJST i npl enent the Tracker Protocol designed
inthis draft.

PPSP. TP. REQ 3: The tracker request nessages JON and FIND al |l ow t he
requesting of peer list fromthe tracker with respect to a specific
Swarm | D and include preferred nunber of peers in the peer list as
wel | as peer properties which enable appropriate candi date peer

sel ections by the tracker.

PPSP. TP. REQ- 4: The tracker responses from JO N and FI ND nessages
allow the tracker to offer the peer list to the requesting peer with
respect to a specific Swarm | D.

PPSP. TP. REQ-5: The Tracker supports generating the peer lists with
the help of traffic optim zation services |like ALTO

PPSP. TP. REQ 6: The STATUS REPORT nessage informs the Tracker about
the peer’s activity in the swarm

PPSP. TP. REQ- 7: The chunk availability information (ChunkMaps) of the

Peer (for all joined swarns) is reported to the tracker in
STATUS_REPORT nessages.
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PPSP. TP. REQ- 8: The ChunkMaps exchanged between peer and tracker can
be expressed as conpact encoded strings.

PPSP. TP. REQ- 9: The STATUS REPORT nessage infornms the tracker about
the peer status and capabilities.

C. 3. PPSP Security Considerations

PPSP. SEC. REQ 1: The Tracker Protocol supports closed swarns, where
the peers are required to be authenticated.

PPSP. SEC. REQ-2: Confidentiality of the stream ng content can be
supported, and the correspondi ng key managenent nechani sns can be
negotiated in the authenticati on and authorizati on phase (via CONNECT
message) before the peer JONs the swarm

PPSP. SEC. REQ 3: The Tracker Protocol uses security layers to encrypt
the data exchanged anong the PPSP entities.

PPSP. SEC. REQ 4: The Tracker Protocol security |layer nechani sns hel p
tolimt potential damages caused by nal functioning and badly
behavi ng peers in the P2P streaning system The streani ng nechani sns
considered in the PPSP-TP nodel prevent pollution of contents.

PPSP. SEC. REQ 6: The use of trusted trackers and peer authentication
and aut horizati on mechani sns capabl e to provide additional security
and confidentiality, allowto mtigate and prevent peers from DoS
attacks.

PPSP. SEC. REQ 7: The Tracker Protocol design supports distributed
tracker architectures, providing robustness to the streaning service
in case of centralized tracker failure.

PPSP. SEC. REQ 8: The Tracker Protocol use of Transport Layer Security
mechani sns avoi ds the need for devel opi ng new security nechani sns.

PPSP. SEC. REQ 9: The Tracker Protocol together with the Mdia
Presentation Description (MPD) allow the use of stream ng content
integrity nmechanisns.
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