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Abst ract

Software Driven Networks (SDN) is an approach to networks that
enabl es applications to converse with and mani pul ate the contro
software of network devices and resources. SDNs are conprised of
applications, control software, and interfaces to services that
are hosted in an overlay or logical/virtual network as well as

t hose possibly same conponents that conprise the underlying

physi cal network. Mdern applications require the ability

to easily interact and mani pul ate these resources. Applications can
benefit from know ng the avail able resources and fromrequesting
that the network makes the resources available in specific ways.
To this end, there is a requirement to couple applications nore
closely to the underlying resources on which they depend, consume
and interact wth.

SDN i nfrastructure and conponents exist in nost depl oyed networks
today. Some of these conponents are being standardi zed by various
organi zations, as as well some being already standardi zed by the

| ETF. However, no standards or open specifications currently exist
to facilitate end-to-end operation of a software defined network,
specificlly one that provides open APIs for applications to contro
the network services and functions offered by device control planes
or other "controlling" software. The goal of this docunent is to
outline the problemarea of SDN for the | ETF.

Requi rement s Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
Status of this Menp

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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Internet-Drafts are working docunments of the Internet Engineering
Task Force (I1ETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Septenber 30, 2012.
Copyright Notice

Copyright (c) 2011 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

Software Driven Networks (SDN) is an approach to networks that
enabl es applications to converse with and nani pul ate the contro
sof tware of network devices and resources. Mdern applications
require the ability to easily interact and mani pul ate resources
provi sioned and control |l ed by networks. Applications can benefit
fromknowi ng the avail abl e resources and fromrequesting that the
net wor k makes the resources available in specific ways.

To this end, there is a requirement to couple applications nore
closely to the underlying resources on which they depend, consume
and interact with. In particular, nodern applications require
interaction with and the manipul ati on of both physical and virtua
conmput e, storage and connectivity resources and abstract interfaces
to these things. These abstractions nust also allow applications to
mani pul ate resources at varying levels of granularity, policy and
security. It is also worth noting that nodern Software Driven

Net wor ks (SDNs) are conprised of applications, contro

software, and interfaces to services that are hosted in an overl ay
or logical/virtual network as well as those possibly sane
conponents that conprise the underlying physical network

These services include path conputation, topology discovery,
firewal | services, domain nanme services, network address

transl ation services, virtual private networks and the |ike. These
services and el ements nay be physical or virtual

One requirenent is to create a nmeans by which applications can
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comruni cate with the control planes of the underlying network
devices or entities which control and own network resources on
whi ch they depend. Note that the "control planes" of network
devices will be referred to as "controlling software" to abstract
away the concept of the software that controls a device' s data

pl ane. The control planes of devices, whether physically co-located
with a device and its data plane, or externally | ocated for
exanple in the case of an OpenFl ow "controller", provide coherent
control of the network apparatus. However, the "controlling
software" of a virtual machine mght be a hypervisor. There is a
desire by network operators and service providers to control
configure, mange or set policy on controlling software and do so
using applications for different network control and mani pul ati on
options.

Sof tware Defined Networks infrastructure exists in nost depl oyed
net wor ks today. Some of these conponents are being standardi zed by
various organi zations, as as well sone being already standardized
by the | ETF. However, no standards or open specifications
currently exist to facilitate end-to-end operation of a software
defined network, specificlly one that provides open APls

for applications to control the network services and functions

of fered by device control planes or other "controlling" software.
The goal of this docunent is to outline the problem area of SDN for
the | ETF.

Section 2 discusses the use cases for SDN. Section 3

presents the SDN nodel and problem area to be considered by the

| ETF. Section 4 discusses how existing protocols can be reused to
define the SDN interfaces, service discovery and object nodels.

1.1. Term nol ogy
Thi s docunent uses the follow ng terns:

Control Plane: In a router or switch, the control plane is the

part of the router firmnare/ software architecture that is in charge
of the logic behind things such as constructing a map of the network
topol ogy, running network protocols or managenent functions and
then ultimately instructing the device's data plane to realize

any forwardi ng or switching actions that nust be enabled. Wile
conceptual ly separate in a |ogical sense, the control plane is
often physically separated fromthe data plane of a device either
by running on a processor dedicated to this function, or even run
externally fromthe device on another device or process (i.e.

in the case of OpenFlow, centralized routing, etc...).

Data Plane: This is the part of a network device that is responsible
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for the actual (i.e.: physical) forwardi ng and nmani pul ati on of
data that cones into and is transmtted out of a device. The
data plane of a device is typically very tightly bound to the
specific nature of the hardware of that particul ar forwarding
conponent of a device, and as such is often kept seperated from
the nmore generic control plane. An exanple of a data pl ane
woul d be the switching fabric and port processors of a router.

Controlling Software: In the case of network devices, this is
anal agous to the control plane. However, in the case of
virtualization technol ogies, this may be present in the form of
a hypervisor, for exanple.

Application Programming Interface (APl): is a particular set

of rules and specifications that software prograns can foll ow

to communi cate with each other. It serves as an interface between
different software programs and facilitates their interaction
simlar to the way the user interface facilitates interaction

bet ween humans and computers

Software As a Service (SaaS): Sonetines referred to as
"on-demand software,"” is a software delivery nodel in which
software and its associated data are hosted by a service provider
and connected back to the customer via The Internet. These

are sonetines referred to as "cloud services" as well.

Managed Network Service Provider (MSP): Provides network-based
connectivity and services to End Users, as well a managed
service. For exanple, one popular MSP might offer virtualized
machi nes (VMs) and a virtual private network (VPN) connectivity
bet ween these VMs with external connectivity to this VPN

of machi nes via a managed busi ness grade netro ethernet |ink

to the custoner’s prem se

Conmruni cati ons Service Provider (CSP): A traditional "telco"
service provider that offers data connectivity as a service
to its customers
1.2. SDN Background
Readers are assuned to be fam liar with the architecture, features
and operation of SDNs. For readers less faniliar with the operation

of SDNs, the follow ng resources may be useful:

[Provide references TBD]
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SDN Use Cases

An increasing nunber of MSPs are deploying SDNs in order to
both offer nore cost-effective service offerings, but also
to reduce internal costs of managi ng and operating those
services

Since SDNs all ow for a nore consistent and shorter time-to-nmarket
nodel of devel opi ng managenent software for various network-based
services, service providers are noving towards using various
proprietary schenmes for this. SDNs are being used to deliver
various types of services that provide externally consumabl e
SaaS offerings, as well as those used internally to manage and
mani pul ate their network infrastructure.

Sone MSPs operate over nultiple geographies and couple infrastructure
fromdifferent MSPs, SPs and possibly SaaS offerings. In these
cases, it is inportant to provide the MSP that offers the ultimate
service to the custoner with a clean, consistent and effient
interface to all of the infrastructure it relies on. Furthernore,
fromtheir perspective, being able to unwind the "russian dol "

of nested infrastructure and services that m ght be rolled together
for their service offering in cases where trouble shooting is
required for exanple, is paranount.

In the sinplest of cases it may not seem obvious that the use of

a standardi zed SDN i nfrastructure woul d be necessary; however,

in typical nediumand |large data center offerings that are quite
comon today, the managenent of the physical elenents is a small

part of the larger puzzle for the MSP or CSP. VWhen network el enents
becone virtualized and are then used to construct conponents of
services being offered, an operator can quickly nultiply the nunber
of managenent "devices" or nore commonly "el enents”, by nany orders
of magnitude. It is here that the problem of |ack of open interfaces
for SDN conponent interconnection and di scovery becones cl ear

Again, for this requirenment, SDN operators
(over-the-top SDN operators or NSPs) are faced with a | ack of open
specifications and best practices.

Use cases for SDN I nterconnection are further discussed in <TBD>

SDN Model & Problem Area for The | ETF

Managi ng a network of deployed SDN conponents involves interactions
anong nultiple different functions and conponents that exist within
the network. Sonme of these conponents are virtual and sonme of these
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components are real; all should be nade avail able to be managed and
mani pul at ed, given the appropriate access, authentication, and policy
hurdl es have been crossed. Only sone of those

require standardi zation. The SDN nodel and probl em area proposed

for IETF work is illustrated in Figure 1. The candi date probl em area
(and respectively the non-goals) for | ETF work are shown in Figure 2.
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<==> interfaces and objects outside the scope of SDN
+==+

Figure 1: SDN Probl em Area

3.1. Candidate SDN Problem Area for | ETF

Li sted below are the the interfaces required to connect

an application with the SDN conponents and protocols in a network.
This constitutes the problem space that is proposed to be
addressed by a potential SDN working group in the IETF. The use of
the term"interface" is neant to enconpass the protocol over which
SDN data representations (e.g. SDN Metadata records) are exchanged
as well as the specification of the data representations thensel ves
(i.e. what properties/fields each record contains, its structure,
etc.).

0 SDN Orchestrator-to-Application Interface: This interface allows
the SDN Orchestrator or "controller"” systemto be interconnected
with applications. This interface may support the foll ow ng:

* Al ow bootstrapping of the interface between the O chestrator
and interested applications.

* Alow the applications to authenticate.

* Alow applications to | earn of which objects they have
aut hori zation to manipulate, or to interact with objects
bel oning to controlling software.

0 SDN Orchestratort-to-Plug-In Interface: This interface allows
the SDN Orchestrator to interconnect with the controlling software
of devi ces.

0 SDN Orchestratort-to-Policy Database Interface: This interface
all ows the SDN Orchestrator to interconnect with policy,
aut henti cation and authorization databases.

0 SDN Orchestratort-to-location services Interface: This interface
allows the SDN Orchestrator to interconnect with | ocation
services in order to:

* Register itself as a local O chestrator.
* All ow other Orchestrators and applications to find it.

0 SDN O chestrator-to-SDN Orchestrator Interface: This interface
all ows one SDN Orchestrator to interconnect with one or nore
Orchestrators
in order to:

* Forma failover/high-availability relationship
* distribute mappings of controlling software-to-O chestrator
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* boot strappi ng of the other SDN Orchestrators.
* configuration of the other SDN Orchestrators.

0 SDN Logging interface: This interface allows the Loggi ng system
in interconnected SDN Orchestrators to communi cate the rel evant
activity logs in order to allow |l og consuning applications to
operate in nmulti-SDN Orchestrator environments. For exanple,
this interface can be used to collect |ogs from SDN
Orchestrators to provide reporting and nonitoring to the M CSP
of SDN activities.

As part of the devel opnment of the SDN interfaces and solutions it
will also be necessary to devel op and agree on comon mnechani sns
for how to define the object schemas used to query object node
stores of each controlling software el enent.

Desi gn Approach for Realizing the SDN APl s

This section expands on how SDN i nterfaces can reuse and | everage
exi sting protocols. First the "reuse instead of reinvent"” design
principle is restated, then each inetrface is discussed individually
wi th exanpl e candi date protocols that can be considered for reuse or
| everage. This discussion is not intended to pre-enpt any W5
decision as to the nost appropriate protocols, technol ogies and
solutions to select to solve SDN but is intended as an illustration
of the fact that the SDN interfaces need not be created in a vacuum
and that reuse or |leverage of existing protocols is likely possible.

Rel ati onship to the OSI network nodel

The SDN interfaces called out above in Section 3.1 within the SDN
problem area all operate at the application |ayer (Layer 7 in the
OSI network nodel). Since it is not expected that these interfaces
woul d exhi bit uni que session, transport or network requirenents as
conmpared to the many other existing applications in the Internet, it
is expected that the SDN interfaces will be defined on top of

exi sting session, transport and network protocols.

"Reuse Instead of Reinvent" Principle

Al t hough a new application protocol could be designed specifically
for SDN we assune that this is unnecessary and it is recomended
that existing application protocols be reused or |everaged such

as HTTP[ RFC2616] to devine the SDN interfaces

Application to SDN Orchestrator Interface

SDN Orchestrator to Plug-In Interface
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4.5. SDN Logging Interface

The SDN Loggi ng interface enables details of logs or events to be
exchanged between interconnected SDN Orchestrators, where events
coul d be:

0 Log lines related to the connection of a new Orchestrator, or
di sconnecti on of an existing one.

o Afail-over, switch-over event. Simlarly, high-availability
synchroni cati on nmessagi ng.

0 Real-tine or near-real tinme events before, during or after
SDN Orchestrator commands noting which application instructed
it to performthe operation.

0 Operations and di agnosti c nessages.

Several protocols already exist that could potentially be used to
exchange SDN Orchestrator |ogs including SNVWP Traps or |nfornms,
syslog, s/ftp, HITP POST, or ReST, etc. although it is likely that
some of the candidate protocols may not be well suited to neet al
the requirenents of SDN. For exanple SNVP Traps pose scalability
concerns, and syslog may have potential conpatability issues.

Al'though it is not necessary to define a new protocol for exchanging
| ogs across the SDN Logging interface, a SDN WG would still need to
speci fy:

0 The recomended protocol to use.

0 A default set of log fields and their syntax & semantics. Today
there is no standard set of common log fields across different
content delivery protocols and in sonme cases there is not even a
standard set of log field names and val ues for different
i npl ement ati ons of the sane delivery protocol

o0 A default set of events that trigger |ogs to be generated.

4.6. SDN Orchestrator to Location Services Interface
4.7 SDN Orchestrator to Policy Database Interface

4.8 SDN Orchestrator to SDN Orchestrator Interface

5. Gap Analysis of relevant Standardi zati on and Research Activities

There are a nunber of other standards bodi es and industry forunms that
are working in areas related to SDNs, and in sone cases related to
SDN. This section outlines any potential overlap with the work of
the SDN W5 and any conponent that could potentially be reused by
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SDN.

A nunber of standards bodi es have produced specifications related to
SDNs, nanely:

0 Open Network Forum has a dedi cated specification called Open Fl ow
whi ch specifies a relationship to an external "control plane"
interfacing to a Hardware Abstraction Layer (HAL) that is
i mpl ement ed on Open Fl ow capabl e hardwar e.

6. Relationship to relevant | ETF Wrking G oups
6.1. ALTO
As stated in the ALTO Working Group charter [ALTO Charter]:

"The Working Group will design and specify an Application-Layer
Traffic Optimzation (ALTO service that will provide applications
with information to performbetter-than-randominitial peer

sel ection. ALTO services nmay take different approaches at bal ancing
factors such as maxi mum bandwi dth, m ni mrum cross-donain traffic,

| owest cost to the user, etc. The Ws will consider the needs of

Bit Torrent, tracker-less P2P, and other applications, such as content
delivery networks (SDN) and mirror selection.”

In particular, the ALTO service can be used by an SDN aware
application to inprove its selection of an SDN Orchestrator. For
exanpl e, an application wishing to provision MPLS L3 VPNs on behal f
of sonme virtual machines in a |ocal data center cluster nmay with
to take advantage of the ALTO service in its decision for

selecting a relatively close SDN Orchestrator to conplete its
operati ons.

However, the work of ALTO is conplenentary to and does not overl ap
with the work proposed in this docunent because the integration
between ALTO and a SDN woul d fall under the category of using

an existing protocol. One area for further study is whether
additional information should be provided by an ALTO service

to facilitate SDN Orchestrator selection. For exanple, |oading

or fail-over characterists could be one consideration

7. 1 ANA Consi derations
Thi s docunment makes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.
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Security Considerations

SDNs cones with a range of security considerations such as howto
enforce control of and access to objects nmanaged by the SDN
O chestrators and naking sure that in line with the MCSP policy.
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Appendi x A.  Additional Material

A 1.

Note to RFC Editor: This appendix is to be renoved on publication as
an RFC.

Non- Goal s for | ETF

Li sted bel ow are aspects of content delivery that the authors propose

be kept outside of the scope of a potential SDN working group:

0 The interface between Controlling Software (i.e.: control plane)
and the device’'s data pl ane.

o Definition of any hardware abstraction | ayer (HAL)
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A 2. Prioritizing the SDN Wrk
A. 3. Related standardi zation activities

OpenFl ow has pi oneered the concept of software-defined

network via a concept called a Flowisor. It has introduced

a new packet forwardi ng nmethodol ogy to be applied on hardware
or software L2 switches. OpenFlow Version 1.0 and 1.1 have

been in research trials and testing in virtualized environments.
The new versions will address issues such as extendibility,
modul arity and carrier-grade. Currently, OpenFl ow does not
support a mechanismto interface with network devices

through the existing | P/ MPLS control -plane protocols, although
some work has begun to investigate this.

NETCONF/ YANG pr ovi des a XM.- based sol ution for network device
configuration. It has been in w de-deploynent. By definition

it supports client-to-server configuration, and server-to-client
al arns or feedback (The servers are the devices/systens to be
configured, the clients are the network confi guration/ managenent
systens). NETCONF provides support for executing configuration
change transactions over multiple devices.

ALTO is a server solution designed to gather network abstraction
information and interface with applications (such as P2P) for
nmore efficient traffic distribution. It does not require
configuring the underlying network devices.

PCE is a client-server protocol that operates in MPLS networks
that enables the network operators to conpute and potentially
provi sion optimal point-to-point and point-to-nultipoint
connections. However, PCE does not interface with applications
to optinize traffic fromuser applications.

DMIF is a cloud conputing standardization organization, which
have defined many virtualizati on nanagenent interfaces using
Restful API. However, it does not include any interface to the
under | yi ng networks.

A. 4. Related Research Projects

A.4.1. |IRTF Cross Stratum Optim zaiton Research G oup

Sone information on SDN notivations and technical notivations
inthe IRTFs Cross Stratum Optim zation Goup [Draft-Lee].
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