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1. Introduction

The Distributed Mbility Managenent (DMV) approach ains at setting up
I P networks so that traffic is distributed in an optinmal way and does
not rely on centrally deployed anchors to manage IP nobility

sessi ons.

A first step towards the definition of DVM solutions is the
definition of the problemof distributed nobility rmanagenent and the
identification of the main requirenents for a distributed nobility
managenent solution [I-D.ietf-dmmrequirenents].

W first anal yze existing practices of deploynent of IP nobility
solutions froma DWM perspective [I|-D. perkins-dmmatrix],

[1-D. patil-dnmmissues-and-approaches2dnmj. After that, a gap
analysis is carried out, identifying what can be achieved with
exi sting solutions and what is missing in order to neet the DW
requirenents identified in [I-D.ietf-dmmrequirenments].

2. Practices: deployment of existing solutions in a DVWM fashion

This section docunents practices for the depl oynent of existing
mobility protocols in a distributed nobility nmanagenent (DM

fashion. The scope is limted to existing | Pv6-based and 3GPP
mobility protocols, such as Mbile | Pv6 [ RFC6275], NEMO Basi c Support
Prot ocol [RFC3963], Proxy Mbile I Pv6 [ RFC5213], 3GPP GPRS Tunnel | ing
Prot ocol, and protocol extensions, such as Hierarchical Mbile |IPv6

[ RFC5380], Mobile IPv6 Fast Handovers [ RFC5568], Localized Routing
for Proxy Mbile | Pv6 [ RFC6705], or 3GPP Selective IP Traffic Ofl oad
(SIPTO, anobng others [ RFC6301].

The section is divided in three parts: IP client-based nobility, IP
net wor k- based nobility and 3GPP nobility sol utions.

2.1. dient-based IP nmobility

Mobile I Pv6 (M Pv6) [RFC6275] and its extension to support nobile
net wor ks, the NEMO Basi c Support protocol (hereafter, sinply NEMO
[ RFC3963] are well-known client-based IP nobility protocols. They
heavily rely on the function of the Hone Agent (HA), a centralized
anchor, to provide nobile nodes (hosts and routers) with mobility
support. We next describe how Mbile | Pv6/ NEMO and sever al

addi ti onal protocol extensions can be deployed to nmeet some of the
DMM requirements [I-D.ietf-dmmrequirenments].
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1. Mbile I Pv6 / NEMO
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| CNL | e | ARL |-(0) zzzz (0)
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------- | MNL |
| ARZ [-(0)  --o-ee-
[ HA2 | -eeee-
....... | AR3 |-(0) zzzz (0)
------- (M\2 anchored at HA2) -------
re~ gy e | M2 |
——————— | AR4 |-(0) R
CN1 CN2 HAL HA2 ARL MN1 AR3 MN\2
I I I I I I I
| <-emmmmmem >| < + >| | | BT node
I I I I I I I
| | RO node
| I

Figure 1: Distributed operation of Mbile IPv6 (BT and RO / NEMO

Due to the heavy dependence on the honme agent role, the base Mbile
| Pv6 and NEMO protocols (i.e., without additional extensions) cannot
be easily deployed in a distributed fashion. One approach to
distribute the anchors can be to depl oy several HAs (as shown in
Figure 1), and assign to each MN the one closest to its topol ogica

| ocati on [ RFC4640], [ RFC5026], [RFC6611]. |In the exanple shown in
Figure 1, MN1 is assigned HA1 (and a hone address anchored by HA1),
while M2 is assigned HA2. Note that current Mobile | Pv6 / NEMO
specifications do not allow the sinultaneous use of nultiple honme
agents by a single nobile node instance, and therefore the benefits
of this depl oynent nodel shown here are limted (unless nultiple

M Pv6 MN instances are run in parallel, each of themassociated to a
different HA). For exanple, if MN1 noves and attaches to AR3, the
path foll owed by data packets would be suboptinmal, as they have to
traverse HAl, which is no longer close to the topol ogical attachnent
poi nt of MN1.
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2.1.2. Mobile IPv6 Route Optim zation

One of the main goals of DMMis to avoid the suboptinmal routing
caused by centralized anchoring. By default, Mdbile | Pv6 and NEMO
use the so-called Bidirectional Tunnel (BT) nobde, in which data
traffic is always encapsul ated between the MN and its HA before being
directed to any other destination. Mbile IPv6 also specifies the
Route Optim zation (RO node, which allows the MN to update its
current location on the CNs, and then use the direct path between
them Using the exanple shown in Figure 1, MN1 is using BT node with
CN2 and M2 is in RO node with CN1. However, the RO node has severa
dr awbacks:

o0 The RO node is only supported by Mobile IPv6. There is no route
optim zation support standardized for the NEMO protocol, although
many di fferent sol utions have been proposed.

0 The RO node requires additional signaling, which adds sone
protocol overhead.

o The signaling required to enable RO involves the home agent, and
it is repeated periodically because of security reasons [ RFC4225].
This basically neans that the HA remains as single point of
failure, because the Mbile |Pv6 RO node does not nmean HA-I ess
operati on.

o0 The RO node requires additional support on the correspondent node

(N

Not wi t hst andi ng t hese consi derati ons, the RO node does offer the
possibility of substantially reducing traffic through the Home Agent,
in cases when it can be supported on the rel evant correspondent
nodes.
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Figure 2: Hierarchical Mbile |Pv6

Hi erarchical Mbile |IPv6 (HM Pv6) [ RFC5380] allows reducing the
anount of nobility signaling as well as inproving the overall
handover performance of Mbile | Pv6 by introducing a new hierarchy
I evel to handle local mobility. The Mobility Anchor Point (MAP)
entity is introduced as a local nobility handling node depl oyed
closer to the nobil e node.

When HM Pv6 is used,
Regi onal Care-of Address (RCoA) and the Local
The RCoA is anchored at one MAP, that plays the role of |ocal home
agent, while the LCoA is anchored at the access router level. The
nmobi | e node uses the RCoA as the CoA signaled to its honme agent.

Therefore, while roanming within a |ocal domain handl ed by the sane
MAP, the nobil e node does not need to update its hone agent (i.e.,

the MN has two different tenporal addresses: the
Car e-of Address (LCoA).
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the nmobil e node does not change RCoA).

The use of HM Pv6 all ows sone route optinization, as a nobile node
may decide to directly use the RCoA as source address for a

communi cation with a given correspondent node, notably if the MN does
not expect to nove outside the local domain during the lifetinme of
the conmuni cation. This can be seen as a potential DWVM node of
operation. 1In the exanple shown in Figure 2, MNL is using its globa
HoA to comunicate with CN1, while it is using its RCoAto
communi cate with CN2.

Additionally, a l|ocal donmain m ght have several MAPs depl oyed,
enabl i ng hence different kind of HM Pv6 deploynments (e.g., flat and
distributed). The HM Pv6 specification supports a flexible selection
of the MAP (e.g., based on the distance between the MN and the MAP,
taking into consideration the expected nmobility pattern of the M\,
etc.).

2.1.4. Hone Agent switch

The Hone Agent switch specification [RFC5142] defines a new nmobility
header for signaling a nobile node that it should acquire a new hone
agent. Although the purposes of this specification do not include
the case of changing the nobile node’s hone address, as that night
imply loss of connectivity for ongoing persistent connections, it
could be used to force the change of home agent in those situations
where there are no active persistent data sessions that cannot cope
with a change of hone address.

2.1.5. 1P Flow Mobility

There are different specifications neant to support |IP Flow Mbility
(ITFFOM with Mbile IPv6, nanely the nultiple care-of address
registration [ RFC5648], the flow bindings in Mbile IPv6 and NEMO

[ RFC6089] and the traffic selectors for flow bindings [ RFC6088]. The
use of these extensions allows a nobile node to associate different
flows with different care-of addresses that the nobile owns at a
given time. This could also be used, conbined with the route

optim zation support, to inprove the paths foll owed by data packets,
avoi ding the traversal of the core network for selected flows.

2.1.6. Source Address Sel ection

The 1 Pv6 socket APl for source address sel ection [RFC5014], [RFC6724]
can be used by an application running on a nobile node to express its
preference of using a hone address or a care-of address in a given
connection. This allows, for exanple, an application which can
survive an | P address change to al ways prefer the use of a care-of
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address. Sinmlarly, and as nmentioned in [ RFC6275], a nobile node can
al so prefer the use of a care-of address for sessions that are going
to finish before the nobile node hands off to a different attachnent
point (e.g., short-lived connections like DNS dialogs). This could
be based on user or operator policies, and it is typically perforned
by a connection manager (e.g., [|-D.seite-mf-cni).

2.2. Network-based IP nobility

Proxy Mobile I Pv6 (PM Pv6) [RFC5213] is the nmain network-based IP
mobi l ity protocol specified for IPv6. Architecturally, PMPv6 is
simlar to MPv6, as it relies on the function of the Local Mbility
Anchor (LMA) to provide nobile nodes with mobility support, without
requiring the involvement of the nobile nodes. The required
functionality at the nobile node is provided in a proxy manner by the
Mobil e Access Gateway (MAG. We next describe how network-based
mobility protocols and several additional extensions can be depl oyed
to nmeet sonme of the DM requirements [I-D.ietf-dmmrequirenents].

2.2.1. Proxy Mobile IPv6

<- | NTERNET -><- HOVE NET -><----------- ACCESS NETWORK - ----------- >
T A e S T T
--------------- | MAGL | | MAR2 | | MAG3 |
| LMAL | R SR R SR R SR
--------------- | | |
| ON2 | (0) (0) (0)
——————————————— X X
| LMA2 | X X
--------------- (0) (0)
| ON3 | I I
_______ [ [
Anchor ed | MNL | Anchor ed | MN2 |
at LMAL -> ------- at LMA2 -> -------
CN1 CN2 LMAL LMA2 MAGL MNL MAG3 MN\2
I I I I I I I I
I >| < >| <---->| | |
I I I I I I I
I I
I I

Figure 3: Distributed operation of Proxy Mbile |Pv6
As with Mbile I Pv6, plain Proxy Mbile |IPv6 operation cannot be

easily decentralized, as in this case there also exists a single
networ k anchor point. One sinple but still suboptiml approach
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woul d be to deploy several |ocal nobility anchors and use a

t opol ogi cal position-based assignment to attach nobile nodes (an
exanple of this type of assignnent is shown in Figure 3. This

assi gnnent can be static or dynami c (as described in Section 2.2.3).
The mai n advantage of this sinple approach is that the | P address
anchor (i.e., the LMA) is placed close to the nobile node, and
therefore resulting paths are close-to-optinmal. On the other hand,
as soon as the mobil e node noves, the resulting path starts to
deviate fromthe optinmal one

2.2.2. Local Routing

[ RFC6705] enables optimal routing in Proxy Mbile IPv6 in three
cases: i) when two comunicating M\Ns are attached to the same MAG and
LMA, ii) when two comunicating M\Ns are attached to different MAGs
but to the same LMA, and iii) when two communicating MNs are attached
to the sane MAG but have different LMAs. 1In these three cases, data
traffic between the two nobil e nodes does not traverse the LMA(S),
thus providing some formof path optim zation since the traffic is
locally routed at the edge.

The mai n di sadvantage of this approach is that it only tackles the
MN\-t o- MN conmmruni cati on scenario, and only under certain
ci rcunst ances

In the context of 3GPP, the closest analogy is the use of the X2
interface between two eNBs to directly exchange data traffic during
handover procedures. 3GPP does not foresee the use of local routing
at any other point of the network given the structure of the EPS
bear er nodel

2.2.3. LMA runtinme assignnent

[ RFC6463] specifies a runtinme local nobility anchor assignnent
functionality and corresponding nobility options for Proxy Mobile
IPv6. This runtinme local nobility anchor assignnment takes pl ace
during the Proxy Binding Update / Proxy Binding Acknow edgnent
message exchange between a nobil e access gateway and a | ocal nobility
anchor. VWile this mechanismis mainly ainmed for |oad-bal ancing
purposes, it can also be used to select an optimal LMA fromthe
routing point of view A runtime LMA assignnent can be used to
change the assigned LMA of an M\, for exanple in case when the nobile
node does not have any session active, or when running sessions can
survive an | P address change
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2.2.4. Source Address Sel ection

Also in the context of network-based nobility, the use of a source
address selection APl can be considered as nmeans to achi eve better
routing (by using different anchors). For instance, an MN connected
to a PMPv6 domain could attach two different wirel ess network
interfaces to two different MAGs, hence configuring a different set
of HNPs on both interfaces (potentially conbining both | Pv4 and

| Pv6). Based on application requirenents or operator’s policies the
connecti on manager logic could instruct the IP stack on the MN to
route selected traffic on a specific wireless interface
[I-D.seite-mf-cnl. It should be noted that source address sel ection
nmostly provides for better routing but not session continuity.

2.2.5. Miltihomng in PM Pv6

PM Pv6 provides sone nultihom ng support. RFC 5213 specifies that
the LMA can nmaintain one nmobility session per attached interface and
t hat upon handover the full set of HNPs can be noved to another
interface in case of inter-technol ogy handover (MAGs providing
different wirel ess access technol ogy) or maintained on the sane
interface in case of intra-technol ogy handover (MAGs providing the
same wrel ess access technology). An MN can also attach two
different interfaces to the sane PM Pv6 domain (as described in
Section 2.2.4), hence resulting in a multihomed device being able to
send/receive traffic sequentially or simultaneously from both network
interfaces. [I-D.ietf-netext-pn pve-flowmob] extends the base
RFC5213 capabilities so that a nobility session can be shared across
two different access networks. It derives that a selected flow could
be routed through different paths, hence achieving sone sort of
better routing. Yet all the traffic is anchored at centralized
anchor points.

2.3. 3GPP nobility

Architecturally, the 3GPP Evol ved Packet Core (EPC) network is al so
simlar to PMPv6 and MPv6, as it relies on the Packet Data Gateway
(PGW anchoring services to provide nobile nodes with nobility
support (see Figure 4). There are client-based and networ k- based
mobility solutions in 3GPP, which for sinplicity we will analyze
together. W next describe how 3GPP nobility protocols and severa
addi tional conpl eted or on-goi ng extensions can be depl oyed to neet
sone of the DM requirenents. [I-D.ietf-dnmrequirenments].
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Fi gure 4: EPS (non-roaning) architecture overview
2.3.1. GPRS Tunnelling Protocol (GIP) and DSM Pv6

GPRS Tunnel ling Protocol (GIP) [3GPP.29.060] is a network-based
mobi lity protocol specified for 3GPP networks (S2a, S2b, S5 and S8
interfaces). Sinmilar to PMPv6, it can handle nobility wi thout
requi ring the involvement of the nobile nodes. In this case, the
nobi | e node functionality is provided in a proxy manner by the
Serving Data Gateway (SGW, Evolved Packet Data Gateway (ePDG, or
Trusted Wrel ess Access Gateway (TWAG .

3GPP specifications also include client-based nobility support, based
on adopting the use of Dual -Stack Mbile | Pv6 (DSM Pv6) [RFC5555] for
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the S2c interface. |In this case, the UE inplenments the nobile node
functionality, while the hone agent role is played by the PGV

2.3.2. Local IP Access and Selected IP Traffic O fload (LI PA-SIPTO

A Local I P Access (LIPA) and Selected IP Traffic Ofload (SIPTO
enabl ed network [3GPP.23.829] allows offloading sone |P services at
the | ocal access network, above the Radi o Access Network (RAN) or at
the macro, w thout the need to traverse back to the PGW

Simlarly to the runtine local nobility anchor assignment descri bed
in Section 2.2.3, considerations have been discussed in 3GPP with
respect to SIPTO  SIPTO enabl es an operator to offload certain types
of traffic at a network node close to the UE's point of attachment to
the access network, by selecting a set of G (SGNand PGN that is
geographically/topologically close to the UE's point of attachnent.

LI PA, on the other hand, enables an |IP capable UE connected via a
Home eNB (HeNB) to access other | P capable entities in the same
residential/enterprise IP network w thout the user plane traversing
the mobil e operator’s network core. In order to achieve this, a
Local GW(L-GWN collocated with the HeNB is used. LIPA is
established by the UE requesting a new PDN connection to an access
poi nt name for which LIPAis permitted, and the network selecting the
Local GWassociated with the HeNB and enabling a direct user plane
pat h between the Local GWand the HeNB.

2.3.3. LIPA Mobility and SIPTO at the Local Network (LIMONET)

Both SI PTO and LI PA have a very linmted nobility support, specially
in 3GPP specifications up to Rel-10. In Rel-11, there is currently a
work itemon LIPA Mbility and SIPTO at the Local Network (LI MONET)
[3GPP. 23.859] that is studying how to provide SIPTO and LI PA
mechani snms with sonme additional, but still limted, nobility support.
In a glinpse, LIPA nobility support is |limted to handovers between
HeNBs that are managed by the sane L-GW (i.e., nmobility within the

| ocal domain), while seam ess SIPTO mobility is still limted to the
case where the SGWPGWis at or above Radi o Access Network (RAN)
| evel

2.3.4. Data IDentification in ANDSF (DI DA) and Operator Policies for IP
Interface Selection (COPIIYS)

There are two ongoing work itenms in 3GPP that are currently
addressing the issue of selecting a wireless interface or an IP
address for a specific data application. The work item DI DA (Data

I Dentification in ANDSF) is addressing the need to nmap an application
IDto a specific wireless interface, while the work item Operator
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Policies for IP Interface Selection (OPI1S) is addressing the need of
selecting the right APN for a given application.

Taking into account that there is a one to one |link between APN and
PDN connection (i.e., |IP address) these work itens clearly address
froma 3GPP perspective the same probl em space as [ RFC6724], and the
sane considerations described in Section 2.2.4 apply here as well.

2.3.5. Milti-Access PDN Connectivity (MAPCON)

The Multi-Access PDN Connectivity (MAPCON) feature addresses the use
of multiple PDN connections. Hence, this feature can nake use of
multiple wireless interfaces either sequentially or simultaneously.

3. Gap Analysis: limtations in current practices

This section identifies the limtations in the current practices
(docunented in Section 2) with respect to the requirenents listed in
[I-D.ietf-dmmrequiremnments].

The analysis is divided in three parts: IP client-based nobility, IP
net wor k- based nobility, and 3GPP nobility solutions. Each part

anal yzes how well the requirenents listed in
[I-D.ietf-dmmrequirements] are covered/nmet by the current practices,
hi ghlighting existing linmtations and gaps.

3.1. dient-based IP nobility
3.1.1. REQL: Distributed depl oynent

M Pv6 / NEMO A careful hone agent depl oyment and policy
configuration of the Mbile IPv6 / NEMO protocols can achi eve sone
distribution. However, as soon as the nobil e node noves and
changes its initial attachnent point, the anchors are no | onger
pl aced optinmally, incurring in sub-optimal routes. This situation
may be acceptable as Iong as the session is short-lived. |f the
nmobi |l e node is not expected to nove within a linmted area, this
configuration m ght be considered sufficient. Oherw se,
addi ti onal nechanisns to support dynami c anchoring would be
needed. Note that a possible solution would be to run nultiple
i nstances of nmobile I Pv6 at the nobile node, each one nanagi ng a
di fferent HoA and bound to a different home agent. This would
require, though, additional intelligence at the nobile node to be
able to optimally select and manage source | P addresses for each
sessi on.

Zuni ga, et al. Expi res June 22, 2013 [ Page 14]



Internet-Draft DWMM Gap Anal ysis Decenber 2012

3.

1.

Mobile I Pv6 RO The use of route optimzation support enables a

cl ose-to anchor-1ess operation, which effectively can be
considered as a fully distributed configuration. However, as
expl ai ned before in this docunment, the home agent is still used
for the signaling and therefore remains as a critical centralized
conponent. Additionally, there is no standardized RO support for
network mobility.

HM Pv6 The use of hierarchical nobile I Pv6 can be seen as a step

forward conpared to a careful deploynent of multiple hone agents
and its proper configuration, as it allows a nobile node to roam
within a | ocal domain, reducing the handover |atency as well as
the signaling overhead. |f used together with nobile |Pv6,
traffic still has to traverse the centralized hone agent, and
therefore no distributed operation is achieved.

switch The hone agent switch specification can be used to enable
obt ai ning nore benefits froma nultiple-HA deploynment, as the
nobi | e node could be instructed to switch to a closer home agent.
To avoid packet |loss, this switch nust be perforned at periods of
time in which the nobil e node does not have any active connection
running. Even if sone packet |oss were acceptable for active
sessions, the change of hone address would al so require the nobile
node to re-establish those sessions.

Flow nobility Considerations nmade for previous scenarios (e.g. for

SA

2

Route Optim zation) could al so apply here, extending those
scenarios by the use of nmultiple attached interfaces.

sel ection APl The use of proper source address selection
deci si ons, enabled by smart connection managers
[I-D.seite-mf-cnm, or nobility aware applications using a

sel ection APl [ RFC5014], [RFC6724], would all ow the nobile node to
realize substantial benefits from depl oynents providing multiple
anchors.

REQ2: Transparency to Upper Layers when needed

MPv6 / NEMO As a mobility protocol, the solution is transparent to

the upper |ayers. However, as described before, this transparency
comes with the cost of suboptinal routes if the MN nbves away from
its initial attachnment point.

Mobile IPv6 RO The use of the route optimzation support is

transparent to the upper |ayers.
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HM Pv6 The use of HMPv6 is transparent to the upper |ayers.

HA switch The use of the hone agent switch functionality is not
transparent to the upper layers, as a change of hone agent
normal ly inplies a change of honme address. Therefore, the hone
agent can only be switched when there is no active session running
on the nobile node. Since |IP address continuity cannot be
achi eved at the rel ocated home agents, one gap that would need to
be filled is the ability for the nobile node to convey HoA cont ext
fromthe previous hone agent.

Flow nobility The use of flow nobility mechanisns is transparent to
t he upper |ayers.

SA selection APl The use of an intelligent source address nechani sns
is transparent to the upper layers if perforned by the connection
manager. However if the selection is performed by the
applications thenselves, via the use of the API, then applications
have to be nobility-aware

3.1.3. RE@: |Pv6 depl oynent

MPv6 / NEMO Mobile IPv6 / NEMO protocols primarily support |Pv6,
al though there are sone extensions defined to also offer sone | Pv4
support [ RFC5555].

Mobile IPv6 RO Route optim zation only supports |Pv6.

HMPv6 HMPv6 is only defined for |Pv6.

HA switch The home agent switch specification supports only |Pv6,
al t hough the use of the defined nechanisns to support dual stack
| Pv4/1 Pv6 nobil e nodes would al so enabl e sonme | Pv4 support.

Flow nobility Flow nmobility is only defined for |Pve6.

SA sel ection APl  The use of source address sel ection nechani sns
supports both I Pv6 and | Pv4.

3.1.4. REQX: Existing nobility protocols

M Pv6 / NEMO These approaches are ones of the base | ETF-standardized
nmobi ity protocols: [RFC6275] and [ RFC3963].

Mobile IPv6 RO This approach is based on an existing protoco
[ RFC6275] .

Zuni ga, et al. Expi res June 22, 2013 [ Page 16]



Internet-Draft DWMM Gap Anal ysis Decenber 2012

HM Pv6 This approach is based on an existing protocol [RFC5380].
HA switch This approach is based on an existing protocol [RFC5142].

Flow nobility This approach is based on existing protocols
[ RFC5648], [RFC6089] and [ RFC6088] .

SA selection APl This approach is based on existing protocols
[ RFC6724] and [ RFC5014].

3.1.5. REQ®: Conpatibility

M Pv6 / NEMO This approach would be conpatible with other protocols
and work between trusted adm nistrative domains, although as
described before its operation would not provide the benefits of a
fully distributed mechanism The conbination of different IP
mobi l ity protocols might have a perfornmance/ conpl exity cost
associ ated, as described in [A. de la diva, et al.].

Mobile I Pv6 RO This approach woul d be conpatible with other
protocol s and work between trusted adm nistrative domains, as |ong
as mobile IPv6 is allowed. However, as highlighted before, nobile
| Pv6 route optimzation requires specific support at the
correspondent nodes.

HM Pv6 HM Pv6 is conpatible with other protocols.

HA switch This approach would be conpatible with other protocols and
wor k between trusted adm ni strative domai ns

Fl ow mobility This approach would be conpatible with other protocols
and work between trusted adm nistrative domains.

SA sel ection APl This approach has no inpact in terns of
conmpatibility or use between trusted administrative donai ns.

3.1.6. REQ: Security considerations
M Pv6 / NEMO This approach includes security considerations.
Mobile IPv6 RO This approach includes security considerations.
HM Pv6 This approach includes security considerations.

HA switch This approach includes security considerations.
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Fl ow mobility This approach includes security considerations.
SA selection APl  This approach does not have security issues.
3.2. Network-based IP nmobility
3.2.1. REQL: Distributed depl oynent

PM Pv6 As for the case of MPv6, a careful deploynent of the |oca
nmobi l ity anchors and policy configuration of the Proxy Mbile | Pv6
protocol can achi eve sone distribution. However, as soon as the
nobi | e node noves and changes its initial attachment point, the
anchor is no longer placed optimally, incurring in sub-optimal
routes, which mght be quite noticeable in case of mediumto |arge
PM Pv6 domains. |If the nobile node novenment is restricted to a
well known limted area and/or the PM Pv6 domain is not |arge,
this configuration night be considered sufficient. O herwi se,
addi ti onal nmechanisns to support dynam ¢ anchoring would be
needed.

Local Routing As nentioned before, it enables optimal routing in
three cases: the LMA manages the traffic of two nobile nodes
connected to the sane MAG the LMA nanages the traffic of two
nobi | e nodes connected to different MAGs, the MAG manages the
traffic of two nobile nodes connected to different LMAs. LR does
not consider the case where the traffic should be optinized
considering different MAGs and different LMAs. Inter LMA
conmmuni cation is not in scope. LR only enables better routing and
does not consider the distribution of nobility anchors as such

LMA Runtime Assignnment The LMA runtime assignment is used to
all ocate an optimal LMA nostly for |oad bal anci ng purposes, for
instance in scenarios where LMAs run in a datacenter-like
infrastructure. |t can be used to allocate a different LMA based
on ot her policies such as routing, although it is not clear how
the technol ogy can be used to achieve distributed mobility
managenent, especially considering scalability issues. There are
different gaps that would prevent using this mechanismas a way to
meet all the DMMrequirenments: i) LMA runtinme assignnent can only
perfornmed at the MN's attachnent, so it would need to be extended
to allow LMA re-location at any tine; ii) LMA runtinme assignnent
can only be initiated by current LMA, iii) it is not in the scope
of the specification how the context is transferred between the
i nvol ved LMAs.
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Source Address Selection It can help in selecting a given |IP source
address al though the current specifications have many limtations
(for instance prefer 1Pv6 over |1Pv4, prefer HoA instead of CoA)
and t he socket extensions [RFC5014] require changes in the node.
This solution alone is not sufficient to achieve anchors
distribution in case of session continuity requirenents, as sone
control logic (e.g., froma connection manager [|I-D.seite-mf-cm)
is needed to intelligently perform source address sel ection

Multihoming in PMPv6 As summarized in the previous section a single
mobility session belongs to a single LMA (at the nobst the sanme
mobility session is shared across two access networks). As of
today there is no possibility to distribute anchors and to nove
the session between different LMAs.

3.2.2. REQ@: Transparency to Upper Layers when needed

PMPv6 As a nobility protocol, the solution provides transparent
mobi lity support for a nobile node while roaning within the PM Pv6
domain (e.g., if a nobile node noves outside the domain,
est abl i shed sessions cannot be maintai ned, unless the W
i npl ements Mobile IPv6). However, as for the MPv6 case, this
transparent nobility support comes with the cost of subopti nal
routes if the MN noves away fromits initial attachnent point,
especially in large PM Pv6 domai ns.

Local Routing During HO the standard nmechani sns are used. In this
sense if there is a MAG change while LR is enabled signaling is
exchanged to informthe target MAG that upon handover LR should be
re-established. The inter LMA case is not supported. For this
solution the nmobility context is always up, all the traffic
recei ve seanl ess service

LMA Runtine Assignnent Seanl ess support is provided as per RFC 5213
Since the LMA cannot be changed at runtinme, the solution provides
transparency to the upper layers. However, if the solution were
extended to allow dynam ¢ LMA re-location, sone extensions would
be needed to provide I P address continuity.

Source Address Sel ection No seamnl ess support is currently provided,
since it requires solutions such as IP flow nobility for PM Pv6
[I-D.ietf-netext-pm pve-fl owrob].

Mul tihoming in PM Pve Seam ess support falls back to standard PM Pv6
operations extended for IP flow nobility support. For this
solution the nobility context is always up, all the traffic
recei ve seanl ess service

Zuni ga, et al. Expi res June 22, 2013 [ Page 19]



Internet-Draft DWMM Gap Anal ysis Decenber 2012

3.2.3. RE®: |1Pv6 depl oynent
PM Pv6 Al though Proxy Mbile IPv6 primarily support |1Pv6, there are
al so extensions defined to also offer sone limted | Pv4 support
[ RFC5844] .

Local Routing It supports both IPv4 (limted to the support provided
by [ RFC5844]) and | Pv6.

LMA Runtine Assignnent It supports both IPv4 (limted to the support
provi ded by [ RFC5844]) and | Pvé6.

Source Address Selection It supports both |Pv4 and | Pv6.

Multihoming in PMPv6 It supports both IPv4 (limted to the support
provi ded by [ RFC5844]) and | Pv6.

3.2.4. REQX: Existing nobility protocols

PM Pv6 This approach is one of the base | ETF-standardi zed nmobility
protocol s: [RFC5213].

Local Routing It reuses [RFC5213].
LMA Runtinme Assignnent It reuses [RFC5213].

Source Address Sel ection This approach is based on | ocal support on
the terminal only.

Mul tihoming in PMPv6 It reuses [RFC5213].
3.2.5. REQ®: Conpatibility

PM Pv6 This protocol is conpatible with other protocols and can
operate between trusted adninistrative donmains, although there nay
be an associated penalty in terns of perfornmance and/or conplexity
[A. de la diva, et al.].

Local Routing Since it extends [RFC5213], conpatibility with
exi sting network depl oynents and end hosts is provided.

LMA Runtinme Assignnent Since it extends [ RFC5213], conpatibility
with existing network deploynents and end hosts is provided.

Source Address Selection To enable the full set of use cases
menti oned above extensions are required thus inpacting the
| andscape of nobile devices. The extensions should not inpact the
net wor k.
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Multihoming in PMPv6 Since it extends [RFC5213], conpatibility is
provi ded.

3.2.6. REQ: Security considerations
PM Pv6 This approach includes security considerations.

Local Routing It reuses [RFC5213]. As such, the sane security
consi derations apply.

LMA Runtinme Assignnent It reuses [RFC5213]. As such, the sane
security considerations apply.

Source Address Selection There is not signaling involved to perform
this action.

Multihoming in PMPv6 It reuses [RFC5213]. As such, the sane
security considerations apply.

3.3. 3GPP mobility
3.3.1. REQL: Distributed depl oynent

SI PTO enabl es a certain degree of distribution, as SGWN PGW can be
selected to be the closest geographically to the UE. This, together
with the use of OPI1S (and MAPCON for the case the UE is using
multiple interfaces), could be used to allow the use of different
anchors as the UE noves. However, as described below, there is no
support for dynamically changing the anchor while providing IP
address continuity, which nmight be OK for short-lived sessions.

3.3.2. REQ@: Transparency to Upper Layers when needed
Seanl ess nmobility at the local network is still not considered in
SI PTO. Therefore, although SIPTO and LIPA allow offloading traffic
fromthe network core simlarly to the DVMM approaches, even with
LI MONET they just provide localized nobility support, requiring
packet data network connections to be deactivated and re-activated
when the UE is not noving locally.

3.3.3. RE@: |Pv6 depl oynent
3GPP specs support |Pv6 as described in [ RFC6459].

3.3.4. REQX: Existing mobility protocols

Current 3GPP specifications nake use of both | ETF standardi zed
mechani snms (e.g., PM Pv6, DSM Pv6), and custom made mechani sms, such
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as GIP.
3.3.5. REQ: Conpatibility

Al the 3GPP extensions listed in this docunent are conpatible with
3GPP networks, at |east for the sane rel ease these extensions are
i ntroduced or newer ones.

3.3.6. REQ: Security considerations

3GPP extensions are assuned to be secure. TBD: refine (possibly
extending) this section.

4. Concl usi ons

In this section we identify the gaps between existing nmobility
solutions and the DM requirenents and expected functionalities. W
first summarize the identified IP-mobility protocols and provide a
mapping (e.g., YES, NO LIMTED) to the different DVMM requirenments
listed in [I-D.ietf-dmmrequirenments]. Follow ng the independent
anal ysis, a conparison between the sol utions and the main DVM
functionalities is provided. Finally, the possibility of using

mul tiple solutions is addressed by conbining different solutions
according to the results found in the independent and functiona

anal ysi s.
4.1. 1ndependent solution analysis

S Fom e e Fom e e Fom e e oo - Fom e e Fom e e Fom e e +
I | REQL | REQ2 | REQB | REQ4 | REQG | REQE |
o m e e oo o - Fomm - - - Fomm - - - B Fomm - - - Fomm - - - Fomm - - - +
| MPv6/NEMO | NO | LIM | v6/v4 | YES | LIM | YES |
| MPv6 RO | NO | YES | v6 | YES | LIM | YES |
| HM Pv6 | NO | YES | v6 | YES | LIM | YES |
| HA switch | NO | NO | vé6 | YES | YES | YES |
| FI owvbb | NO | YES | v6/LIMv4 | YES | YES | YES |
| SASw CB | NO | YES | v6/v4 | YES | YES | YES |
| PM Pv6 | NO | LIM | v6/LIMv4 | YES | LIM | YES |
| LR | NO | LIM | v6/LIMv4 | YES | YES | YES |
| LMA RA | LIM | LIM | v6/LIMv4 | YES | YES | YES |
| SASw NB | NO | NO | v6/v4 | YES | YES | YES |
| MuHo PMPv6 | NO | LIM | v6/LIMv4 | YES | YES | YES

o m e e oo o - Fomm - - - Fomm - - - B Fomm - - - Fomm - - - Fomm - - - +
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4.2. Functional analysis

The goal of this section is to identify and anal yze the main
functions that a DVMM sol ution should provide in order to neet the DV
requirenents [I-D.ietf-dmmrequirenments]. This analysis is on

pur pose kept at high level, and will be used in the foll owi ng section
as main guideline for the final assessnent of the gaps that cannot be
covered with existing specified and depl oyed solutions (even if

combi ned) .

4.2.1. Miltiple anchoring

Mul tiple (distributed) anchoring refers to the ability to anchor
different sessions of a single nobile node at different anchors. In
order to nake this feature "DMMfriendly", sonme anchors should be

pl aced cl oser to the nobile node. This inplies the ability to deploy
routers and assign locally anchored | P addresses at the edge of the
network. This feature also requires potentially assigning nultiple

| P addresses to a single nobile node for its sinultaneous use.

Figure 5 shows an exanple of the multiple anchoring function, in

whi ch a nobil e network operator (MNO has deployed nultiple anchors
pl aced closer to or at the access network | evel. These (distributed)
anchors provide attaching terminals with | P addresses that are
locally anchored, allowing M\s’ traffic (Internet and operator
services) to be locally offloaded (i.e., not traversing the MNO s
core).
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Figure 5: Miltiple anchoring
4.2.2. Dynamc anchor assignnent

Dynami ¢ anchor re-location is the ability to i) optinmally assign
initial anchor, and ii) change the initially assigned anchor and/or
assign a new one. This can be achieved either by changi ng anchor for
al | ongoi ng sessions (which mght only be achievable with routing-
based solutions), or by assigning new anchors for new sessions.
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Fi gure 6 shows an exanpl e of what the dynani c anchor assignnent
function provides. A nmobile node MN1, initially attached to the

di stributed anchor 1, establishes a session X (anchored at 1, i.e.
optimal initial anchor assignment), which finishes before MN1 noves
to the distributed anchor i. While connected to the distributed
anchor i, a new session Y is established, which is anchored at i

(i.e. assignnment of a new anchor). Then MNL noves and attaches to
the distributed anchor n, while having session Y active, where M\NL is
assigned n as its anchor for new sessions and (optionally) existing
sessions are noved (i.e., change of assigned anchor).

( )
oo m e e e e e e e e e e e e e e e e e me e +
/ [ \
/ * | nternet | X | nternet \ X | nternet
/ * | access [ x | access \ x | access
/ * | X ! \ x !
e +--- - - B T T T TS E R
| distributed | | distributed | | distributed
| anchor 1 | | anchor i | | anchor n
I I I
I I I
(0) (o) (o)
* X session Y X session Y

session X * X anchor ed X anchor ed
anchored * X at i X (rmoved)
at 1 (o) (o) at n
I I
+- - - -+ \ +- - - -+
| VN1 | :::::::::) | MN1 |
[ + / [ +

Fi gure 6: Dynam c anchor assignnent

4.2.3.

Zuni ga, et al

Mul ti pl e address nmanagenent

Multiple | P address managenent refers to the ability of the nobile
node to sinultaneously use nmultiple |IP addresses and sel ect the best
one (from an anchoring point of view) to use on a per-session/
application/service basis. Depending on the nobile node support,
this functionality might require nore or |ess support fromthe

net wor k si de.

Figure 7 shows an exanple of nultiple address managenent, in which
MN1 initially obtained an I P address (I P a) when connected to the
distributed anchor 1, which is then used for a session which remains
active after MNL noves and attaches to the distributed anchor i. M1
al so obtains a new | P address (I P b) to be used for sessions
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initiated while attached to i. M\l therefore needs to sinultaneously
manage and use nultiple | P addresses, selecting the best one for each
session. This selection night be perforned by the nobile node solely
or mght be aided/perfornmed with network support.

( )
T +
/ [ \
/ * | nternet | X | nternet \ I nt er net
/ * | access [ x | access \ | access
/ * [ (1P a) | x I (1P b) \ /
e e e . R I .
| distributed | * * *| distributed | | distributed
| anchor 1 | | anchor i | | anchor n
B I B I B I
I I I
(0) (0) (0)

session X * X session Y
anchored * x anchor ed

at 1 * X at i
(IP a) (o) (1P b)
I
-+ -+
| MNL |
S +

Figure 7: Miltiple address managenent
4.3. Conbined solutions analysis

The goal of this section is to evaluate how a sol uti on based on
combining the different standardized IP nobility solutions could neet
the DMM requirenments, making reference to the high-Ievel functions
identified above.

Both the main client- and network-based IP nobility protocols, namely
(DS)M Pv6 and PM Pv6 allows to deploy multiple anchors (i.e., hone
agents and localized nobility anchors), therefore providing the
functionality of multiple anchoring. However, existing solutions
does only provide an optinmal initial anchor assignnent, a gap being
the | ack of dynam ¢ anchor change/ new anchor assignnment. Neither the
HA switch nor the LMA runtime assignnent allow changing the anchor
during an ongoi ng session

Even i f dynam c anchor change and new anchor assignment were
supported, default address sel ection nechanisns would need to be

i mproved, as nobile nodes would likely be assigned nultiple IP
addresses, anchored at different places. Therefore, smart address
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5.

7.

7.

selection, trying to always use the shortest path, would be required.

| ANA Consi der ati ons

No | ANA consi derati ons.

Security Considerations

This is an informational docunent that anal yzes practices for the
depl oynent of existing nobility protocols in a distributed nmobility
managenment environment, and identifies the linitations in the current
practices. One of the requirenents that these practices has to neet
is to take into account security aspects, including confidentiality
and integrity. This is briefly analyzed for each of the considered
practices, and will be extended in future versions of this docunent.
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