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Abst r act

Thi s docunment defines the requirenents for Distributed Mbility
Management (DMM) at the network | ayer. The hierarchical structure in
traditional wireless networks has led primarily to centrally depl oyed
mobility anchors. As sonme wireless networks are evolving away from
the hierarchical structure, it can be useful to have a distributed
nmodel for nobility nmanagenent in which traffic does not need to
traverse centrally deployed nobility anchors far fromthe opti nal
route. The notivation and the problens addressed by each requirenent
are al so descri bed.

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1.

I nt roducti on

In the past decade a fair nunmber of network-layer nobility protocols
have been standardi zed [ RFC6275] [ RFC5944] [ RFC5380] [ RFC6301]

[ RFC5213]. Al though these protocols differ in terns of functions and
associ ated nessage formats, they all enploy a nobility anchor to
allow a nobile node to remain reachable after it has noved to a
different network. The anchor point, anmong other tasks, ensures
connectivity by forwardi ng packets destined to, or sent from the
mobile node. It is a centrally deployed nobility anchor in the sense
that the depl oyed architectures today have a snmall nunber of these
anchors and the traffic of millions of nobile nodes in an operator
network are typically managed by the sane anchor. Such a nobility
anchor may still have to reside in the subscriber’s provider network
even when the subscriber is roaming to a visited network, in order
that certain functions such as charging and billing can be perforned
nmore readily by the provider’s network. An exanple provider network
is a Third Generation Partnership Project (3GPP) network

Distributed nmobility management (DVMM) is an alternative to the above
centralized depl oynent. The background behind the interests to study
DM are primarily in the foll ow ng.

(1) Mobile users are, nore than ever, consuning |nternet content
including that of local Content Delivery Networks (CDNs). Such
traffic i nposes new requirenents on nobile core networks for
data traffic delivery. To prevent exceeding the avail able core
network capacity, service providers need to inplenent new
strategi es such as selective IPv4 traffic offload (e.qg.

[ RFC6909], 3GPP work itenms Local | P Access (LIPA) and Sel ected
IP Traffic Ofload (SIPTO [TS.23.401]) through alternative
access networks such as Wreless Local Area Network (W.AN)

[ Paper-Mobile. Data. O fl oading]. In addition, a gateway

sel ection nmechani smtakes the user proximty into account within
the Evol ved Packet Core (EPC) [TS.29303]. VYet these nechani sns

were not pursued in the past owing to charging and billing
consi derati ons which require solutions beyond the nmobility
protocol. Consequently, assigning a gateway anchor node from a

visited network when roaming to the visited network has only
recently been done and is linited to voice services.

Both traffic offloading and CDN nechani sns coul d benefit from
t he devel opnent of nobile architectures with fewer hierarchica
I evel s introduced into the data path by the nobility managenent
system This trend of "flattening" the nobile networks works
best for direct conmunications anong peers in the sanme
geographical area. Distributed nobility nmanagenent in the
flatteni ng nobil e networks woul d anchor the traffic closer to
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the point of attachment of the user

(2) Today’'s mobile networks present service providers with new
chal l enges. Mobility patterns indicate that nobil e nodes often
remain attached to the sane point of attachnent for considerable
peri ods of time [Paper-Locating.User]. Specific IP mobility
managenment support is not required for applications that |aunch
and conplete their sessions while the nobile node is connected
to the same point of attachnent. However, currently, IP
mobi l ity support is designed for always-on operation
mai ntaining all paraneters of the context for each nobile
subscriber for as long as they are connected to the network
This can result in a waste of resources and unnecessary costs
for the service provider. Infrequent node mobility coupled with
application intelligence suggest that nmobility support could be
provi ded sel ectively such as in [I-D. bhandari-dhc-cl ass-based-
prefix] and [I-D. korhonen-6man-prefix-properties], thus reducing
t he anount of context maintained in the network

DMM rmay distribute the nobility anchors in the data-plane in
flattening the nobility network such that the nobility anchors are
positioned closer to the user; ideally, nobility agents could be
collocated with the first-hop router. Facilitated by the
distribution of nobility anchors, it may be possible to selectively
use or not use nobility protocol support dependi ng on whether such

support is needed or not. It can thus reduce the anpbunt of state
i nformati on that nust be maintained in various mobility agents of the
nmobil e network. It can then avoid the unnecessary establishment of

mechani snms to forward traffic froman old to a new nobility anchor

Thi s docunment conpares distributed nobility managenent with
centralized nobility managenent in Section 3. The problens that can
be addressed with DMM are sunmarized in Section 4. The mandatory
requirenents as well as the optional requirenents for network-I|ayer
distributed nobility nmanagenent are given in Section 5. Finally,
security considerations are discussed in Section 6

The probl em statenment and the use cases [|-D.yokota-dmm scenari o] can
be found in [Paper-Distributed. Mobility. Review .

2. Conventions used in this docunent

2.1. Term nol ogy
Al'l the general nobility-related terns and their acronyns used in

this docunent are to be interpreted as defined in the Mbile |IPv6
base specification [RFC6275], in the Proxy nobile | Pv6 specification
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[ RFC5213], and in Mobility Related Term nol ogy [ RFC3753]. These
terns include the follow ng: nobile node (MN), correspondent node
(CN), and hone agent (HA) as per [RFC6275]; local mobility anchor
(LMA) and nobil e access gateway (MAG as per [RFC5213], and context
as per [RFC3753].
In addition, this draft introduces the follow ng terns.
Centrally depl oyed nobility anchors
refer to the nobility managenent deploynents in which there are
very few nobility anchors and the traffic of millions of nobile
nodes in an operator network are nmanaged by the same anchor
Centralized nobility managenent
makes use of centrally deployed nobility anchors.
Di stributed nmobility nmanagenent

is not centralized so that traffic does not need to traverse
centrally deployed nobility anchors far fromthe optimal route.

Hi erarchi cal nobile network
has a hierarchy of network el ements arranged into multiple
hi erarchi cal |evels which are introduced into the data path by the
nmobi | ity managenent system

Fl atteni ng nmobi | e net work

refers to the hierarchical nobile network which is going through
the trend of reducing its nunber of hierarchical |evels.

Fl atter nobile network

has fewer hierarchical levels conpared to a hierarchical nobile
net wor k.

Mobi lity context

is the collection of information required to provide nobility
managenent support for a given nobile node.
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3.

3.

Centralized versus distributed nobility managenent

Mobi lity managenent is needed because the | P address of a nobile node
may change as the node noves. Mobility managenent functions may be

i mpl emented at different |ayers of the protocol stack. At the IP
(network) layer, nobility managenent can be client-based or network-
based.

An | P-layer nmobility managenent protocol is typically based on the
principle of distinguishing between a session identifier and a
forwardi ng address and nmi ntaining a nmappi ng between the two. In
Mobile IP, the new | P address of the nobile node after the node has
nmoved is the forwardi ng address, whereas the original |P address
before the nobil e node noves serves as the session identifier. The

| ocati on managenent (LM information is kept by associating the
forwardi ng address with the session identifier. Packets addressed to
the session identifier will first route to the original network which
re-directs themusing the forwarding address to deliver to the
session. Re-directing packets this way can result in |ong routes.

An existing optim zation routes directly using the forwarding address
of the host, and such is a host-based sol ution

The next two subsections explain centralized and distributed nmobility
managenent functions in the network

1. Centralized nobility managenent

In centralized nobility managenent, the location information in terns
of a mapping between the session identifier and the forwarding
address is kept at a single nobility anchor, and packets destined to
the session identifier are forwarded via this anchor. |n other
words, such nmobility managenent systens are centralized in both the
control plane and the data plane (nobile node IP traffic).

Many exi sting nobility managenent depl oynments nmeke use of centralized
nmobil ity anchoring in a hierarchical network architecture, as shown
in Figure 1. Exanples are the hone agent (HA) and local nobility
anchor (LMA) serving as the anchors for the nobile node (M\) and
Mobi |l e Access Gateway (MAG in Mbile IPv6 [RFC6275] and in Proxy
Mobile | Pv6 [ RFC5213] respectively. Cellular networks such as the
3GPP General Packet Radi o System (GPRS) networks and 3GPP Evol ved
Packet System (EPS) networks enpl oy centralized nobility nanagenent
too. 1In the 3GPP GPRS network, the Gateway GPRS Support Node (GGSN)
Serving GPRS Support Node (SGSN) and Radi o Network Controller (RNC)
constitute a hierarchy of anchors. |In the 3GPP EPS network, the
Packet Data Network Gateway (P-GWN and Serving Gateway (S-GW
constitute another hierarchy of anchors.
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Figure 1. Centralized nobility nmanagenent.
3.2. Distributed nobility nmanagenent

Mobi lity managenent functions nmay al so be distributed in the data
plane to multiple networks as shown in Figure 2, so that a nobile
node in any of these networks may be served by a nearby function with
appropriate forwardi ng managenent (FM capability.

Figure 2. Distributed nobility nmanagenent.

DMWis distributed in the data pl ane, whereas the control plane nay
either be centralized or distributed [I-D. yokota-dnm scenario]. The
fornmer case inplicitly assunes separation of data and control planes
as described in [I-D.waki kawa- net ext - pm p-cp-up-separation]. Wile
nmobi | ity managenent can be distributed, it is not necessary for other
functions such as subscription managenent, subscription database, and
network access authentication to be sinmilarly distributed.
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A distributed nobility managenent schenme for a flattening nobile

net wor k consi sting of access nodes is proposed in [Paper-
Distributed. Dynanmic. Mobility]. Its benefits over centralized
nmobi | i ty managenent have been shown through sinul ations [ Paper-
Distributed. Centralized. Mobility]. Mreover, the (re)use and
extension of existing protocols in the design of both fully
distributed nobility managenent [ Paper-M grating. Hone. Agents] [ Paper -
Distributed. Mobility. SAE] and partially distributed nobility
managenent [Paper-Distributed. Mobility. PM P] [Paper-

Distributed. Mobility. MP] have been reported in the literature.
Ther ef ore, before designing new nobility nmanagenent protocols for a
future distributed architecture, it is recommended to first consider
whet her existing mobility managenent protocols can be extended.

4. Problem Statenent

The problenms that can be addressed with DMM are sunmarized in the
fol | owi ng:

PS1: Non-optimal routes

Forwarding via a centralized anchor often results in non-
optinmal routes, thereby increasing the end-to-end delay. The
problemis mani fested, for exanple, when accessing a nearby
server or servers of a Content Delivery Network (CDN), or when
receiving locally available IP nmulticast or sending IP

mul ticast packets. (Existing route optimization is only a
host - based solution. On the other hand, |ocalized routing with
PM Pv6 [ RFC6705] addresses only a part of the probl emwhere
both the MN and the correspondent node (CN) are attached to the
same MAG and it is not applicable when the CN does not behave
like an M\.)

PS2: Divergence fromother evolutionary trends in network
architectures such as distribution of content delivery.

Mobi | e networks have generally been evolving towards a flatter
and flatter network. Centralized nobility nanagenment, which is
non-optimal with a flatter network architecture, does not
support this evol ution.

PS3: Lack of scalability of centralized tunnel nanagenent and
mobi l ity context maintenance

Setting up tunnels through a central anchor and mai ntai ni ng

mobi lity context for each MN usually requires nore concentrated
resources in a centralized design, thus reducing scalability.
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PS4

PS5:

PS6:

PS7:

PS8:

Di stributing the tunnel naintenance function and the mobility
cont ext mai ntenance function anong different network entities
wi th proper signaling protocol design can avoid increasing the
concentrated resources with an increasing nunber of M\s.

Single point of failure and attack

Centralized anchoring designs may be nore vulnerable to single
points of failures and attacks than a distributed system The
i mpact of a successful attack on a systemw th centralized
nmobi | ity managenent can be far greater as well.

Unnecessary nobility support to clients that do not need it

IP mobility support is usually provided to all M\s. Yet it is
not always required, and not every paraneter of nobility
context is always used. For exanple, sone applications or
nodes do not need a stable I P address during a handover to

mai ntai n session continuity. Sonmetimes, the entire application
session runs while the MN does not change the point of
attachnent. Besides, sone sessions, e.g., SlIP-based sessions,
can handle nobility at the application |layer and hence do not
need I P nobility support; it is then unnecessary to provide IP
mobi l ity support for such sessions.

Mobility signaling overhead with peer-to-peer comunication

Wasting resources when nmobility signaling (e.g., maintenance of
the tunnel, keep alive signaling, etc.) is not turned off for
peer -t o-peer conmuni cati on.

Depl oyment with nmultiple nmobility solutions

There are already many variants and extensions of MP as well
mobility solutions at other |ayers. Deploynent of new nobility
managenment sol utions can be chal |l engi ng, and debuggi ng
difficult, when they co-exist with solutions already depl oyed
in the field.

Duplicate nulticast traffic

I P multicast distribution over architectures using IP nmobility
solutions (e.g., [RFC6224]) may |ead to convergence of
duplicated multicast subscriptions towards the downstream
tunnel entity (e.g., MAGin PMPv6). Concretely, when
mul ti cast subscription for individual nobile nodes is coupled
with mobility tunnels (e.g., PMPv6 tunnel), duplicate

mul ticast subscription(s) is prone to be received through
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5.

di fferent upstreampaths. This problem may al so exist or be
nmore severe in a distributed mobility environment.

Requi renent s

After conparing distributed nobility nanagenent agai nst centralized
depl oynent in Section 3 and describing the problens in Section 4,
this section identifies the foll ow ng requirenents:

REQL:

REQR:

Di stributed nmobility nmanagenent

IP mobility, network access and forwarding sol uti ons provided
by DMM MUST enable traffic to avoid traversing single nobility
anchor far fromthe optimal route.

This requirenent on distribution is in the data plane only.

It does not inpose constraints on whether the control plane
shoul d be distributed or centralized. However, if the contro
plane is centralized while the data plane is distributed, it
is inplicit that the control plane and data plane need to
separate (Section 3.2).

Motivation: This requirenent is notivated by current trends in
network evolution: (a) it is cost- and resource-effective to
cache contents, and the caching (e.g., CDN) servers are
distributed so that each user in any |location can be close to
one of the servers; (b) the significantly |arger nunber of
nmobi | e nodes and flows call for inproved scalability; (c)
single points of failure are avoided in a distributed system
(d) threats against centrally depl oyed anchors, e.g., hone
agent and local nobility anchor, are mitigated in a

di stributed system

This requi renment addresses the problens PS1, PS2, PS3, and P4
described in Section 4.

Bypassabl e network-1ayer nobility support for each application
sessi on

DWMM sol uti ons MJST enabl e network-layer nmobility but it MJST
be possible for any individual active application session
(flow) to not use it. Mbility support is needed, for
exanpl e, when a nobile host noves and an application cannot
cope with a change in the I P address. Mobility support is

al so needed when a nobile router changes its IP address as it
nmoves together with a host and, in the presence of ingress
filtering, an application in the host is interrupted. However

Chan (Ed.), et al. Expi res Decenber 7, 2014 [ Page 11]



Internet-Draft DMMt Regs June 2014

REQB:

REQ4:

nmobi l ity support at the network-layer is not always needed; a
mobi | e node can often be stationary, and nobility support can
al so be provided at other layers. It is then not always
necessary to maintain a stable I P address or prefix for an
active application session.

Different active sessions can also differ in whether network-

| ayer nobility support is needed. |P nobility, network access
and forwardi ng sol utions provided by DVMM MJUST t hen enabl e the
possibility of independent handling for each application
session of a user or nobile device.

The handling of nmobility managenment to the granularity of an
i ndi vi dual session of a user/device SHOULD need proper session
identification in addition to user/device identification

Motivation: The notivation of this requirenment is to enable
nore efficient forwarding and nore efficient use of network
resources by selecting an I P address or prefix according to
whet her nobility support is needed and by not maintaining
context at the mobility anchor when there is no such need.

This requi renent addresses the problens PS5 and PS6 descri bed
in Section 4.

| Pv6 depl oynent

DMM sol utions SHOULD target | Pv6 as the prinmary depl oynent

envi ronment and SHOULD NOT be tailored specifically to support
I Pv4, in particular in situations where private |Pv4 addresses
and/ or NATs are used.

Motivation: This requirement confornms to the genera
orientation of IETF work. DWM deploynent is foreseen in md-
to long-term horizon, when IPv6 is expected to be far nore
common t han t oday.

This requirement avoi ds the unnecessarily conplexity in
solving the problenms in Section 4 for |IPv4, which will not be
abl e to use sone of the | Pv6-specific features

Exi sting nobility protocols

A DW sol ution MJST first consider reusing and extending | ETF-
standardi zed protocols before specifying new protocols.

Motivation: Reuse of existing |ETF work is nore efficient and
| ess error-prone.
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REQG:

REQS:

This requirement attenpts to avoid the need of new protocols
devel opnent and therefore their potential problens of being
ti me-consumi ng and error-prone.

Coexi stence with depl oyed networks/ hosts and operability
across different networks

A DW solution rmay require | oose, tight or no integration into
existing nobility protocols and host IP stack. Regardless of
the integration |evel, DW i npl enentati ons MJST be able to
coexist with existing network depl oynents, end hosts and
routers that may or nmay not inplenent existing mobility
protocols. Furthernore, a DWM sol ution SHOULD work across

di fferent networks, possibly operated as separate

adm ni strative domai ns, when the needed nobility managenent
signaling, forwardi ng, and network access are allowed by the
trust relationship between them

Motivation: (a) to preserve backwards conpatibility so that
exi sting networks and hosts are not affected and continue to
function as usual, and (b) enable inter-domain operation if
desi red.

Thi s requirenment addresses the problem PS7 described in
Section 4.

Operation and Managenent consi derati ons.

A DW sol ution needs to consider configuring a device,
nmonitoring the current operational state of a device,
responding to events that inpact the device, possibly by
nmodi fying the configuration and storing the data in a format
that can be analyzed later. Different managenent protocols
are avail able. For exanple:

(a) SNWP [ RFC1157] with definition of standardi zed nanagenent
i nformati on base M B objects for DMM that allows
monitoring traffic steering in a consistent nanner across
di fferent devices,

(b) NETCONF [ RFC6241] with definition of standardi zed YANG
[ RFC6020] nmodul es for DM to achi eve a standardi zed
configuration,

(c) syslog [ RFC3164] which is a one-way protocol allow ng a
device to report significant events to a |l og anal yzer in
a networ k managenent system
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(d) IP Flow Information Export (IPFIX) Protocol, which serves
as a nmeans for transmtting traffic flow information over
the network [RFC7011], with a formal description of |PFIX
I nformation El enents [ RFC7012].

It is not the goal of the requirenents docunment to inpose

whi ch management protocol (s) should be used. An inventory of
t he managenent protocols and data nodels is covered in RFC
6632.

The following lists the operati on and nmanagenent

consi derations required for a DM sol ution; the list may not
be exhaustive and may be expanded according to the needs of
the sol utions:

A DWM sol uti on MJUST describe in what environnent and how it
can be scal ably depl oyed and managed.

A DW sol uti on MJST support mechanisns to test if the DWM
solution is working properly. For exanple, when a DWW
solution enploys traffic indirection to support a nmobility
session, inplenentations MJUST support nechanisns to test that
the appropriate traffic indirection operations are in place,
including the setup of traffic indirection and the subsequent
teardown of the indirection to rel ease the associ ated network
resources when the nobility session has cl osed.

A DW sol uti on SHOULD expose the operational state of DM to
the administrators of the DM entities. For exanple, when a
DMM sol ution enpl oys separation between session identifier and
forwardi ng address, it shoul d expose the associ ati on between

t hem

When flow nobility is supported by a DMM sol ution, the
sol uti on SHOULD support means to correlate the flow routing
policies and the observed forwardi ng actions.

A DW sol uti on SHOULD support mechani sms to check the |iveness
of forwarding path. [|f the DVWM sol ution sends periodic update
refresh nmessages to configure the forwarding path, the refresh
peri od SHOULD be configurable and a reasonabl e default
configuration value proposed. Information collected can be

| ogged or nade available with protocols such as SNW

[ RFC1157], NETCONF [ RFC6241], |PFIX [RFC7011], or syslog

[ RFC3164] .

A DWMM sol uti on MJUST provide fault managenent and nonitoring
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mechani sms to manage situations where update of the mobility
session or the data path fails. The systemmust al so be able
to handl e situations where a nobility anchor w th ongoing
mobility sessions fails.

A DW sol uti on SHOULD be able to nonitor usage of DWW
protocol. Wen a DMM sol ution uses an existing protocol, the
techni ques already defined for that protocol SHOULD be used to
moni tor the DMM operation. Wen these techniques are

i nadequat e, new techni ques MJST be devel oped.

In particular, the DW sol uti on SHOULD

(a) be able to nmonitor the number of nobility sessions per
user as well as their average duration.

(b) provide indication on DW perfornmance such as

1 the handover delay which includes the time necessary
to re-establish the forwarding path when the point of
attachnent changes,

2 the protocol reactivity which is the tinme between
handover events such as the attachment to a new access
poi nt and the conpletion of the nobility session
updat e.

(c) provide neans to neasure the signaling cost of the DWW
pr ot ocol

(d) if tunneling is used for traffic redirection, nonitor

1 the nunber of tunnels,

2 their transm ssion and reception infornation,

3 the used encapsul ati on net hod and over head

4 the security used at a node |evel
DWMM sol utions SHOULD support standardi zed configuration with
NETCONF [ RFC6241], using YANG [ RFC6020] nodul es, which SHOULD
be created for DMM when needed for such configuration
However, if a DVMM sol ution creates extensions to MPv6 or
PM Pv6, the allowed addition of the definition of nmanagenent

i nformati on base (M B) objects to MPv6 MB [ RFC4295] or
PM Pv6 M B [ RFC6475] needed for the control and nonitoring of
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t he protocol extensions SHOULD be linmited to read-only
obj ect s.

Motivation: A DMMsolution that is designed fromthe begi nning
for operability and nmanageability can avoid difficulty or
inconpatibility to inplement efficient operations and
managenent sol utions.

These requirenments avoi d DVWM desi gns that nmake operations and
managenent difficult or costly.

REQ7: Security considerations

A DW sol uti on MJST support any security protocols and
mechani sms needed to secure the network and to make continuous
security inprovenents. |In addition, with security taken into
consideration early in the design, a DW sol uti on MJST NOT

i ntroduce new security risks, or anplify existing security

ri sks, that cannot be mitigated by existing security protocols
and nechani sns.

Motivation: Various attacks such as inpersonation, denial of
service, nman-in-the-mddle attacks, and so on, may be | aunched
in a DW depl oynent. For instance, an illegitinmte node may
attenpt to access a network providing DMM  Another exanple is
that a malicious node can forge a nunmber of signaling nessages
thus redirecting traffic fromits legitimte path.
Consequently, the specific node or nodes to which the traffic
is redirected may be under a denial of service attack, whereas
ot her nodes do not receive their traffic. Accordingly,
security nechani sns/ protocol s providing access control
integrity, authentication, authorization, confidentiality,

etc. should be used to protect the DM entities as they are

al ready used to protect against existing networks and existing
mobility protocols defined in ETF. Yet if a candi date DWW
solution is such that even the proper use of these existing
security nechani sns/protocols are unable to provide sufficient
security protection, that candidate DVM sol ution is causing
uncontrol | abl e security probl ens.

This requirenent prevents a DMM sol ution fromintroducing
uncontrol | abl e problenms of potentially insecure nmobility
managemnment protocols which nake depl oyment i nfeasible because
platforns conformng to the protocols are at risk for data

| oss and nunerous other dangers, including financial harmto
t he users.
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REQB: Milticast considerations

DMM SHOULD enabl e nulticast solutions to be devel oped to avoid
network inefficiency in nulticast traffic delivery.

Motivation: Existing nulticast depl oynent have been introduced
after conpleting the design of the reference nobility
protocol, often leading to network inefficiency and non-
optimal forwarding for the nulticast traffic. |nstead DWM
shoul d consider nmulticast early so that the nulticast
solutions can better consider efficiency nature in the

mul ticast traffic delivery (such as duplicate nulticast
subscriptions towards the downstream tunnel entities). The
mul ticast solutions should then avoid restricting the
managenent of all IP multicast traffic to a single host
through a dedicated (tunnel) interface on nulticast-capable
access routers.

Thi s requirement addresses the problens PS1 and PS8 descri bed
in Section 4.

Security Considerations

Pl ease refer to the discussion under Security requirenment in Section
5.
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