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Abstract

Thi s docunment describes using TCP for | KE nessages. This facilitates
the transport of |arge nessages over paths where fragnents are either
dropped, or packet |oss makes them unreliable.
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1.

1.

I nt roducti on

The Internet Key Exchange (1 KE) specified in [ RFC2407] and [ RFC2408],
and | KEv2 as specified in [ RFC5996] uses UDP to transport the
exchange nessages. Sone of those nessages nay be fairly |arge.
Specifically, the 5th and 6th nessages of |KEvl Main Modde, the first
and second nessages of | KEvl Aggressive Mde, and the nessages of

| KEv2 | KE_AUTH exchange can become quite |large, as they may contain a
chain of certificates, a signature payload (called "Auth" in | KEv2),
CRLs, and in the case of I KEv2, sonme configuration informtion that
is carried in the CFG payl oad.

When such UDP packets exceed the path MIU, they get fragmented. This
i ncreases the probability of packets getting dropped, but the
retransm ssion nechanisns in | KE (as described in section 2.1 of RFC
5996) takes care of that. Mre recently we have seen a nunber of
service providers dropping fragnented packets. Firewalls and NAT
devices need to keep state for each packet where sone but not all of
the fragnents have been received. This creates a burden in terns of
menory, especially for high capacity devices such as Carrier-G ade
NAT (CG\) or high capacity firewalls

The BEHAVE wor ki ng group has an Internet Draft describing required
behavior of CG\s ([I-D.ietf-behave-lsn-requirenments]). It requires
CCNs to conply with [ RFC4787], which in section 11 requires NAT
devices to support fragments. However, some peopl e depl oying | KE
have found that some | SPs have begun to drop fragnents in preparation
for deploying CGNs. Wile we all hope for a future where all devices
comply with the energing standards, or even a future where CGNs are
not required, we have to nmake | KE work today.

The solution described in this docunent is to transport the IKE
messages over a TCP ([ RFC0793]) rather than over UDP. |KE packets
(both versions) describe their own length, so they are well-suited
for transport over a stream based connection such as TCP. The
Initiator opens a TCP connection to the Responder’s port 500, sends
the requests and receives the responses, and then cl oses the
connection. TCP can handle arbitrary-length messages, works well
with any sized data, and is well supported by all ISP infrastructure.

1. Non-Goals of this Specification

Firewall traversal is not a goal of this specification. If a
firewall has a policy to block I KE and/or |Psec, hiding the IKE
exchange in TCP is not expected to help. Some inplenmentations hide
both IKE and I Psec in a TCP connection, usually pretending to be
HTTPS by using port 443. This has a significant inpact on bandw dth
and gateway capacity, and even this is defeated by better firewalls.
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SSL VPNs tunnel |P packets over TLS, but the latest firewalls are
al so TLS proxies, and are able to defeat this as well.

This docunent is not part of that arnms race. It is only neant to
allow KE to work When faced with broken infrastructure that drops
| arge | P packets.

1.2. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

2. The Protocol
2.1. Initiator

An Initiator MAY try I KE using TCP for any request. It opens a TCP
connection froman arbitrary port to port 500 of the Responder. Wen
the three-way handshake conpletes, the Initiator MIJST send the
request. If the Initiator knows that this request is the |ast
request needed at this tine, it SHOULD hal f-cl ose the TCP connection
al though it MAY wait until the last response is received. Wen all
responses have been received, the Initiator MJST cl ose the
connection. |If the peer has closed the connection before al

requests have been transnitted or responded to, the Initiator SHOULD
ei ther open a new TCP connection or transmt them over UDP agai n.

It MJUST accept responses sent over |KE within the sane connection
but MUST al so accept responses over other transports, if the request
had been sent over themas well.

2.2. Responder

A Responder MAY accept TCP connections to port 500, and if it does,
it MUST accept | KE requests over this connection. Responses to
requests received over this connection MJST al so go over this
connection. |f the connection has cl osed before the Responder had
had a chance to respond, it MJUST NOT respond over UDP, but MJIST
instead wait for a retransm ssion over UDP or over another TCP
connecti on.

The responder MJST accept different requests on different transports.
Specifically, the Responder MJUST NOT rely on subsequent requests

com ng over the sane transport. For exanple, it is entirely
acceptable to have the first two requests on | KE Main Mdde cone over
UDP port 500, while the |ast request comes over TCP, and the
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foll owi ng Qui ck Mbde request m ght cone over UDP port 4500 (because
NAT has been detected).

A responder that receives an I KEv2 Initial request over any other
transport MJST send an | KE TCP_SUPPORTED notification (Section 2.5)
inthe Initial response. the responder MAY send this notification
even if the Initial request was received over TCP

If the responder has sone requests of its own to send, it MJIST NOT
use a connection that has been opened by a peer. Instead, it MJST
either use UDP or el se open a new TCP connection to the origina
Initiator’s TCP port 500.

The normal flow of things is that the Initiator opens a connection
and closes its side first. The responder closes after sending the
| ast response where the initiator has already hal f-cl osed the
connection. |f, however, a significant anount of tinme has passed,
and neither new requests arrive nor the connection is closed by the
initiator, the Responder MAY cl ose or even reset the connection

This specification nakes no reconmendation as to how | ong such a
ti meout should be, but a few seconds should be enough

2.3. Transnitter
The transmitter, whether an initiator transmtting a request or a
responder transmitting a response MJST NOT retransnit over the same
connection. TCP takes care of that. It SHOULD send the | KE header
and the | KE payl oads with a single comand or in rapid succession,
because the receiver might block on reading fromthe socket.

2.4. Receiver

The | KE header is copied from RFC 5996 bel ow for reference:
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1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ IKE SA Initiator’'s SPI [

!i-+++++++++++++++++++++++++++++++!i-
[ | KE SA Responder’s SPI [
L-+-+-+-+-+-+-+-+-+-+-+ B T o S S e i i St S S S L
| Next Payload | M Ver | MiVer | Exchange Type | FI ags [
B e i i e o e e S T S e e s i i TR S
| Message | D |
R R e R e s s e o S S e R e o o
| Length |
B i S S T s i S T st i S S S S S S S S i

Figure 1: | KE Header For nat

The receiver MIST first read in the 28 bytes that make up the I KE
header. The Responder then subtracts 28 fromthe length field, and
reads the resulting nunmber of bytes. The conbined nessage, conprised
on 28 header bytes and whatever nunber of payload bytes is processed
the sane way as regular UDP nessages. That includes retransm ssion
detection, with one slight difference: if a retransmtted request is
detected, the response is retransmitted as well, but using the
current TCP connection rather than whatever other transport had been
used for the original transm ssion of the request.

2.5. | KE_TCP_SUPPORTED Notification

This notification is sent by a responder over non-TCP transports to
informthe initiator that this specification is supported.

The Notify payload is formatted as foll ows:
1 2 3

01234567890123456789012345678901
i i i S S T I S S T o S S SR

! Next Payload !Cl RESERVED ! Payl oad Length !
R i i T I S N e e i e e et S R R RIS R R R R I S S i el I S
! Protocol ID ! SPI Si ze 'l KE_TCP_SUPPORTED Message Type !

T T e e e i e S S e e i i o e e
o0 Protocol ID (1 octet) MJIST be 0.

0 SPI Size (1 octet) MIST be zero, in conformance with section 3.10
of [ RFC5996].
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3.

3.

0 | KE_TCP_SUPPORTED Notify Message Type (2 octets) - MJIST be xxxxx,
the val ue assigned for | KE_ TCP_SUPPORTED. TBA by | ANA

Qper ati onal Consi derations

Most | KE nessages are relatively short. Quick Mode in I KEvl, and all
but the I KE_AUTH exchange in | KEv2 are conprised of short nessages
that fit in a single packet on nost networks. It is only the

| KE_AUTH exchange in I KEv2, and the two | ast nessages of Miin Mde
that are long. UDP has advantages in | ower |atency and | ower
resource consunption, so it nakes sense to use UDP whenever TCP is
not required.

The requirenents in Section 2.2 nean that different requests may be
sent over different transports. So the initiator can choose the
transport on a per-request basis. So one obvious policy would be to
do everything over UDP except the specific requests that tend to
becone too big. This way the first nessages use UDP, and the
Initiator can set up the TCP connection at the same time, elimnating
the | atency penalty of using TCP. This may not always be the nost
efficient policy, though. It neans that the first nessages sent over
TCP are relatively large ones, and TCP slow start nay cause an extra
roundtrip, because the nessage nay exceed the transm ssion w ndow.

An initiator using this policy MJST NOT go to TCP if the responder
has not indicated support by sending the | KE_TCP_SUPPORTED
notification (Section 2.5) in the Initial response.

An alternative nethod, that is probably easier for the Initiator to
inmplenment, is to do an entire "mission" using the same transport. So
if TCP is needed and an | KE SA has not yet been created, the
Initiator will open a TCP connection, and performall 2-4 requests
needed to set up a child SA over the same connection

Yet another policy would be to begin by using UDP, and at the sane
time set up the TCP connection. |f at any point the TCP handshake
compl etes, the next requests go over that connection. This method
can be used to auto-discover support of TCP on the responder. This
is easier for the user than configuring which peers support TCP, but
has the potential of wasting resources, as TCP connections may finish
the three-way handshake just when | KE over UDP has finished. The
requirenents fromthe responder ensure that all these policies wll
wor K.

1. Li veness Check

The TCP connections described in this docunent are short-lived. W
do not expect themto stay for the lifetime of the SA, but to get
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6

1.

Ni r

torn down by either side within seconds of the SA being set up.
Because of this, they are not well-suited for the transport of short
requests such as those for |iveness check

Al t hough |iveness checks MAY be sent over TCP, this is not
r econmended.
Security Considerations

Most of the security considerations for |KE over TCP are the sane as
those for UDP as in RFC 5996

For the Responder, listening to TCP port 500 involves all the risks

of maintaining any TCP server. Precautions agai nst DoS attacks, such
as SYN cooki es are RECOVVENDED.

| ANA Consi derati ons

I ANA is requested to assign a notify message type fromthe status
types range (16418-40959) of the "I KEv2 Notify Message Types"
registry with nane "I KE_TCP_SUPPORTED'

No | ANA action is required for the TCP port, as TCP port 500 is
al ready all ocated to "I SAKMP"
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