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Abst ract

In Virtual Private LAN Service (VPLS), as also in | EEE Bridged

Net wor ks, the switches sinply flood nulticast traffic on all ports in
the LAN by default. | GW Snooping is commonly depl oyed to ensure

mul ticast traffic is not forwarded on ports without |GV receivers.
The procedures and recommendations for | GW Snooping are defined in
[1GWP- SNOOP] . But when any protocol other than |GW is used, the
comon practice is to sinply flood nulticast traffic to all ports
PIMSM PIMSSM PIMBID R are wi dely depl oyed routing protocols.

Pl M Snoopi ng procedures are inportant to restrict nulticast traffic
to only the routers interested in receiving such traffic.

Whi |l e nost of the PIM Snooping procedures defined here also apply to
| EEE Bridged Networks, VPLS demands certain special procedures due to
the split-horizon rules that require the Provider Edge (PE) devices
to co-operate. This docunent describes the procedures and
recomendations for PIM Snooping in VPLS to facilitate replication to
only those ports behind which there are interested PIMrouters and/or
| GW hosts. This docunment al so describes procedures for PIM Proxy.
PIMProxy is required on PEs for VPLS Miulticast to work correctly
when Join suppression is enabled in the VPLS. PIM Proxy al so hel ps
scale VPLS Multicast nmuch better than just PIM Snhooping.

Requi rement s Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.
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Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 17, 2013.
Copyright Notice

Copyright (c) 2012 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1.

I nt roducti on

In Virtual Private LAN Service (VPLS), the Provider Edge (PE) devices
provide a logical interconnect such that Custoner Edge (CE) devices
bel onging to a specific VPLS instance appear to be connected by a
single LAN. Forwarding information base for particular VPLS instance
i s popul ated dynamically by source MAC address learning. This is a
straightforward solution to support unicast traffic, with reasonable
floodi ng for unicast unknown traffic. Since a VPLS provides LAN

emul ation for | EEE bridges as wells as for routers, the unicast and
multicast traffic need to follow the same path for layer-2 protocols
to work properly. As such, multicast traffic is treated as broadcast
traffic and is flooded to every site in the VPLS instance. VPLS
solutions (i.e., [VPLS-LDP] and [VPLS-BGP]) performreplication for
multicast traffic at the ingress PE devices. As stated in the VPLS
Mul ticast Requirenents draft [VPLS-MCAST-REQ, there are two issues
with VPLS Multicast today: A Milticast traffic is replicated to non-
menber sites. B. Replication of PW on shared physical path.

Thi s docunment sol ves Issue A of [VPLS-MCAST-REQ by ensuring that IP
multicast traffic is not forwarded to non-menber sites. Issue Bis
outside the scope of this docunent. The different nechanisns to
tunnel IP rmulticast traffic in a VPLS fromthe ingress PE to the
egress PEs are discussed in[VPLS- MCAST-TREES]. The solution in this
docunment when conbi ned with the sol utions proposed in the working
group to solve Issue B wll provide a conplete VPLS Milticast

sol ution set.

Usi ng | GvWP/ PI M Snooping in VPLS has the foll owi ng advant ages:

o It inproves IP Milticast bandwi dth usage in the VPLS core by
ensuring traffic is replicated only to PEs with nenber sites.
Note that this is not necessarily optinmum as there can still be
bandwi dth waste if traffic froma PE to other PE(s) is not
forwarded al ong a m ni nrum cost spanning tree.

o It prevents sending nmulticast traffic to non-nmenber sites.

Procedures for | GW Snooping are specified in[IGW-SNOOP]. This
docunent describes the procedures for Protocol |ndependent Milticast
(PI'M snooping over VPLS for efficient distribution of IP nulticast
traffic. It also describes the rules when both IGW and PIM are
active in a VPLS instance.

Thi s docunment al so describes procedures for PIM Proxy. PIMProxy is
required on PEs for VPLS Miulticast to work correctly when Join
suppression is enabled in the VPLS. PIM Proxy al so hel ps scale VPLS
Mul ticast nmuch better than just PIM Snooping.
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1.1. Assunptions

Since this draft describes the procedures for PIM Snooping and PIM
Proxy, the draft assunes that the reader has a good understandi ng of
the PIMprotocols. The text in this draft is witten in the sane
style as the PPMRFCs to help correlate the concepts and to nmake it
easier to follow. In order to avoid replicating the text relating to
PI M protocol handling here, this draft assumes that the user wll

i nfer such detail fromthe PIMRFC referenced in this documnent.

Devi ations in protocol handling specific to PI M Snoopi ng and PI M
Proxy are specified in this draft. There could be cross references
into definitions of nacros and procedures fromthe PI M RFCs.

1.2. PIM Snooping and PI M Proxy Conmplexity

The PI M Snoopi ng and PI M Proxy sol utions described here requires a
switch to exanine and operate on only PIMHello and PI M Joi n/ Prune
packets. The switch does not need to exam ne any other PIM packets.

The switch does not need to have any routing tables like is required
in PPMMilticast Routing. It knows how to forward Joi n/ Prunes by
| ooki ng at the Upstream Nei ghbor field in the Join/Prune packets.

The switch does not need to know about Rendezvous Points (RP) and
does not have to maintain any RP Set. Al that is transparent to a
PI M Snoopi ng switch

Most of the procedures in PI M Snooping and PIM Proxy in the handling
of PIM Hellos and PI M Joi n/ Prune packets are very sinmlar to that of
a PI M Router.

The sol utions described here provide conplete separation of contro
and data pl anes.

A PIM Proxy solution mninizes the control plane nessages received at
CE routers by proxying one nessage upstream on behal f of a |arge
number of downstream CEs. As such control plane nmessaging is very
simlar to that of a PIM Router.

1.3. Definitions
There are several definitions referenced in this docunent that are
wel | described in the PPMRFCs [PIMSM, PIMBIDIR, PIMDM. The

followi ng definitions and abbreviati ons are used throughout this
docunent :

Dor non, et al. Expi res January 17, 2013 [ Page 6]



Internet-Draft | 2vpn- pi m snoopi ng July 2012
0o Aport is defined as either an attachnent circuit (AC) or a
Pseudo-Wre (PW.

0o Wien we say a PIMnessage is 'received’ on a port, it nmeans that a
Pl M Snoopi ng switch snooped the PIM nessage.

Abbrevi ations used in the document:
0o S IP Address of the Milticast Source.
0 G |P Address of the Miulticast G oup.
0 N Upstream Nei ghbor field in a Join/Prune/G aft nessage.
0 Rport(N): Port on which neighbor Nis |earnt
O her definitions are explained in the sections where they are
i ntroduced.

2. Milticast Traffic over VPLS
In VPLS, if a PE receives a frane froman Attachnent Crcuit (AC
with no matching entry in the forwarding information base for that
particular VPLS instance, it floods the frane to all other PEs (which
are part of this VPLS instance) and to directly connected ACs (other
than the one that the frame is received fronm. The flooding of a
frame occurs when:
0 The destination MAC address has not been | earned,
0 The destination MAC address is a broadcast address,
0 The destination MAC address is a nulticast address.
Mal i ci ous attacks (e.g., receiving unknown franmes constantly) aside,
the first situation is handled by VPLS solutions as |ong as
destination MAC address can be |learned. After that point on, the
franes will not be flooded. A PE is REQU RED to have saf eguards,
such as unknown unicast limting and MAC table limting, against
mal i ci ous unknown uni cast attacks.
There is no way around floodi ng broadcast franmes. To prevent runaway
broadcast traffic from adversely affecting the VPLS service and the
SP network, a PEis REQU RED to have tools to rate limt the
broadcast traffic as well.

Simlar to broadcast frames, nulticast franes are fl ooded as well, as
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a PE cannot know where nulticast nmenbers reside. Rate limiting

mul ticast traffic, while possible, should be done carefully since
several network control protocols relies on nmulticast. For one
thing, layer-2 and | ayer-3 protocols utilize nulticast for their
operation. For instance, Bridge Protocol Data Units (BPDUs) use an
| EEE assigned all bridges nmulticast MAC address, and OSPF is

mul ticast to all OSPF routers multicast MAC address. |If the rate-
limting of nulticast traffic is not done properly, the customer
network will experience instability and poor performance. For the
other, it is not straightforward to determne the right rate limting
paraneters for nulticast.

A VPLS solution MJUST NOT affect the operation of custoner |ayer-2
protocols (e.g., BPDUs). Additionally, a VPLS solution MJST NOT
af fect the operation of |ayer-3 protocols.

In the followi ng section, we describe procedures to constrain the
flooding of IP multicast traffic in a VPLS

2.1. Constraining of IP Milticast in a VPLS

For a PEin a VPLS (a layer-2 device) to constrain IP nulticast
traffic, it needs to be able to learn which CEs are interested in
receiving multicast traffic for what flows.

The nmpst obvious solution is to snoop IP rmulticast control traffic at
the PEs. Snooping as a solution to constrain nmulticast traffic makes
sense under the follow ng circunstances

0 The CE-CE protocol the PEs snoop is a popular and wi dely depl oyed
pr ot ocol

o It does not require any changes on the CEs and it should be
conpl etely transparent to the CEs.

| GW/ M.D and PIMare the popular IP Milticast Routing protocols
today. Oher routing protocols such as DVMRP or MOSPF are outside
the scope of this docunent.

Thi s docunent describes the guidelines for PIM Snoopi ng and Pl M Proxy
in VPLS. The specifications in this docunent could be used for

ei ther PI M Snooping or PIM Proxy. The PIMProxy solution is
described in section Section 3.7. Differences that need to be
observed while inplenmenting one or the other and reconmendati ons on
whi ch nethod to employ in different scenarios are noted in section
Section 2.5. W will largely refer to PIM"Snooping" in this
docunent. Unless specifically specified, the sane procedures should
apply to a Proxy solution as well.
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In the foll owi ng sub-sections, we provide sone guidelines for the

i mpl ement ati on of PI M snooping in VPLS. Snooping techniques need to
be enpl oyed on ACs at the downstream PEs. Snoopi ng techni ques can
al so be enployed on PW at the upstream PEs. This nay work well for
smal | to nedium scal e depl oynents. However, if there are a large
nunber of VPLS instances with a |arge nunber of PEs per instances,
then the anmount of snooping required at the upstream PEs can
overwhel m t he upstream PEs.

2.2. |1 Pv6 Considerations

In VPLS, PEs forward Ethernet frames received from CEs and as such
are agnostic of the layer-3 protocol used by the CEs. However, as an
| GW and PI M snooping switch, the PE woul d have to | ook deeper into
the 1P and | GW/ PI M packets and build snoopi ng state based on that.
The PI M Protocol specifications handle both I Pv4 and | Pv6. The
specification for PIM Snooping in this draft can be applied to both

| Pv4 and | Pv6 payl oads.

2.3. PIMSM (*,* RP) Considerations

This draft does not address (*,*, RP) states in the VPLS network.

Al though [PIM SM specifies that routers MJST support (*,*, RP)
states, there are very few inplenmentations that actually support it
in actual deployments. G ven the conplexity of supporting (*,*, RP)
states and knowi ng that there is little to no use to supporting it,
this draft omts the specification relating to (*,*, RP) support.

2.4. PIMPacket Types to Snoop

A PI M Snooping switch need only snoop on PIMHellos and PI M Join/
Prune packets. All other PIM packets can be transparently fl ooded
unexanmn ned.

2.5. PIM Snooping vs PI M Proxy

PI M Snoopi ng switches sinply snoop on PI M packets as they are being
forwarded in the VPLS. As such it truly provides transparent LAN
services since no customer packets are nodified or consuned or new
packets introduced in the VPLS. It is also slightly sinpler to

i npl ement than PI M Proxy. However for PIM Snooping to work
correctly, it is a requirenent that CE routers MJST di sabl e Join
suppression in the VPLS

G ven that a | arge number of existing CE deployments do not support
di sabling of Join suppression and gi ven the operational conplexity
for a provider to manage di sabling of Join suppression in the VPLS
it becones a difficult solution to deploy. Another disadvantage of
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PI M Snooping as a solution is that it does not scale as well as PIM
Proxy. |If there are a |arge nunber of CEs in a VPLS, then every CE
will see every other CE s Join/Prune nessages.

PIM Proxy on the PEs has the advantage that it does not require Join
suppression to be disabled in the VPLS. Milticast as a VPLS service
can be very easily be provided w thout requiring any changes on the
CE routers. It also helps scale VPLS Miulticast very well since the
PEs intelligently forward only one Join/Prune nessage for a given
flow and only to the upstream CE

PI M Proxy as a solution however | oses the transparency argunment since
Joi n/ Prunes could get nodified or even consumed at a PE. Also, new
packets could get introduced in the VPLS. However, this |oss of

transparency is limted to Pl M Join/Prune packets. It is in the
interest of optimzing nulticast in the VPLS and hel ping a VPLS
network scale nmuch better. Data traffic will still be conpletely

transparent.
2.5.1. Differences between PI M Snoopi ng and Pl M Proxy

For PIMSM and PIMBID R, a PIM Snoopi ng/ Proxy Switch only needs to
examne PIM Hell o and Joi n/ Prune nessages. PIMProxy for PIMDMis
for future study and is not currently specified in this draft.

A proxy switch perforns proxy only for the Join/Prune nessages. PIM
Hel | o messages are snooped by both PIM Snoopi ng and Pl M Proxy
sw t ches.

Details on the PIM Proxy solution are discussed in section

Section 3.7. This section is presented here to say that nost of the
procedures to follow (unless explicitly specified) are conmon to both
Pl M Snoopi ng and PIM Proxy. Differences between a Pl M Snoopi ng
switch and a PIM Proxy switch can be summari zed as the foll ow ng:
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Yy~ I +
| PI' M Snoopi ng | PI M Pr oxy |
+ | +
| 1. PI'M Snooping switches | 1. PIM Proxy switches al so [
| snoop Hell o and Joi n/ Prune| snoop PIM Hell o nessages |
[ messages while they are [ while they are transparently]
[ transparently flooded in | flooded in the VPLS. But

| t he VPLS. | t hey consurme PI M Join/Prune

| | messages and do not fl ood

[ [ themas is in the VPLS. [
. I R T +
| 2. PIM Snooping switches do | 2. PIMProxy sw tches may [
[ not originate any PIM [ originate new or nodified

| packets. | Joi n/ Prune packets. |
e I +

O her than the above sinple differences, nost of the procedures are
common to PI M Snooping and PIM Proxy. |In the text to follow, we
descri be the procedures for PIM"Snooping". Unless specifically
stated otherw se, such procedures apply to PIM Proxy as well.

2.5.2. PIMControl Message Latency

A PI M Snooping or PIM Proxy switch snoops on PIMHello packets while
transparently flooding it in the VPLS. As such there is no |atency

i ntroduced by the VPLS in the delivery of PIMHello packets to renote
CEs in the VPLS

A PIM Proxy switch consunes PI M Joi n/ Prune packets and generates
proxy Joi n/ Prune packets to be sent upstream This can result in
additional latency for a downstream CE to receive nulticast traffic
after it has sent a Join. Wen a downstream CE prunes a nulticast
stream the traffic should stop flowing to the CE with no additiona
| at ency introduced by the VPLS

A PI M Snoopi ng switch snoops on Pl M Join/Prune packets while
transparently flooding themin the VPLS. There is no | atency

i ntroduced by the VPLS in the delivery of PIM Join/Prune packets when
PI M Snoopi ng i s enpl oyed.

2.5.3. Wen to Snoop and When to Proxy

Explicit Tracking (ET) is enabled in a VPLS when all PIM CE Routers
in the VPLS advertise Tracking Support in their PIMHell o nmessages.
If even one does not advertise Tracking Support, then all PIM CE
routers disable ET in the VPLS. Wen ET is enabled, it inplies that
Join Suppression is disabled and vice versa.
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PI M Snoopi ng PEs can deternine if ET is enabled or disabled in a VPLS
by examining PIMHellos. |If ET is disabled, PIMProxy MIST be used.
If ET is enabled, either PIM Snooping or PIM Proxy can be used,

unl ess the PIMcontrol nessage |atency due to proxy is a concern, in
whi ch case PI M Snoopi hg SHOULD be used.

3.  PI M Snooping for VPLS

| GWP snoopi ng procedures described in [I GW-SNOOP] provide efficient
delivery of IP multicast traffic in a given VPLS service when end
stations are connected to the VPLS. However, when VPLS is offered as
a WAN service it is likely that the CE devices are routers and would
run PIM between them To provide efficient IP nmulticasting in such
cases, it is necessary that the PE routers offering the VPLS service
do PI M snoopi ng.

PIMis a nulticast routing protocol, which runs exclusively between
routers. PIMshares many of the conmon characteristics of a routing
protocol, such as discovery nessages (e.g., neighbor discovery using
Hel | o messages), topology information (e.g., multicast tree), and
error detection and notification (e.g., dead tiner and designated
router election). On the other hand, PIM does not participate in any
ki nd of exchange of databases, as it uses the unicast routing table
to provide reverse path information for building rmulticast trees.
There are a few variants of PIM In [PIMDM, nulticast data is
pushed towards the nmenbers simlar to broadcast mechanism Pl M DM
constructs a separate delivery tree for each nmulticast group. As
opposed to PIMDM other PIMflavors (PIMSM[PIMSM, PIMSSM
[PIMSSM, and PIMBIDIR [PIMBID R]) invoke a pull nethodol ogy

i nstead of push techni que.

PIMrouters periodically exchange Hell o nessages to di scover and

mai ntain stateful sessions with neighbors. After neighbors are

di scovered, PIMrouters can signal their intentions to join or prune
specific nmulticast groups. This is acconplished by having downstream
routers send an explicit Join/Prune nmessage (for the sake of
general i zation, consider Gaft nmessages for PIM DM as Join nessages)
to the upstreamrouters. The Join/Prune nmessage can be group
specific (*,G or group and source specific (S, Q.

In Pl Msnooping, a PE snoops on the PI M nessage exchanged between
routers, and builds its multicast states.

Based on the nulticast states, it forwards IP nulticast traffic
accordingly to avoid unnecessary fl ooding.

In the follow ng sub-sections, snooping nmechani sns for each variety
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of PIMare specified.
3.1. Ceneral Rules for PIM Snooping in VPLS

The following rules for the correct operation of PIM snooping MIST be
fol | owed.

o PIMnmessages and nulticast data traffic forwarded by PEs MJST
follow the split-horizon rule for nesh PWs.

o0 PIMsnooping states in a PE MUST be per VPLS instance.

0 PIMassert triggers MJUST be preserved to the extent necessary to
avoi d sending duplicate traffic to the same PE (see
Section 3.1.2).

3.1.1. Snooping PI M Packets

Pl M SM snoopi ng PEs need to snoop on just the PIMHello and PI' M Join/
Prune messages to build its nulticast states.

o PIM DM snooping PEs have to al so snoop on PIM G aft and PIM State
Ref resh nmessages

3.1.2. Preserving Assert Trigger

In PPMSM DM there are scenarios where nultiple routers could be
forwarding the same nulticast traffic on a LAN. Wen this happens,
using PI M Assert El ection process by sending PIM Assert Messages,
routers ensure that only the Assert Wnner forwards traffic on the
LAN. The Assert Election is a data driven event and happens only if
a router sees traffic on the interface to which it should be
forwarding the traffic. 1In the case of VPLS with snooping, two
routers may forward the same flow at the sane tinme but each copy may
reach different set of PEs, and that is acceptable fromthe point of
view of avoiding duplicate traffic. If the two copies may reach the
same PE then the sending routers nust be able to see each other’s
traffic, in order to trigger Assert Election and stop duplicate
traffic.

To achieve that, PIM SM Snooping MJST not only forward nulticast
traffic for an (S, G on the ports on which they snooped Joins(S, G/
Joins(*, G, but also towards the upstream nei ghbor(s)). In other
words, the ports on which the upstream nei ghbors are | earnt nust be
added to the outgoing port list along with the ports on which Joins
are snooped.

Simlarly, PIMDM Shooping SHOULD make sure that asserts can be
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triggered (Section 3.6.3).
The above logic needs to be facilitated wi thout breaking VPLS Split
Hori zon Rules. i.e. traffic should not be forwarded on the port on
which it was received, and traffic arriving on a PWMJST NOT be
forwarded onto other PWSs).

3.2. Discovering PIM Routers
A PI M Snoopi ng PE MUST snoop on PIM Hell os received on ACs and PWs.
i.e. the PE transparently floods the PIMHello while snooping on it.
PIM Hell os are used by the snooping switch to discover PIMrouters
and their characteristics.

For each nei ghbor discovered by a PE, it includes an entry in the PIM
Nei ghbor Dat abase with the follow ng fields:

0 Layer 2 encapsulation for the Router sending the PIM Hello.

0 |P Address and address fam |y of the Router sending the PIM Hell o.
o Port (AC/ PW on which the PIMHello was received.

0 Hello TLVs

The PE should be able to interpret and act on Hello TLVs currently
defined in the PIMRFCs. The TLVs of particular interest in this
docunent are:

0 Hello-Hol d-Tinme

o Tracking Support

o DR Priority

Pl ease refer to [PIMSM for a list of the Hello TLVs. Wen a PIM
Hello is received, the PE MIUST reset the neighbor-expiry- tiner to

Hello-Hold-Tine. |If a PE does not receive a Hello nessage froma
router within Hello-Hold-Tinme, the PE MIST renove that nei ghbor from
its PIM Neighbor Database. |If a PE receives a Hello nessage froma

router with Hello-Hol d-Time value set to zero, the PE MJUST renove
that router fromthe PI M snooping state inmediately.

From the PI M Nei ghbor Dat abase, a PE MJST be able to use the
procedures defined in [PIMSM to identify the PIM Designated Router
in the VPLS instance. It should also be able to deternmine if

Tracki ng Support is active in the VPLS instance.
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3.3. PIMSMand Pl M SSM
The key characteristic of PIMSM and PIMSSMis explicit join
behavior. In this nodel, nulticast traffic is only forwarded to
| ocations that specifically request it. The root node of a tree is
t he Rendezvous Point (RP) in case of a shared tree (PIMSMonly) or
the first hop router that is directly connected to the nulticast
source in the case of a shortest path tree. Al the procedures
described in this section apply to both PIMSM and Pl M SSM except
for the fact that there is no (*, G state in PIM SSM

3.3.1. Building PI M SM Snoopi ng States

PI M SM and Pl M SSM Snoopi ng states are built by snooping on the PIM
SM Joi n/ Prune nmessages recei ved on AC/ PWs.

The downstream state nachi ne of a PIM SM snooping switch very closely
resenbl es the downstream state nmachine of PIMSMrouters. The
downstream state consi sts of:

Per downstream (Port, *, Q:

0 DownstreamlPState: One of { "Nolnfo" (N), "Join" (J), "Prune
Pendi ng" (PP) }

Per downstream (Port, *, G N):
0 Prune Pending Tinmer (PPT(N))
o0 Join Expiry Tinmer (ET(N))
Per downstream (Port, S, §:

o DownstreamJPState: One of { "Nolnfo" (N), "Join" (J), "Prune
Pendi ng" (PP) }

Per downstream (Port, S, G N):
0 Prune Pending Tinmer (PPT(N))
o0 Join Expiry Tinmer (ET(N))

Per downstream (Port, S, G rpt):

0 DownstreamJPRpt State: One of { "Nolnfo" (N), "Pruned" (P), "Prune
Pendi ng" (PP) }

Per downstream (Port, S, G rpt, N):
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0 Prune Pending Tinmer (PPT(N))
o Join Expiry Timer (ET(N))

Where S is the address of the nmulticast source, Gis the Goup
address and N is the upstream nei ghbor field in the Join/Prune
message. Notice that unlike on PIMSMrouters where PPT and ET are
per (Interface, S, G, PIM Snooping switches have to maintain PPT and
ET per (Port, S, G N). The reasons for this are explained in
section Section 3.3.2

Apart fromthe above states, we define the followi ng state
sunmari zati on nacr os.

Upst reamNei ghbors(*,§: If there is one or nore Join(*, G received on
any port with upstream neighbor N and ET(N) is active, then Nis
added to UpstreamNei ghbors(*, Q. This set is used to deternine if a
Join(*, G or a Prune(*, G wth upstream nei ghbor N needs to be sent
upst ream

Upst reamNei ghbors(S, G : If there is one or nore Join(S, G received on
any port with upstream neighbor N and ET(N) is active, then Nis
added to UpstreamNei ghbors(S,G. This set is used to deternine if a
Join(S, G or a Prune(S, G wth upstream nei ghbor N needs to be sent
upst ream

UpstreanPorts(*,G: This is the set of all Rport(N) ports where Nis
in the set UpstreanmNei ghbors(*,G. Milticast Streans forwarded using
a (*, G match MJST be forwarded to these ports in addition to
downstream ports. So UpstreanPorts(*, G MJST be added to

Qut goi ngPortList(*, Q.

UpstreanPorts(S,G: This is the set of all Rport(N) ports where Nis
in the set UpstreamNei ghbors(S,G. UpstreanPorts(S, G MJST be added
to QutgoingPortList(S, Q.

I nheritedUpstreanPorts(S,QG: This is the union of UpstreanPorts(S, G
and UpstreanPorts(*, Q.

UpstreanPorts(S, Grpt): If PruneDesired(S, G rpt) becomes true, then
this set is set to UpstreanPorts(*,G. Oherwise, this set is enpty.
UpstreanmPorts(*, G (-) UpstreanPorts(S, G rpt) MJIST be added to

Qut goi ngPortList(S, G.

UpstreanPorts(@: This set is the union of all the UpstreanPorts(S, G
and UpstreanPorts(*,G for a given G Proxy (S, G Join/Prune and

(*, G Join/Prune nessages MJST be sent to a subset of
UpstreanPorts(G as specified in section Section 3.3.6. 1.
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PWPorts: This is the set of all PWs.

Qut goi ngPortList(*,QG: This is the set of all ports to which traffic
needs to be forwarded on a (*, G natch.

Qut goi ngPortList(S,G: This is the set of all ports to which traffic
needs to be forwarded on an (S, G nmatch.

See section Section 3.9 on Data Forwarding Rules for the
speci fication on how Qut goi ngPortList is calcul ated.

NunETsActive(Port,*, G : Nunber of (Port,*, GN) entries that have
Expiry Timer running. This nacro keeps track of the nunber of
Join(*, Qs that are received on this Port with different upstream
nei ghbor s.

NunETsActive(Port,S, G: Nunber of (Port,S, G N) entries that have
Expiry Timer running. This nmacro keeps track of the nunber of
Join(*, Qs that are received on this Port with different upstream
nei ghbor s.

Rpf Vector Tl vs(*, G : RPF Vectors [RPF-VECTOR] are TLVs that nmay be
present in received Join(*, G nessages. |If present, they nust be
copied to RpfVectorTlvs(*, Q.

Rpf Vector Tl vs(S, G : RPF Vectors [RPF-VECTOR] are TLVs that may be
present in received Join(S, G nessages. |If present, they nust be
copied to RpfVectorTlvs(S, Q.

Since there are a few differences between the downstream state
machi nes of PI M SM Routers and Pl M SM snoopi ng switches, we specify
the details of the downstream state machi ne of PI M SM snoopi ng
switches at the risk of repeating nost of the text docunented in
[PIMSM.

3.3.2. Explanation for per (S, GN) states

In Pl M Routing protocols, states are built per (S,G. On a router,
an (S,G has only one RPF-Nei ghbor. However, a PI M Snooping swtch
does not have the Layer 3 routing information available to the
routers in order to determ ne the RPF-Nei ghbor for a nmulticast flow
It merely discovers it by snooping the Join/Prune nessage. A PE

coul d have snooped on two or nore different Join/Prune messages for
the sane (S, G that could have carried different Upstream Nei ghbor
fields. This could happen during transient network conditions or due
to dual - honed sources. A PE cannot nmake assunptions on which one to
pi ck, but instead nust facilitate the CE routers decide which

Upst ream Nei ghbor gets el ected the RPF-Neighbor. And for this
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purpose, the PE will have to track downstream and upstream Joi n/ Prune
states per (S,GN).

3.3.3. Receiving (*, Q@ PIMSMJoin/Prune Messages

A Join(*,G or Prune(*, QG is considered "received" if the follow ng
conditions are net:

o0 The port on which it arrived is not Rport(N) where Nis the
upstream nei ghbor N of the Join/Prune(*, G, or,

o if both RPort(N) and the arrival port are PW, then there exists
at least one other (*, G Nx) or (Sx,G Nx) state with an AC
UpstreanPort .

For sinmplicity, the case where both RPort(N) and the arrival port are
PW is referred to as PWonly Join/Prune in this docunent. The PW
only Join/Prune handling is so that the RPort(N) PWcan be added to
the related forwarding entries’ QutgoingPortlList to trigger Assert,
but that is only needed for those states with AC UpstreanPort. Note
that in PWonly case, it is ok for the arrival port and RPort(N) to
be the sanme. See Appendi x Appendi x B for exanpl es.

Wien a router receives a Join(*,GQ or a Prune(*, QG wth upstream
nei ghbor N, it nust process the nessage as defined in the state
machi ne bel ow. Note that the macro conputations of the various
macros resulting fromthis state nachine transition is exactly as
specified in the PIMSM RFC [ PI M SM .

We define the followi ng per-port (*,GN) nmacro to help with the state
machi ne bel ow.
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Figure 1 : Downstream per-port (*, G state machine in tabular form

B e +
| [ Previous State |
[ [ SR S Fom e e o +
| Event || Nolnfo (NI) | Join (J) | Prune-Pend |
o e oo [ TS o TS +
| Receive |]->J state | ->J state | ->J state |
| Join(*, Q || Action | Action | Action |
| | RxJoin(N | RxJoin(N) | RxJoin(N |
Fom e e e oo [ SR S Fom e e o +
| Recei ve [l - | -> PP state | -> PP state|
| Prune(*, QG and || | Start PPT(N) | |
| NumETsAct i ve<=1]| | [ [ [
B B SRS B s +
| Recei ve [ - | ->J state | - [
| Prune(*, G and || | Start PPT(N) | [
| NunETsActi ve>1 || | | |
o e oo [ TS o TS +
| PPT(N) expires || - | ->J state | -> NI state]
| | ] | Action | Action |
| | | PPTExpiry(N) | PPTExpiry(N)|
Fom e e e oo [ SR S Fom e e o +
| ET(N) expires || - | -> N state | -> N state|
| and [ | Action | Action [
| NumETsAct i ve<=1]| | | ETExpiry(N) | ETExpiry(N)|
B B SRS B s +
| ET(N) expires || - | ->J state | -> NI state]
| and | | Action | Action [
| NunETsActi ve>1 || | ETExpiry(N) | ETExpiry(N)|
o e oo [ TS o TS +

Action RxJoin(N):

If ET(N) is not already running, then start ET(N). O herwi se
restart ET(N). If Nis not already in UpstreanNei ghbors(*, G,
then add N to UpstreanNei ghbors(*, G and trigger a Join(*, G wth
upstream nei ghbor N to be forwarded upstream |If there are RPF
Vector TLVs in the received (*, G nessage and if they are
different fromthe recorded RpfVectorTlvs(*, @, then copy them
into RpfVectorTlvs(*, Q.

Action PPTExpiry(N):

Same as Action ETExpiry(N) below, plus Send a Prune-Echo(*, G with
upstream nei ghbor N on the downstream port.

Action ETExpiry(N):
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3.

Disable tiners ET(N) and PPT(N). Delete neighbor state

(Port,*, GN). |If there are no other (Port,* G states with
NunETsActive(Port,*, G > 0, transition DownstreamJPState to
Nolnfo. If there are no other (Port,*, GN) state (different ports
but for the same N), renove N from UpstreanPorts(*, G - this also
serves as a trigger for US FSM (Joi nDesired(*, G N becones FALSE).

3.4. Receiving (S,G PIMSM Join/Prune Messages

A Join(S, G or Prune(S,G is considered "received" if the follow ng
conditions are net:

0 The port on which it arrived is not Rport(N) where Nis the
upstream nei ghbor N of the Join/Prune(S, G, or,

o if both RPort(N) and the arrival port are PW, then there exists
at least one other (*, G Nx) or (S, GNx) state with an AC
UpstreanPort .

For simplicity, the case where both RPort(N) and the arrival port are
PW is referred to as PWonly Join/Prune in this docunment. The PW
only Join/Prune handling is so that the RPort(N) PWcan be added to
the related forwarding entries’ QutgoingPortlList to trigger Assert,
but that is only needed for those states with AC UpstreanPort. See
Appendi x Appendi x B for exanpl es.

When a router receives a Join(S, G or a Prune(S,G wth upstream
nei ghbor N, it nust process the nessage as defined in the state
machi ne below. Note that the macro conputations of the various
macros resulting fromthis state machine transition is exactly as
specified in the PIM SM RFC [ PI M SM .
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Fi gure 2: Downstream per-port (S, G state nmachine in tabular form

B e +
| [ Previous State |
[ [ SR S Fom e e o +
| Event || Nolnfo (NI) | Join (J) | Prune-Pend |
o e oo [ TS o TS +
| Receive |]->J state | ->J state | ->J state |
| Join(S,Q || Action | Action | Action |
| || RxJoin(N) | RxJoin(N) | RxJoin(N |
Fom e e e oo [ SR S Fom e e o +
| Recei ve [l - | -> PP state | -> PP state|
| Prune (S, G and|| | Start PPT(N) | |
| NumETsAct i ve<=1]| | [ [ [
B B SRS B s +
| Recei ve [l - | ->J state | - |
| Prune(S, G and || | Start PPT(N) | [

NunETsActive>1 || | | |
o e oo [ TS o TS +
| PPT(N) expires || - | ->J state | -> NI state]
| | ] | Action | Action |
| | | PPTExpiry(N) | PPTExpiry(N)|
Fom e e e oo [ SR S Fom e e o +
| ET(N) expires || - | -> N state | -> N state|
| and [ | Action | Action [
| NumETsAct i ve<=1]| | | ETExpiry(N) | ETExpiry(N)|
B B SRS B s +
| ET(N) expires || - | ->J state | -> NI state]
| and | | Action | Action [
| NunETsActi ve>1 || | ETExpiry(N) | ETExpiry(N)|
o e oo [ TS o TS +
Action RxJoin(N):

If ET(N) is not already running, then start ET(N). O herwi se,

restart ET(N).

If Nis not already in UpstreamNei ghbors(S, G, then add Nto

Upst reamNei ghbors(S, G and trigger a Join(S,G wth upstream

nei ghbor N to be forwarded upstream |If there are RPF Vector TLVs
in the received (S,G nessage and if they are different fromthe
recorded RpfVectorTlvs(S, G, then copy theminto

Rpf Vector Tl vs( S, G .

Action PPTExpiry(N):

Sane as Action ETExpiry(N) below, plus Send a Prune-Echo(S, G with
upstream nei ghbor N on the downstream port.
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3.

3.

Action ETExpiry(N):

Disable tiners ET(N) and PPT(N). Delete neighbor state
(Port,SSGN). |If there are no other (Port,S, G states with
NunETsActive(Port,S, G > 0, transition DownstreamJPState to
Nolnfo. |If there are no other (Port,S, G N state (different ports
but for the same N), renove N from UpstreanPorts(S, G - this also
serves as a trigger for US FSM (Joi nDesired(S, G N) beconmes FALSE).

3.5. Receiving (S,Grpt) Join/Prune Messages

A Join(S, Grpt) or Prune(S, Grpt) is "received" when the port on
which it was received is not also the port on which the upstream
nei ghbor N of the Join/Prune(S, Grpt) was | earnt.

While it is inportant to ensure that the (S, G and (*, G state

machi nes allow for handling per (S,GN) states, it is not as
important for (S, Grpt) states. It suffices to say that the
downstream (S, G rpt) state nachine is the sanme as what is defined in
section 4.5.4 of the PIMSM RFC [ Pl M SM .

3.6. Sending Join/Prune Messages Upstream

This section applies only to a PIMProxy Switch and not to a PIM
Snoopi ng Swi tch.

A PIM Proxy PE MJUST inplement the Upstream FSM for which the
procedures are simlar to what is defined in section 4.5.6 of
[PIMSM. Simlar to Downstream FSM descri bed above, the Upstream
FSMis also per Upstream Nei ghbor.

For the purposes of the Upstream FSM a Join or Prune nessage with
upstream nei ghbor N is "seen"” on a PIM Snooping switch if the port on
whi ch the nessage was received is also Rport(N), and the port is an
AC. The AC requirenent is needed because a Join received on the
Rport (N) PWnust not suppress this PE's Join on that PW

In order to correctly facilitate assert anong the CE routers, such
Joi n/ Prunes need to sent not only towards the upstream nei ghbor, but
al so on certain PW as described bel ow

If RpfVectorTlvs(*, QG is not enpty, then it nust be encoded in a
Join(*, G message sent upstream

If RpfVectorTlvs(S, G is not enpty, then it nust be encoded in a
Join(S, G nessage sent upstream
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3.3.6.1. Were to send Joi n/ Prune nessages

The following rules apply, to both refresh and triggered (S, Q/(*, G
Joi n/ Prune nessages.

0 The upstream neighbor field Nin the Join/Prune to be sent is set
to the Nin the correspondi ng Upstream FSM

o if Rport(N) is an AC, send the nmessage to Rport(N).

0 Additionally, if QutgoingPortList(X, G N contains at |ease one AC,
then the nmessage MJST be sent to at least all the PW in
UpstreanPorts(@ (for (*,Q) or InheritedUpstreanPorts(S, G (for
(S, Q). Alternatively, the nessage MAY be sent to all PW.

Sending to a subset of PW as described above guarantees that if
traffic (of the same flow) fromtwo upstreamrouters were to reach
this PE, then the two routers will receive fromeach other,
triggering assert.

Sending to all PW guarantees that if two upstreamrouters both send
traffic for the same flow (even if it is to different set of
downstream PEs), then they' ||l receive fromeach other, triggering
assert.

3.4. Bidirectional-PIM (Pl MBIDIR)

PIMBIDIR is a variation of PIMSM The main differences between
PIMSM and Bidirectional -PIMare as foll ows:

0 There are no source-based trees, and source-specific nulticast is
not supported (i.e., no (S,G states) in PIM BID R

0o Milticast traffic can flow up the shared tree in PIMBID R

0 To avoid forwarding | oops, one router on each link is elected as
t he Designated Forwarder (DF) for each RP in PIMBID R

The main advantage of PIMBIDIR is that it scales well for many-to-
many applications. However, the |ack of source-based trees neans
that nulticast traffic is forced to remain on the shared tree.

As described in [PIMBID R, parts of a PIMBIDI R enabl ed network may
forward traffic w thout exchangi ng Join/Prune nmessages, for instance
between DF's and the RPL.

As the described procedures for Pimsnooping rely on the presence of
Joi n/ Prune nessages, enabling Pimsnooping on Pl MBIDI R networks
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could break the PIMBIDI R functionality. Deploying Pimsnooping on
PI MBI DI R enabl ed networks will require sone further study, some
thoughts are gathered in Appendi x A

3.5. Interaction with | GVW Snoopi ng

Whenever | GW Snooping is enabled in conjunction with PI M Snooping in
the sane VPLS instance the switch SHOULD foll ow t hese rul es:

0 To maintain the list of nulticast routers and ports on which they
are attached, the switch SHOULD NOT use the rules as described in
section 2.1.1.(1) of RFCA541 [| GWP-SNOOP] but SHOULD rely on the
nei ghbors di scovered by PIM Snooping . This list SHOULD then be
used to apply the forwarding rule as described in 2.1.1.(1) of
RFC4541 [ | GVP- SNOOP] .

o |If the switch supports proxy-reporting, as described in section
2.1.1.(2) of RFC4A541 [I GWP-SNOOP], all | GW nenbership information
| earned on a port to which a PIM neighbor is attached SHOULD NOT
be included in the summari zed upstreamreport.

3.6. PIMDM

The characteristics of PPIMDMis flood and prune behavior. Shortest
path trees are built as a multicast source starts transmitting.

3.6.1. Building PI MDM Snoopi ng States
Pl M DM Snoopi ng states are built by snooping on the Pl M DM Join,
Prune, Graft and State Refresh nessages received on AC/ PW and State-
Refresh Messages sent on AC/PW. By snooping on these Pl M DM
messages, a PE builds the following states per (S,GN) where Sis the
address of the nmulticast source, Gis the Goup address and N is the
upstream nei ghbor to which Prunes/Grafts are sent by downstream CEs:
Per PIM (S, G N):

Port PIM (S, G N Prune State:

*  DownstreanPState(S, G N, Port): One of {"Nolnfo" (N), "Pruned"
(P), "PrunePending" (PP)}

*  Prune Pending Tinmer (PPT)

*  Prune Tiner (PT)
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3.

3.

3.

6.

6.

7.

* Upstream Port (valid if the PIMS, G N Prune State is
"Pruned").

2. PIM DM Downstream Per-Port PIMS, G N State Mchine

The downstream per-port PIMS, G N) state nmachine is as defined in
section 4.4.2 of [PIMDM with a few changes relevant to PIM

Snoopi ng. When reading section 4.4.2 of [PIMDM for the purposes of
Pl M Snoopi ng pl ease be aware that the downstream states are built per
(S, G N, Downstream Port} in Pl M Snooping and not per {Downstream
Interface, S, G as in a PPMDMrouter. As noted in the previous
section Section 3.6.1, the states (DownstreanPState) and timers (PPT
and PT) are per (S,GN, P).

3. Triggering ASSERT el ection in PIM DM

Since PMDMis a flood-and-prune protocol, traffic is flooded to all
routers unless explicitly pruned. Since PIMDMrouters do not prune
on non-RPF interfaces, PEs should typically not receive Prunes on
Rport ( RPF- nei ghbor). So the asserting routers should typically be in
pimoiflist(S, Q. |In nost cases, assert election should occur
naturally without any special handling since data traffic will be
forwarded to the asserting routers.

However, there are sonme scenarios where a prune nmi ght be received on
a port which is also an upstreamport (UP). If we prune the port
frompimoiflist(S, G, then it would not be possible for the
asserting routers to deternmine if traffic arrived on their downstream
port. This can be fixed by adding pimiifs(S, G to pimoiflist(S, Q
so that data traffic flows to the UP ports.

Pl M Pr oxy

As noted earlier, PIM Snooping will work correctly only if Join
Suppression is disabled in the VPLS. |If Join Suppression is enabl ed
in the VPLS, then PEs MJUST do PIM Proxy for VPLS Multicast to work
correctly.

A PIM Proxy switch behaves Iike a PIM Router by doing nost of the
functionality of a PIM Router. The conplexity however is nmuch | esser
on a switch since many of the issues that a PIM Router has to deal
with are not relevant on a switch. A PIM Router needs to be able to
build and maintain RP-Sets. They al so have to deal with the Register
and Assert State Machines. There are other conplexities for a PIM
Router resulting frominter-domain nmulticast. A PIM Snooping or PIM
Proxy switch can be agnostic of all of this. Al that a PI M Proxy
switch cares about is building nulticast states using PIM Hellos and
PI M Joi n/ Prune nessage. As such it's conmplexity is greatly reduced.
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O her than the procedures defined here, the rest of the procedures
that apply to PI M Snooping apply to PIM Proxy as well.

3.7.1. Downstream PI M Proxy behavi or

Only PIM Join/ Prune nmessages are proxied. Hellos MJST be snooped
while being flooded in the VPLS. i.e. PIMHellos MUST NOT be
consurmed at a PE and regener at ed.

Al'l other PIM packet types are flooded in the VPLS w thout any
processi ng.

Perform ng only proxy of Join/Prune nessages keeps the switch

behavi or very simlar to that of a PIMrouter w thout introducing too
much additional conplexity. It keeps the PIMProxy solution fairly
sinmple. Since Join/Prunes are forwarded by a PE al ong the sl ow path
and all other PIM packet types are forwarded along the fast-path, it
is very likely that packets forwarded along the fast-path will arrive
"ahead" of Join/Prune packets at a CE router (note the stress on the
fact that fast-path nmessages will never arrive after Join/Prunes).

O particular inmportance are Hell o packets sent al ong the fast-path.
We can construct a variety of scenarios resulting in out of order
delivery of Hellos and Joi n/ Prune nessages. However, there should be
no deviation fromnormal expected behavi or observed at the CE router
recei ving these nmessages out of order.

The other option for a PIM Proxy solution is to proxy both Hello and
Joi n/ Prune nessages that a PE is interested in building states for.
If Hellos are being proxied, then it beconmes necessary that the PE
proxy all other PIM packet types also. Because if Hellos are
received after other packet types are received at a CE router, then

bad things will happen. That neans every PIM packet has to be sent
along the slowpath. This greatly increases the conplexity on the CE
router, it is very conpute intensive and does not scale well. Al so,

proxying Hellos will result in added latency to delivery of Hello
nmessages to a CE and that affects multicast convergence in the VPLS.

3.7.2. Upstream PI M Proxy behavi or
Since a PIM Proxy switch consunes Join/ Prune nessages, it nust al so
originate PIM Join/ Prune nessages to be sent upstream On ACs, both
triggered and refresh Join/Prunes are forwarded as Pl M packets.
3.7.3. Source |IP Address in Proxy PIM Join/Prune Packets
The source | P address in PIM packets sent upstream SHOULD be the

address of a PI M downstream nei ghbor in the correspondi ng join/prune
state. The address picked MJUST NOT be the upstream nei ghbor field to
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3.

3.

be encoded in the packet. The layer 2 encapsulation for the selected
source | P address MJST be the encapsul ation recorded in the PIM
Nei ghbor dat abase for that |P address.

If Explicit Tracking (ET) is disabled in the VPLS, then it does not
matter what Source | P Address is picked in the packets sent upstream
as long as we adhere to the rule in the previous paragraph

If ET is enabled, it neans that a CE router is interested in tracking
every CE that wishes to join a stream |If a PE determines that ET is
enabl ed, then it SHOULD use PI M Snoopi ng procedures instead of PIM

Pr oxy.

8. Directly Connected Milticast Source

If there is a source in the CE network that connects directly into
the VPLS instance, then nmulticast traffic fromthat source MJUST be
sent to all PIMrouters on the VPLS instance apart fromthe ignp
receivers in the VPLS. If there is already (S,G or (*, G snooping
state that is forned on any PE, this will not happen per the current
forwarding rules and guidelines. So, in order to determne if
traffic needs to be flooded to all routers, a PE nust be able to
determine if the traffic came froma host on that LAN. There are
three ways to address this problem

o The PE would have to do ARP snooping to determine if a source is
directly connected.

0 Another option is to have configuration on all PEs to say there
are CE sources that are directly connected to the VPLS instance
and di sal | ow snooping for the groups for which the source is going
to send traffic. This way traffic fromthat source to those
groups will always be flooded within the provider network.

0 Athird option is to require that sources of CE nulticast routers
must appear behind a router.

9. Data Forwardi ng Rul es

First we define the rules that are common to PIMSM PIMBID R and
PIM DM PEs. Forwarding rules for each protocol type is specified in
t he sub-sections.

If there is no matching forwarding state, then the PE MAY either

di scard the packet or send it towards all the snooped PIM CE routers
or to a configured set of ports. Howthis is determ ned is outside
the scope of this docunent.
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The follow ng general rules MJST be foll owed when forwarding
mul ticast traffic in a VPLS:

o Traffic arriving on a port MJUST NOT be forwarded back onto the
same port.

0o Due to VPLS Split-Horizon rules, traffic ingressing on a PW MJST
NOT be forwarded to any ot her PW

3.9.1. PIMSM Data Forwarding Rul es

Per the rules in [PIMSM and per the additional rules specified in
this docunent,

Qut goingPortList(*,G = imediate olist(*, G (+)
UpstreanPorts(*, G (+)
Rpor t ( Pi nDR)

Qut goi ngPortList(S, G inherited olist(S, G (+)

UpstreanPorts(S, G (+)

(UpstreamPorts(*, Q§ (-)
UpstreanPorts(S, Grpt)) (+)

Rpor t ( Pi nDR)

[PIMSMspecifies howinmediate olist(*, G and inherited_olist(S, G
are built. PinDRis the |IP address of the PPIMDR in the VPLS.

The PI M SM Snooping forwarding rules are defined bel ow i n pseudocode:
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BEG N
iif is the incom ng port of the multicast packet.
S is the Source I P Address of the multicast packet.
Gis the Destination I P Address of the nulticast packet.

If there is (S,G state on the PE
Then

Qut goi ngPortLi st = QutgoingPortlList(S, G
Else if there is (*,§ state on the PE

Then

Qut goi ngPort Li st = QutgoingPortlList(*,Q
El se

Qut goi ngPortLi st = User Defi nedPort Li st
Endi f
If iif is an AC
Then

Qut goi ngPort List = QutgoingPortList (-) iif
El se

## iif is a PW
Qut goi ngPor t Li st
Endi f

Qut goi ngPortList (-) PWPorts
Forward t he packet to Qutgoi ngPortlList.
END

First if thereis (S, G state on the PE, then the set of outgoing
ports is QutgoingPortList(S, Q.

O herwise if thereis (*,§ state on the PE, the set of outgoing
ports is QutgoingPortList(*, Q.

The packet is forwarded to the selected set of outgoing ports while
observing the general rules above in section Section 3.9

3.9.2. PIMBID R Data Forwardi ng Rul es

The PI M BI DI R Snoopi ng forwarding rules are defined below in
pseudocode:
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BEG N
iif is the incom ng port of the multicast packet.
Gis the Destination I P Address of the multicast packet.

If there is forwarding state for G

Then

Qut goi ngPortList = olist(Q
El se

Qut goi ngPortLi st = UserDefinedPortLi st
Endi f
If iif is an AC
Then

Qut goi ngPortList = QutgoingPortList (-) iif
El se

## iif is a PW
Qut goi ngPort Li st
Endi f

Qut goi ngPortList (-) PWPorts

Forward t he packet to Qutgoi ngPortList.
END

If there is forwarding state for G then forward the packet to
olist(G while observing the general rules above in section
Section 3.9
[PIMBID R specifies howolist(G is contructed

3.9.3. PIMDM Data Forwarding Rul es

The PI M DM Snooping data forwarding rules are defined below in
pseudocode:

Dor non, et al. Expi res January 17, 2013 [ Page 30]



Internet-Draft

BEG

END

If there is forwarding state for (S, G,
olist(S, G while observing the genera

N

iif is the incom ng port of the multicast packet.
S is the Source I P Address of the multicast packet.
Gis the Destination I P Address of the nulticast packet.

| 2vpn- pi m snoopi ng

If there is (S,G state on the PE

Then

Qut goi ngPort Li st
El se

Qut goi ngPort Li st
Endi f

If iif
Then
Qut goi ngPor t Li st
El se
## iif is a PW
Qut goi ngPort Li st
Endi f

is an AC

olist(S, G§

User Def i nedPort Li st

Qut goi ngPort List (-)

Qut goi ngPortList (-) PWPorts

Forward t he packet to Qutgoi ngPortList.

Section 3.9

[PIM DM specifies how olist(S, G

Thi s docunent nmakes no request of

Note to RFC Editor:

RFC.

5. Security Considerations

| ANA Consi der ati ons

is contructed.

I ANA,

iif

July 2012

then forward the packet to
rul es above in section

this section may be renobved on publication as an

Security considerations provided in VPLS solution docunents (i.e.

[ VPLS-LDP] and [VPLS-BGP]) apply to this docunent as well.
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Appendi x A PI MBI D R Thoughts

This section describes sonme guidelines that may be used to preserve
PIMBIDIR functionality in conbination with Pim Snooping

In order to preserve PIMBIDI R Pimsnooping routers need to set up
forwardi ng states so that

o on the RPL all traffic is forwarded to all Rport(N)

0 on any other interface traffic is always forwarded to the DF

The informati on needed to setup these states nay be obtained by :

0 determning the mappi ng between group(range) and RP

0 snhooping and storing DF el ection information

0 determning where the RPL is, this could be achieved by static
configuration, or by conbining the information nentioned in
previous bullets.

Appendi x B. Exanpl e Network Scenario

Let us consider the scenario in Figure 3.
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An Exanpl e Network for Triggering Assert
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I
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| CE2 |
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In the exanpl es below, JT(Port,S GN is the dowstream Join Expiry
Timer on the specified Port for the (S, G wth upstream nei ghbor N.

B.1. Pim Snooping Exanpl e

In the network depicted in Figure 3, Sis the source of a nulticast

stream (S, G. CE1l and CE2 both have two ECWMP routes to reach the

sour ce.

1. CE1l Sends a Join(S,G wth Upstream Nei ghbor(S, G = CES.

2. PE1l snoops on the Join(S, G while flooding it in the VPLS. PE2
and PE3 al so snoop on the Join(S, G while flooding it in the
VPLS.

The resulting states at the PEs is as follows:

At PEL:
JT(ACL, S, G CE3) = JP_Hol dTi me
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW2 }

Qut goi ngPortList(S, G { AC1, PW2 }

At PE2:
JT(PW2, S, G CE3) = JP_Hol dTi me
Upst reamNei ghbors(S, G = { 3}
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UpstreanPorts(S, G
Qut goi ngPortList(S, G

{ AC3 }
{ PW2, AC3}

At PES:
PE3 doesn't create a forwarding state for (S, G because
the Join(S, G was received on a PWand the Upstream RPort
is a PWtoo. <<<<<

The multicast stream (S, G flows along CE3 -> PE2 -> PE1 -> CE1l
Now CE2 sends a Join(S,G wth Upstream Nei ghbor (S, G = CE4.
Al'l PEs snoop on the Join(s, Q.

The resulting states at the PEs:

UpstreanPorts(S, G
Qut goi ngPortList(S, G

{ PW2, PW3 }
{ ACl, PW2, AC2, PW3 }

At PEL:
JT(ACL, S, G CE3) = active
JT(AC2, S, G CE4) = JP_Hol dTi ne.
Upst reamNei ghbors(S, G = { CE3, CE4 }

At PE2: Note: Since PE2 already has (S, G state, it does not
i gnore the Join(S, G even though it received the
Join(S, G on a PWand the Upstream Rport is a PW <<<<<<

UpstreanPorts(S, G
Qut goi ngPortList(S, G

{ AC3, PW3 }
{ PWM2, AC3, PW3 }

JT(PW2, S, G CE4) = JP_Hol dTi nme
JT(PW2, S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3, CE4 }

At PES:
JT(PW3, S, G CE4) = JP_Hol dTi me
Upst reamNei ghbors(S, G = { CE4 }
UpstreanPorts(S, G ={ A4 }

Qut goi ngPortList(S, G { PWM3, A4 }

The multicast stream (S, G flows into the VPLS fromthe two CEs
CE3 and CE4. PE2 forwards the streamreceived fromCE3 to PW3
and PE3 forwards the streamto ACA. This facilitates the CE
routers to trigger assert election. Let us say CE3 becones the
assert Ww nner.

CE3 sends an Assert nessage to the VPLS. The PEs flood the
Assert nessage w thout examning it.

CE4 stops sending the multicast streamto the VPLS.

CE2 notices an RPF change due to Assert and sends a Prune(S, G
wi th Upstream Nei ghbor = CE4. CE2 also sends a Join(S, G wth
Upst ream Nei ghbor = CE3.

Al'l the PEs start a prune-pend tinmer on the ports on which
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they received the Prune(S,G. Wen the prune-pend tinmer expires,
all PEs will renmove the downstream (S, G CE4) states.

Resulting states at the PEs:

At PE1L:
JT(ACL, S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ Pw2 }

Qut goi ngPortList(S, G { AC1, AC2, PW2 }

At PE2:
JT(PW2, S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G = { AC3}

Qut goi ngPortList(S, G { PW2, AC3}

At PE3: no (S, G state.

Note that at the end of the assert election, there should be no
duplicate traffic forwarded downstreamand traffic should flow only
on the desired path. Also note that there are no unnecessary (S, QG
states on PE3 after the assert election.

B.2. PIMProxy Exanple with (S, / (*,Q interaction

In the same network, let us assume CE4 is the Upstream Nei ghbor
towards the RP for G

1. CE1l Sends a Join(S, G wth Upstream Nei ghbor(S, G = CES3.

2. PEl consunes the Join(S, Q. PEl |ooks up the nei ghbor database
and determ nes CE3 was |l earnt on PW2. PEl sends a Proxy
Join(S, G to the resulting UpstreanPorts(@. i.e. it sends the
proxy Join(S, G on PW2.

3. Likew se, PE2 consunes the Join(S, G and sends a proxy Join(S, Q
on AC3 with Upstream Nei ghbor = CES.

The resulting states at the PEs is as follows:

At PEL:
JT(ACL, S, G CE3) = JP_Hol dTi me
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW2 }

Qut goi ngPortList(S, G { AC1, PW2 }

At PE2:
JT(PW2, S, G CE3) = JP_Hol dTi me
Upst reamNei ghbors(S, G = { 3}
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UpstreanPorts(S, G
Qut goi ngPortList(S, G

{ AC3 }
{ PW2, AC3}

At PE3: PE3 did not receive any PIMJoin(S,G. So it has
no (S, G state.

The multicast stream (S, G flows along CE3 -> PE2 -> PEl1 -> CE1.

Now |l et us say CE1l sends a Join(*, G towards CE4.

PE1 consunes the Join(*,G. PEl sends a Proxy Join(*, G to the

resulting UpstreanPorts(G . Since UpstreanPorts(G now has both

PW2 and PW3, the Join(*, G gets sent on both PW2 and PW3.

Note that the UpstreanPorts(S, G and QutgoingPortList(S Q

i nherit the corresponding (*, G sets, but not vice versa.

renove "but not vice versa"

COVMENT : > Original "but not vice versa" applies to QutgoingPortList(S, G only,
| assume, because of the earlier definition:

ook

UpstreanmPorts(G@: This set is the union of all the
UpstreanPorts(S, G and UpstreanPorts(*, G for a given G

7. PE2 and PE3 performa simlar function. PE2 received the
Join(*, G on a PWand the Upstream Nei ghbor is also on a PW
Hence PE2 only adds UpstreanmPorts(*, G to QutgoingPortList(*, G
and not the downstream port PW2.

At PEL:
JT(ACL, S, G CE3) active
Upst r eamNei ghbor s( S, § { CE3}

UpstreanPorts(S, G
Qut goi ngPortList(S, G

{ PW2, PW3 }
{ ACl, PW2, PW3 }

JT(ACL, *, G CE4) = JP_Hol dTi ne.

Upst reamNei ghbors(*, G = { CE4 }

UpstreanPorts(*, G = { PW3 }

QutgoingPortList(*, G = { ACl, PW3 }

Upst reanPort s( G { PWM2, PW3 }
At PE2:

JT(PW2, S, G CE3) active

Upst r eamNei ghbor s( S, § CE3 }

UpstreanPorts(S, G
Qut goi ngPortList(S, G

{ AC3, PW3 }
{ PWM2, AC3, PW3 }

JT(PWL2, *, G CE4) = JP_Hol dTi ne

Upst r eamNei ghbors(*, § ={ CE4 }
Upst reanPort s( G = { PW3 }
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Qut goi ngPortList(*, G = { PW3}
At PE3:
JT(PWL3, *, G CE4) = JP_Hol dTi ne
Upst r eamNei ghbors(*, § ={ CE4 }
UpstreanPorts(*, G ={ A4 }
Qut goi ngPortList(*, G = { PW3, A4}

The above state results in both (S,G and (*,G streans to be
forwarded to ACl. The above state also results in the (S, G
streamto be forwarded fromCE3 to CE4 resulting in an (S, QG
assert election. Followi ng the assert election, CE3 becones the
(S, G assert winner. CE4 stops sending (S, G stream down the
RPT.

CEl notices an RPF change due to assert. It sends a

Prune(S, G rpt) with Upstream Nei ghbor = CE4.

PE1 consunes the Prune(S,Grpt) and forwards the
Prune(S,Grpt) to both PM2 and PW3. PE2 consunes the
Prune(S, G rpt) and updates its states. PE3 updates its states
and forwards the Prune(S, G rpt) on ACA.

July 2012

At PEL:
JT(ACL, S, G CE3) = active
UpstreamNei ghbors(S, G = { CE3 }
UpstreanPorts(S, G ={ PW2 }
QutgoingPortList(S, G = { ACl, PW2
JT(ACL, *, G CE4) = active.
Upst reamNei ghbors(*, G = { CE4 }
UpstreanPorts(*, G = { PW3 }
QutgoingPortlList(*, G = { ACl, PW3

At PE2:
JT(PW2, S, G CE3) = active
Upst reamNei ghbors(S, G = { CE3 }
UpstreanPorts(*, G ={ ACG3 }
QutgoingPortList(S, G = { PW2, AC3
JT(PW2, *, G CE4) = JP_Hol dTi me
Upst reamNei ghbors(*, G = { CE4 }
UpstreanPorts(*, G = { PW3}
Qutgoi ngPortList(*, G = { PW3}

At PES:
JT(PW3, *, G CE4) = JP_Hol dTi me
Upst reamNei ghbors(*, G = { CE4 }
Upst reanPort s( G ={ A4 }
QutgoingPortlList(*, G ={ PW3, A4
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Even in this exanple, at the end of the (S, QG / (*, G assert
el ection, there should be no duplicate traffic forwarded downstream
and traffic should flow only to the desired CEs.

O her nore conpl ex scenarios exist. This draft should addressin PIM
SM and the rules specified in this draft should ensure that assert is
triggered anong the CEs in all scenarios.
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