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Abst ract

Thi s docunent specifies E-VPN extensions to support the new VLAN
aware bundling service interface type defined in [EVPN-REQ . The new
service interface type provides advantages in reducing provisioning
overhead as well as E-VPN instances scale in environments where a

| arge nunber of VLANs need to be extended over an MPLS/| P network,
while maintaining traffic segregation anong those VLANs. The VLAN
awar e bundling service interface can handle the high scale
requirenents of today’'s Data Centers by bundling different VLANs over
a single WAN E-VPN i nstance used to interconnect those Data Center
sites.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
other groups may al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htm
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1 Introduction

The high scale requirements of Layer 2 data center interconnect
services nandate the signaling of a | arge nunber of WAN E- VPN

i nstances. As such, network operators are | ooking for solutions
whereby they can extend nultiple Ethernet VLANs over a WAN using a
single E-VPN i nstance, while maintaining traffic segregati on anong
these VLANs in the data-plane. This gives rise to a requirenment for a
new service interface types: the VLAN aware bundling service

i nterfaces.

These new VLAN aware bundling service interfaces MIST: - Provide the
ability to bundle multiple custonmer VLANs - Guarantee custoner VLAN
transparency end-to-end.- Mintain data-plane separation between the
customer VLANs by creating a dedicated bridge-donmain per VLAN. -
Support customer VLAN translation to handle the scenario where
different VLAN Identifiers (VIDs) are used on different sites to
desi gnate the sanme custoner VLAN.
As discussed in [EVPN-REQ, two new service interface types are
defined for VLAN aware bundling: with and without translation. The
new service interfaces naintain data-plane separation, per VLAN,
whi |l e sharing one L2VPN E- VPN instance. This docunent describes the
use of different E-VPN routes as defined in [E-VPN for inplenenting
t he VLAN-aware bundling service.

1.1 Term nol ogy
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
MAC:. Media Access Control
MPLS: Multi Protocol Label Switching.
QAM Qperations, Adm nistration and Mai ntenance.
PE: Provi de Edge Node
CE: Custoner Edge device e.g., host or router or swtch

EVl: E-VPN | nstance.

2.  VLAN awar e- bundl i ng E- VPN

[E-VPN] uses a new BGP NLRI for advertising different route types for
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E- VPN oper ati on.

Thi s docunment di scusses how the Ethernet Tag field in the Ethernet
Aut o- Di scovery Route, Mac Advertisenent route, and inclusive
mul ti cast Ethernet tag route can be used to nultiplex several VLANs
over the same EVI

Qper ati on

The following figure shows an exanple of how a VLAN aware Bundling
service type over E-VPN coul d be depl oyed.
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One E-VPN instance has been set up between two sites to extend

mul tiple customer VLANs. On each site, multiple CE devices could be
connected to the PE. The link between the CE and the PE could be C
tag or S-tag interface per [802.1Q, carrying several VLANs.Only a
single E-VPN i nstance has been set up to carry custonmer VLANs between
the two sites. The use of two sites in the above figure is for
illustration; however, this could be extended to many sites. In order
to quantify the benefit of the approach, let’s assune N data center
sites, with Mcustonmer VLANs. Wth the new VLAN aware service
interface type, the solution would require one E-VPN instance,

i nstead of M E-VPN instances. To nai ntain data-pl ane separati on anong
the customer VLANs, each PE will create a bridge-domain per customer
VLAN. As well, a customer VLAN on each CE port will represent a

uni que bridge port in the custonmer bridge-domain. Only one E-VPN

i nstance would be signaled in the core and will be used to carry
mul ti ple customer bridge-domains (or custonmer VLANs) as |ong as those
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3.1

3.2

3.3

3.4

customer VLANs need to be extended to the sane set of sites. On the
egress PE, the E-VPN | abel + the VLAN-tag would identify the
cust omer - bri dge domai n.

Packet forwarding, MAC | earning, aging and fl ushing

G ven the data-pl ane separation, packet forwarding in the scope of
one bridge-domain will remain unchanged. Wen sending traffic over
the E-VPN instance, a qualifying VLAN tag MJUST be present on the
packet. This VLAN tag has gl obal significance across all sites
connected to the E-VPN instance and is used to identify the custoner
bridge domain in all sites. MAC | earning, aging and flushing per

bri dge-domain will remain un-changed. A mass w thdraw for MAC routes
| earned over the EVPN i nstance can be done by wi thdraw ng the

Et hernet AD route with the tag ID corresponding to the bridge donain.

Mul ticast Pruning

Efficient nulticast replication in the core can be achieved via the
use of the Inclusive Milticast Ethernet Tag Route, to prune the
flooding on a per VLAN basis. It is possible to only replicate
traffic to PEs that have advertised the Inclusive Milticast Ethernet
Tag Route with the Tag value set to the VLAN value. If VLAN value is
set to zero, then a single nulticast LSMis setup to be used for al
VLAN traffic for that E-VPN instance. Milticast snooping protocols
such as |GW and PI M MAY be used to further prune the replication
scope for a given nulticast group in one custoner bridge-donain.

OAM

Custonmer Ethernet OAM franes (e.g. CFM [802. 1ag]) will be carried
transparently over the shared E-VPN i nstance by the custoner’s

bri dge-domains. Current MPLS OAM nechani sns need to be extended to
verify connectivity in the E-VPN instance shared by the custoner

bri dge-domai ns, service | evel OAM nonitoring shoul d be perforned
according to [RFC-6136], MPLS OAM extensions is out of scope of the
docunent .

VLAN transl ation

As nentioned above, the VLAN tag carried across the E-VPN instance
for the new VLAN aware bundling E-VPN i nstance MJST have network w de
significance within the scope of the E-VPN instance. As such, VLAN
transl ation may be perforned at each PE attached to the E-VPN
instance to translate between the global VLAN tag identifying the
custoner bridge-donmain and the | ocal VLAN tag used by the customner
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4

5

bri dge-domain on this PE

Security Considerations

Thi s docunment does not introduce any additional security constraints.

4 | ANA Consi derati ons
TBD
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6 Appendi x VI an Aware VPLS

It is possible to extend VPLS to support VLAN aware bundling type
service, a new PWVLAN Vector TLV to be included the LDP PW FEC | abel
mappi ng nmessages for the VPLS service, using the nechani sns specified
in RFC 4762, as well as a new LDP capability by which a PE can
specify its ability to support this new VLAN aware bundling service
interface type. The new PWVLAN Vector TLV would allow nultiple VLANs
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6.1

6.2

to share a single VPLS instance, while maintaining data pl ane
segregation anong these VLANs. This docunent defines extension to the
PWE3 control protocol [RFC4447] to set up the new VLAN aware bundling
type service in MPLS networks. An extension to the MAC Wt hdrawal
mechani sms woul d al | ow per VLAN service MAC flushing for this new
VLAN awar e bundling service.

VLAN- awar e- bundl i ng PW

[ RFC4447] uses LDP Label Mappi ng nessage [ RFC5036] for advertising
the FEC-to- PW Label binding. Two types of PWFEC, FEC 128 and FEC
129, can be used for this purpose. Both types of PWFEC contain a PW
type Field.

PWtype port or raw node will be used for the VLAN aware bundling
interface type service.

Use of control word is optional and frame encapsul ation follows the
sane rules as in [ RFC4448].

A new PWVLAN vector TLV is defined, the new PWVLAN Vector TLV wil|
be included in LDP PWI abel napping nessages, as well it can be
i ncluded in the MAC flush nmessage.
PW VLAN Vector TLV
The PWVLAN Vector TLV is described as bel ow
0 1 2 3

01234567890123456789012345678901
T I T S i T i S S S i T i S S S S S S S

| 1] 1] VLAN Vect or ( TBD) | Length |
B i S S T s i S T st i S S S S S S S S i
| first VLAN Val ue | Number O Val ues [

B i e i o S i ik e T S B TR e
[ VLANFI ushBi t s[ Nunber Of Val ues]
| "

B i T S S e e T S it S S S S S S S S e

I
I
I
I
+
The U and F bits are set to forward if unknown so that potenti al
i nternmedi ate VPLS PEs unaware of the new TLV can just propagate it
transparently.
The MAC Fl ush VLAN Vector TLV type is to be assigned by I ANA from
the LDP standard [ RFC5036] "TLV type nanme space", as described in
section 7.

The TLV value field is of variable Iength. The first 12 bits encode
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the starting VLAN val ue. The second 12 bits contain the nunber of

val ues. The VLANFI ushBits is an array of bits of length =
Nunmber Of Val ues, each bit in the array represents a VLAN flush state
starting fromthe 1st VLAN value. A bit value of 1 neans flush and a
bit value of 0 neans don't flush

A Starting VLAN val ue of 0, SHOULD nean include all VLANs, in this
case the Number Of Val ues SHOULD be O.

The PW VLAN Vector TLV SHOULD be placed after the PWFEC TLV in the

| abel mappi ng nmessage as specified in [ RFC4447], and SHOULD be pl aced
after the existing TLVs in MAC Flush nessage as specified in

[ RFCA762] .

6.3 LDP Capability Negotiation

The capability of supporting VLAN Aware Bundling interface type
Servi ce MJST be advertised to all LDP peers. This is achieved by
usi ng the nethods in [RFC5561] and advertising the LDP "VLAN aware
Bundl i ng Capability" TLV. If an LDP peer supports the dynanic
capability advertisenment, it can send a new Capability nmessage with
the S bit set for the VLAN Aware Bundling capability TLV. If the peer
does not supports dynam c capability advertisenent, then the VLAN
awar e Bundling Capability TLV MJUST be included in the LDP
Initialization message during the session establishnent. An LSR
havi ng VLAN Awar e Bundling capability MJST recogni ze the new PW VLAN
Vector TLV in LDP | abel nessages.

Inline with requirenents listed in [ RFC5561], the following TLV is
defined to indicate the VLAN Aware Bundling capability:
0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i

| U F| VLAN Aware Capability TBD | Lengt h [
B i i S S i I e i S S R L e e e e
| S| Reserved | Reserved

T T S S Rk it SN S SR S

Not e: TLV nunber pending | ANA al |l ocati on.
* U-bit: SHOULD be 1 (ignore if not understood).

* F-bit: SHOULD be 0 (don’t forward if not understood).
* VLAN Aware Bundling Capability TLV Code Point:
The TLV type, which identifies a specific capability. The VLAN

Awar e capability code point is requested in the | ANA
al | ocation section bel ow.
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The State Bit indicates whether the sender is advertising or
wi t hdrawi ng the VLAN Aware capability. The State bit is used

as fol |l ows:

1 - The TLV is advertising the capability specified by the

TLV Code Poi nt.

0 - The TLV is withdrawi ng the capability specified by the

TLV Code Poi nt.

* Length: MJST be set to 2 (octet).

6.4 Milticast Pruning

Aut

Efficient nulticast replication in the core can be achieved via the
use of the new VLAN vector TLV, to prune the flooding on a per VLAN
basis. It is possible to only replicate traffic to PEs that have
advertised a given VLAN in their Vector TLV. Milticast snooping
protocol s such as I GW and PIM MAY be used to further prune the
replication scope for a given nulticast group in one custoner bridge-

donai n.
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