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Abst r act

Thi s docunent describes a mechanismto optinize the path between the
mul ticast router and nulticast source in both IPv4 and | Pv6 networKks.
The basic idea is that when a nmulticast translation router has an

| Pv4 path and an I Pv6 path to the sane nulticast data source, and
both IPv4 and | Pv6 joins are received, only one path is used. One
path is pruned, instead of the sane traffic flow ng over both v4 and
v6 paths. By adding a nmetric to the IPv4 path, the nmulticast
translation router can determnine which path to receive nulticast
data: I Pv4 path, 1 Pv6 path or both. Therefore, an optimzation path
will typically be chosen when an identical v4/v6 traffic flow exists.

Requi renents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in
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This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 17, 2013.
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1. Introduction

It is common to use nulti-access LANs such as Et hernet for
transmitting nulticast data in networks. Section 3.6 of [ RFC4601]
descri bes Multi-Access Transit LANSs.

The PI M Assert nessage coul d be used when there are two identica

mul ticast data flows (IPv4 and 1 Pv6). Wen duplicate data packets
appear on the LAN fromdifferent routers, the routers notice this and
then select a single forwarder. This selection is perforned using
PI M Assert nessages, which solve the problemin favor of the upstream
router that has (S, G state; O, if neither or both router has (S, QG
state, then the problemis solved in favor of the router with the

best nmetric to the RP for RP trees, or the best netric to the source
via source-specific trees.

During IPv6 transition, it is common that there are nany | Pv4
networks and | Pv6 networks that connected to each other, which neans
that multiple nmulticast translation routers(MIR) exist at the edge of
a network. For robustness, reliability and | oad bal ance purpose, MR
function could be inplenented in several nodes in the network. MIR
can be the mMAFTR (Miul ticast AFTR ) nentioned in
[draft-ietf-softwire-dslite-nulticast]. mAFTR can encapsul ate | Pv4

mul ticast data in IPv6 tunnel. MIR can also be the mXlate (Muilticast
Translator) as nmentioned in [draft-I|ee-behave-v4v6-ntast-fwk]. nXl ate
can translate IPv4 nulticast data to I Pv6 nmulticast data

As a result, MIR (mXlate or mMAFTR) will have nore than one path to
reach the RP or source Sin IPv4 networks and | Pv6 networks. O in
other words, they will have two upstreamrouters: one is |IPv6 router
and the other is IPv4 router. MIR can reach the RP or source S by
both paths. Since MIR can receive both IPv4 and I1Pv6 (*,G (or

(S, Q) Join request, it needs to select a best path to RPor Sin
both I Pv4 and | Pv6 networks. Wien it receives the two identica

nmul ticast data flows via IPv4 and | Pv6 interfaces, MIR needs to send
Prune Message to the worse path interface. Figure 1 shows the
scenario that MIR can reach source S through both I Pv4 path and | Pv6
pat h.

2. Term nol ogy
Thi s docunent nakes use of the follow ng terns:

mXl ate: A nulticast translator nmentioned in
[draft-I| ee-behave-v4v6- ntast -fwk].
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3.

MAFTR: A multicast Address Family Transition Router nentioned in
[draft-ietf-softwire-dslite-nulticast].

MIR: A nulticast translation router, it can be mMAFTR or nXl at e.
PI M SM Protocol |ndependent Milticast-Sparse Mde

RP: Rendezvous Poi nt

Scenari os

During the multicast transition fromlIPv4 to | Pv6, there may be a
router which receives IPv4 join (PIMor 1GW) on one interface, and
an IPv6 join (PIMor M.D) on another interface (or it could even be
the sane interface). The router should support IPv4 PIMand |IPv6 PIM
that is translation capable. Assune these joins are for both | Pv4
(S$4,A) and I Pv6 (S6,®), and that there are active sources for both,
sendi ng basically the sane content. Either because there is a rea
source for both, or sone upstreamrouter is translating. The router
could then sinply send upstreamjoins for both of these, and forward
the traffic as needed wi thout translation

However, if the router is aware that these two sources are really the
same content, it could select to join just one of the streans, and
transl ate as needed for the one downstreamthat wants a different
protocol. In this case, there will be a tradeoff between bandw dth
on the upstreamlinks, and the cost of translation (both on this
device, and perhaps the quality of the stream)j. Wen PI M Assert
message is used to achieve this, the netrics for IPv4 and | Pv6 shoul d
be conparable and all the PIMdevices on the |link should support PIM
assert.

Sol ution Overvi ew

This section gives a sloution for the issues nentioned above.
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4.1. A general topology for IPv4 and IPv6 nulticast networks
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Figure 1: MIR can reach | Pv4 Source through I Pv4 path and |1 Pv6 path

Figure 1 shows that MIRL can access | Pv4 Source through | Pv4 path or
| Pv6 path. MTRL has two upstreamrouters, one is | Pv4d Router and the
other is IPv6 Router. MIRL receives IPv4 (*, G or (S, G Join request
fromlIPv4 network and I1Pv6 (*, G or (S,G Join request froml Pv6
network. MIRL can send Join request to RP or source S frominterface
connected to I Pv4 Router or frominterface connected to | Pv6 Router
MIRL may al so send Join request fromboth upstreaminterfaces. In
this case, MIRL need to select a best path to RP or Sin both | Pv4
and | Pv6 networks. MIRL sends Prune Message to the worse path, when
it receives two identical nmulticast data flows in IPv4 and | Pv6
upstreaminterface. MIRL may receive two identical mnulticast data
flows at the sanme time and stop interworking nulticast data flow

bet ween |1 Pv4 network and | Pv6 network.
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4.2. Parsing MIRto two virtual Routers
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For sinplification, we use two virtual Routers to replace MIRL
Router. Figure 2 shows that MIRL can be taken as two virtua

Routers. The one on the left is a Virtual |IPv4 Router, the one on
the right is a Virtual IPv6 Router. Virtual |IPv4 Router has an |Pv4
upstreaminterface X and an | Pv4 downstreaminterface Y. Virtual |Pv6
Router has an | Pv6 upstreaminterface A and an | Pv6 downstream
interface B. The interface between two virtual Routers is V.

When MIR receives two nulticast data flows (one fromIPv4 interface
and the other fromIPv6 interface), it conpares two fl ows according
to [draft-ietf-nboned-64-nulticast-address-format] to confirm whet her
they are identical data flows. |If they are the sane, select one or
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two. When MIR Receives a IPv6 (S, G or (*, GJoin, virtual |Pv6

Router selects an interface to send Join nmessage. The interface can

be 1 Pv6 upstreaminterface A or | Pv4d upstreaminterface X (via
interface V).

4. 3.

Sel ecting interfaces to Source or RP

The steps to select an interface to S or RP.

4.4.

4.5.

1.Set the Metric value nl for translation or encapsul ation from
| Pv4 nmuticast to IPv6 nulticast data.

2.Frominterface A connecting |Pv6 Router, MIR can get the netric
m2 to reach S or RP by PIMassert nmessage sent from | Pv6 Router.

3.Frominterface X connecting | Pv4 Router, MIR can get the netric
nm3 to reach S or RP by PI M assert nessage from | Pv4d Router.

4. When MIR receives a | Pv6 PIMJoin nessage, virtual |Pv6 Router
compares n2 and nmB8+nil. [|If n2>nB+ml, sending PI M Join nmessage from
I Pv4 interface; If nm<nB8+ml, sending PI M Join nessage froml|Pv6
interface; |If m=nB8+ml, MIR can choose interface X or Ato send

Pl M Joi n nessage.

Selecting a nmulticast data flow fromupstreaminterface

The steps for selecting a nulticast data flow fromupstreaminterface

1. MIR receives two identical nmulitcast flows fromIPv6 and | Pv4
Router. The address formats of the two flows follows
[draft-ietf-nboned-64-multicast-address-format].

2.1f virtual I Pv6 Router receives nulticast data frominterface V,
it will conpare n2 and nB+ml (the value is fromlast section).

3.1f m2>nB8+nl, MIR will send PIM Prune Messages to | Pv6 interface
A, I f n2<nB+ml MIR wi |l send PIM Prune Messages to interfaceX via
virtual interface V. MIRw |l not translate nulticast data from
IPv4d to I Pv6 or encapsulate IPv4 nulticast data in | Pv6 packets.

I f nm2=nB+nml, MIR selects any interface to receive nulticast data
and sends PI M Prune Messages to the other interface.

Modi fications to nulitcast Router

The main nodifications to the edge Pl M SM Rout er i ncl ude:

Edge PI M SM Router needs to check nulticast data flow froml|Pv4
and I Pv6 interfaces based on
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[draft-ietf-nboned-64-nulticast-address-fornmat] to determ ne
whet her they are the same nulticast data fl ow

Edge PI M SM Router sends PI M Assert nessages via |Pv4 and | Pv6
interfaces with different Metric val ue.

Edge PIM SM Router may stop translating/encapsul ating | Pv4
multicast flowto IPv6 nulticast flow or send Prune Messages to
stop receiving I Pv6/1Pv4d nulticast flow

5. Security Considerations
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