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Abstract

Thi s docunent proposes a variety of optinization approaches for
tuning | GWv3 and M.Dv2 protocols. It aims to provide useful
guideline to allow efficient multicast comrunication in wireless and
mobi | e networks using the current |1 GW/ M.D protocol s.

Conventions used in this docunent

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC-2119 [ RFC2119].

Status of this Meno

This Internet-Draft is submitted to |ETF in full conformance with
the provisions of BCP 78 and BCP 79.

This docunment may contain material from | ETF Docunents or |ETF
Contri butions published or nmade publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in sone of this
materi al may not have granted the I ETF Trust the right to all ow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate license fromthe person(s) controlling
the copyright in such materials, this docunent may not be nodified
outside the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to fornat
it for publication as an RFC or to translate it into |anguages other
t han Engli sh.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as Internet-
Drafts.

Internet-Drafts are draft docunments valid for a maxi num of six
mont hs and nmay be updated, replaced, or obsol eted by other documents
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1. Introduction

Multicasting is nore efficient a nmethod of supporting group

conmmuni cati on than unicasting. Wth the w de depl oynent of
different wireless networks, multicast comunication over wireless
network comes to attract nore and nore interests fromcontent and
service providers, but still faces great chall enges when considering
dynani ¢ group nenbershi p and constant update of delivery path due to
node novenent, which is highly required in the wireless or nobile
network. On the other hand, unlike wired network, some of wireless
networks often offer linmted reliability, consume nore power and
cost nore transnission overhead, thus in worse case are nore prone
to |l oss and congesti on.

Mul ticast network is generally constructed by | GW/ M.D group
managenent protocol to track valid receivers and by nulticast
routing protocol to build multicast delivery paths. This docunent
focuses only on | GwW/ M.D protocols, which are used by a nobile user
to subscribe a multicast group and are nost possibly to be exposed
to wireless link to support termnal nobility. As IGW and M.D are
designed for fixed users using wired |link, they does not work
perfectly for wireless link types. They should be enhanced or tuned
to adapt to wireless and nobile environment to neet the reliability
and efficiency requirenents in the scenarios described in

[ REQUI RE] [ RFC 5757] .

This meno proposes a variety of optimzation approaches for tuning

| GWP/ MLD protocols in wireless or nobile communication environnent.
It ains to nmake the m ni mumtuning on the protocol behavior without
introducing interoperability issues, and to inprove the perfornmance
of wireless and nobile nulticast networks. These solutions can also
be used in wired network when efficiency and reliability are
required. They are discussed in detail in Section 4.

2. Inpact of wireless and nobility on | GwW/ M.D
This section anal yzes the inpact of wireless or mobility on | GW/ M.D

by conmparing wireless nmulticast with wired nulticast and conparing
different wireless link nodels. It then gives the requirenments of
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wirel ess and nobile multicast on | GW/ M.D protocols according to the
anal ysi s.

2. 1. Conparison analysis between wired and wirel ess nulticast

Exi sting multicast support for fixed user can be extended to nobile
users in wireless environnents. However applying such support to
wireless multicast is difficult for the following five reasons.

O Limted Bandwidth: In contrast with wired link, wireless |link
usually has limted bandwidth. This situation will be nade even
worse if wireless link has to carry high volune video multicast
data. Also the bandw dth available in upstreamdirection and
downstream direction may not be equal

O Large packets Loss: In contrast with wired nulticast, wreless
mul ti cast has packet | oss that range between 1% and 30% based on
the links types and conditions. And when packets have to trave
bet ween hone and access networks e.g. through tunnel, the packets
are prone to be lost if the distance between the two networks is
| ong.

O Frequent Menbership change: In fixed nulticast, nmenbership change
only happens when a user |leave or joins a group while in the
mobi |l e nul ticast, nmenbership changes may al so occur when a user
changes its | ocation

O Prone to perfornmance degradati on: Due to possible unwanted
interaction of protocols across |ayers and user novenent, the
wirel ess network may be overwhel med with nore excessive traffic
than wired network. In worse case, this may |l ead to network
performance degradi ng and network connection conpl ete | oss.

O

ncreased Leave Latency: Unlike fixed nulticast, the | eave |atency
in the nobile multicast will be increased due to user novenent.
And if the traffic has to be transmtted between access network
and the home network, or if the handshake is required between
these two networks, the Leave Latency will be increased further
nor e.

Figure 1 shows the details for the difference between wired/fixed
mul ticast and wirel ess/nobile nulticast.
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Figure 1. Conparison between wired/fixed nulticast
and wirel ess/nobile nulticast

2.2. Link nodels analysis for wireless nulticast

Wi, et a

There are various types of wireless links, each with different
feature and performance. In this docunent, we according to the
transm ssion node categorize the wireless link type into three
typical l|ink nodels:

O Point To Point (PTP) |ink nodel
O Point To Multipoint (PTMP) |ink nodel
O Broadcast |ink nodel

PTP link nodel is the nodel with one dedicated |ink that connects
exactly two conmmunication facilities. For mnulticast transm ssion
each PTP |link has only one receiver and the bandwi dth is dedicated
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for each receiver. Al so one unique prefix or set of unique prefixes
will be assigned to each receiver. Such Iink nodel can be
acconpl i shed by running PPP on the |ink or having separate VLAN for
each receiver.

PTMP Iink nodel is the nodel with nultipoint |ink which consists of
a series of receivers and one centralized transnmitter. Unlike P2P
I'ink nmodel, PTMP provide downlink conmon channel s and dedi cat ed
upl i nk channel for each user. Bandwi dth and prefix in this node
are shared by all the receivers on the sanme |link. Therefore
Duplicate Address Detection (DAD) should be perforned to check

whet her the assigned address is used by other receivers.

Broadcast link nodel is the nodel with the Iink connecting two or
nmor e nodes and supporting broadcast transm ssion. Such |ink nodel is
quite simlar to fixed Ethernet link nodel and its link resource is
shared in both uplink and downlink directions. The bandw dth and
prefix are shared by all the receivers and DAD is required to avoid
address col lision.

Figure 2 shows the details for the difference between different
wireless |ink nodels.
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Figure 2. Wreless Link Mdels Analysis
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2.3. Requirenments of wireless and nobile nulticast on | GW/ M.D

Due to the characteristics of wireless and nobile nulticast
described in the section 2.1 and 2.2, it is desirable for 1GwW and
M.D to have the following characteristics when used in wireless and
nobi | e networ ks [ REQUI RE] :

0 Adaptive to different link characteristics: |1GW and M.D are
originally designed for wired nulticast and some of their processing
is not applicable to wireless nmulticast for its asymetrical |ink
limted bandwi dth, |arger packet |oss rate, increased | eave |atency,
and etc. Also Wreless network has various link types, each of them
has different bandw dth and performance. These require | GW/ M.D

prot ocol behavior should be tuned to adapt to different |ink node
and |ink conditions.

o Mnimal Join and Leave Latency: Fast join and | eave of a

subscri ber helps to inprove the user’s experience during channe
join and channel zapping. Fast |leave also facilitates rel easing of
unused network resources quickly. Besides, nobility and handover
may cause a user to join and |l eave a nmulticast group frequently,
which also require fast join and | eave to accel erate service
activation and to optim ze resource usages.

0 Robustness to packet loss: Wreless link has the characteristic
that packet transmission is unreliable due to instable |ink
conditions and Iimted bandwi dth. For nobile |IP network, packets
sonetinmes have to travel between hone network and foreign network
and have the possibility of being |lost due to I ong distance
transm ssion. These network scenarios have nore strict robustness
requi renent on delivery of | GW and M.D protocol nessages

0 M ninum packet transmission: Wreless |link resources are usually
nore precious and limted conpared to their wired counterpart, and
are prone to be congested when carrying high volune nmulticast stream
M ni m zi ng packet exchange wi t hout degradi ng general protoco
performance should al so be enphasi zed to i nprove efficiency and nake
good use of network capacity and processing capability.

0 Avoi di ng packet burst: Large nunber of packets generated within a
short tinme interval nmay have the tendency to deteriorate wrel ess
network conditions. |GW and M.D when using in wirel ess and nobile
net wor ks shoul d be optim zed if their protocol nessage generation
has the potential of introducing packet burst.
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According to these requirements, in the follow ng parts of the
docunent, current versions of | GW/ M.D protocols are eval uated

whet her their various protocol aspects are applicable to wireless
and nobile nulticast communications. They will be optim zed to neet
these requirenents w thout new features introduced on the wire or
link, wthout new nmessage type defined, and wi thout interoperability
i ssues introduced, which is referred to as "tuning" of |GW/ M.D

pr ot ocol s.

3. Evaluation of |GW/ M.D on wireless and nobile nulticast

This section anal yzes the applicability of 1GW and M.D to wirel ess
conmuni cation in the foll ow ng aspects:

O General evaluation of different versions: |1GwWv2 [ RFC2236] and
M.Dv1l [ RFC2710] only support ASM conmmuni cation node. They do not
support SSM subscription and explicit tracking. | Gwv3 [ RFC3376]
and M_.Dv2 [ RFC3810] and their I|ightweight version LWIGWv3/LW
M.Dv2 [ RFC5760] support all the features of ASM SSM conmuni cati on
nmodes and explicit tracking. Because SSMis nore efficient and
secure than ASM for |IPTV application, and explicit tracking
enabl es faster channel zapping and better manageability capability,
| GWv3/ M.Dv2 and LW I GWv3/ M.Dv2 are nore prom sing to be depl oyed
wi dely than | GWwv2 and M.Dvl1.

O Robustness: | GW/ M.D actively sends unsolicited Report or Leave
message to join or |leave a group, and solicited Report to respond
to Queries. Unsolicited Report and Leave nessages are nore
i mportant for ensuring satisfactory user experience and should be
guaranteed to i nprove service performance. Current | GW and M.D
provide the reliability for these nmessages by non responsive
retransm ssion, which is not adequate from both the robustness and
ef ficiency aspects when they are used on unreliable wireless |ink
or have to be exchanged over the tunnel between honme network and
access network separated by | ong distance [ ROBUST][ ACK]. For
| GWv3/ M.Dv2, because unsolicited report and | eave nessages wl |
not be suppressed by report fromother host, it is possible to
adopt acknow edgenent-retransm ssion to inprove reliability and
reduce superfluous packet transmi ssion [l GW-ACK].

Besi des, for | Gwv3/ M.Dv2, because the router could by explicit
tracki ng establishes nenbershi p database recordi ng each valid
receiver, it is possible to deduce the possible |oss of some
prot ocol nmessages according to the feedback after their

transm ssion, and to take sonme renmedies (e.g. by retransm ssion)
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to enable nore reliable transm ssion of these messages in bad
condi tions.

O Efficiency: IGwWv2 and M.Dvl use host suppression to suppress
dupl i cated nenbership reports on the link. In IGWv3 and M.Dv2,
because host suppression is not adopted, the report count wll be
numerous if the nunber of valid receivers on the network is |arge.
| GWv3 and M.Dv2 should be optimzed to try to minimze
unnecessary packet transmi ssion to conpensate this drawback. As an
exanpl e, because an | GWv3/ M.Dv2 router has record of each user in
its state database by explicit tracking, it is possible to
elimnate the need for query tinmeouts when receiving | eave
nmessages and to inprove the efficiency by reducing both the
unnecessary Queries and reports generated on a network.

And as described in [REQU RE] and [ RFC5757], the default tinmer

val ues and counter val ues specified in |GW and M.D were not
designed for the nobility context. This may result in a slow
reaction following a client join or |eave, in possible packet |oss
under worse conditions, or in overburdening the wireless |ink by
excessi ve packets exchange than necessary. These issues can be
addressed by tuning these paraneters for the expected packet |oss on
alink to optim ze service perfornmance and resource usage

The conpari son between | GWv2/ M.Dvl and | GWv3/ M.Dv2 is illustrated
in figure 3. In sumary, it is desirable to choose | GWv3/ M.Dv2 or
LW I GwWv3/ M.Dv2 as the group managenment protocol for wreless or
nmobil e nmulticast. They should be optinized to adapt to wirel ess and
nmobi |l e networks to neet the efficiency and reliability requirenent
for these networks. These optinizations range fromthe tuning of the
paranmeters (e.g. the Query Interval and other variables), to the
tuni ng of protocol behavior w thout introducing interoperability

i ssues. Considering an enhancenent in one direction mght introduce
side effects in another one, bal ances should be taken carefully to
avoi d defects and i nprove protocol perfornmance as a whol e.
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Fom e e e oo oo e e e a oo oo Fom e e e e oo +
[ | ssues [ | GWv2/ MLDv1 [ | GWv3/ M.Dv2 |
e e e e e e e e o e e e e e e e e B +
| Default Tiner and [ Not designed for [ Not designed for

| Robust ness Variable | Mobi lity context | Mobi lity context|
| | Need to be tuned | Need to be tuned|
Fom e e e oo oo e e e a oo oo Fom e e e e oo +
I I I I
| Explicit Tracking | Not Support | Support |
AU SRS U .
| ASM and SSM | Only Support ASM | [
[ Subscri ption [ Subscri ption [ Bot h Support

Fom e e e e e e e e oo o e e e e e e e e e oo ) +

| |
[ Explicit Join [
| and Leave |
I I

Fi gure 3. Conparison between | GWv2/ M.Dvl and | GWv3/ M.Dv2

4. 1 GW/ M.D tuning optimzation for Wreless or Mbile Network

As nmentioned in section 2, | GwWv3/ M.Dv2 or LWIGWv3/ M.Dv2 is
recomended to be used as the basis for optimzation of IGW/ M.D to
adapt to wireless and nobile networks. |In this section, taking
these characteristics requirenent into account, we wll discuss
several optinization approaches for tuning of 1GWv3 and M.Dv2 in
wirel ess environnent. The optim zations try to minimze the packet
transm ssion for both the Reports and Queries, and at the neanwhile
take the factor of inproving reliability into account, wi th m ni num
cost. Different link types are also considered for the tuning
behavi or.

4.1. Explicit Tracking and Query Suppression

In 1 GwWv2/ M.Dv1l, the nenber reports are suppressed if the sane
report has already been sent by another host in the network which is
al so referred to as host suppression. As described in the A 2 of

[ RFC3810], the suppression of multicast listener reports has been
renoved in M.Dv2 due to the foll owi ng reasons:
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O Routers may want to track per-host nulticast listener status on an
interface. This enables the router to track each individual host
that is joined to a particular group or channel and all ow m ni nal
| eave | atenci es when a host | eaves a nulticast group or channel

o Multicast Listener Report suppression does not work well on
bri dged LANs. Many bridges and Layer?2/Layer3 sw tches that
i mpl ement MLD snoopi ng do not forward M.D nmessages across LAN
segnments in order to prevent nulticast listener report suppression

0 By elimnating nulticast |istener report suppression, hosts have
fewer nessages to process; this leads to a sinpler state machine
i mpl enent ati on.

o In MDv2, a single multicast listener report now bundles nultiple
mul ti cast address records to decrease the nunber of packets sent.
I n conparison, the previous version of MD required that each
mul ti cast address be reported in a separate nessage.

Wt hout host suppression, it is possible to enable explicit tracking
on a router by which the local replication can be used by the router
to inspect incomng join and | eave requests, record or refresh the
menbership state for each host on the interface, and take
appropriate action to each received report. In the neanwhile, the
router builds a table to track which channel being forwarded to each
port. |If the channel being requested to view is already being
received at the router, it can replicate the streamand forward to
this new requester which ensure good response tine.

By using the tracking table nentioned above, the router has the
capability to learn if a particular nmulticast address has any
menbers on an attached link or if any of the sources fromthe
specified list for the particular nulticast address has any nenbers
on an attached Iink or not. Such capability nmakes G oup specific
Query or Source-and-Goup Specific Queries, which are sent to query
ot her nenbers when a nenber | eaves, unnecessary to be used because
the router has already known who are active on the interface using
explicit tracking. Therefore it is desirable that these two Queries
are elimnated when explicit tracking is used. But Genera
periodical Query by a router to solicit current state reports to
refresh existing nenbership state database should still be used to
prevent incorrectness of the database due to the possible | oss of
explicit join and | eave nmessage in sonme cases.

The main benefits of using explicit tracking without G oup specific
Query or Source-and-Goup Specific Queries are that it provides
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O mini m zi ng packet nunber and packet burst: Elimnation of Goup and
Source- G oup specific Queries when a nmenber | eaves a group will
reduce the nunmber of transmtted G oup Specific Queries. And
finally the total nunber of Reports in response to G oup Specific
Queries can be drastically reduced.

O Mnimal |eave |latencies: an | GWv3/ M.Dv2 router configured with
explicit tracking can imedi ately stop forwarding traffic if the
| ast host to request to receive traffic fromthe router indicates
its leave fromthe group.

O Faster channel changi ng: The channel change tine of the receiver
application depends on the | eave latency, that is to say, single
host can not receive the new nmulticast stream before forwardi ng of
the ol d stream has st opped.

O Reduci ng Power consunption: Due to elimnation of the suppression
of menbership reports, the host does not need to spend processing
power to hear and deternine if the same report has al ready been
sent by another host in the network, which is beneficial to nobile
hosts that do not have enough battery power.

4.2. Report Suppression for the hosts

The | arge nunber of Reports and bad link condition may result in
packets burst. This packet burst can be mitigated by having the
router aggregate the responses (nenbership reports) fromnultiple
clients. The router can intercept | GW/ M.D reports com ng from hosts,
and forwards a sunmarized version to the upstreamrouter only when
necessary. Typically this nmeans that the router will forward | GW/ M.D
menbership reports as foll ows:

- Unsolicited nenbership reports (channel change requests) are
forwarded only when the first subscriber joins a nmulticast group, or
the | ast subscriber |eaves a nulticast group. This tells the upstream
router to begin or stop sending this channel to this router

- Solicited nmenbership reports (sent in response to a query) are
forwarded once per nulticast group. The router may al so aggregate
mul ti pl e responses together into a single nenbership report.

4.3. Query Suppression for the routers
The | arge nunmber of Queries and bad link condition may result in

packets burst. This packet burst can be mitigated by having the
downstreamrouter stop forwarding | GW/ M.D Queries packets sent to
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the hosts and respond with report as proxy to the upstream router
Typically this nmeans that the router will:

- Never send a specific query to any client, and

- Send general queries only to those clients receiving at |east one
mul ticast group

4.4. Mnimzing Query Frequency by increasing interval each tine

In 1 GWv3/ M.Dv2, Goup Specific Queries and Source and G oup
specific Queries are sent for [Last Menber Query Count] tines with
short fixed [Last Menber Query Interval], to |learn whether there are
valid nenbers froman attached link. |If the network is undergoing
congestion, the nmultiple transm ssions of the queries may further
deteriorate the bad conditions. To elimnate the bad effects for
this, these Queries can be slowed down when a router can not coll ect
successful ly expected nenbers’ report responses in the mean while it
detects the network congestion is going to happen. The slow ng down
process of the Queries could be arranged in a prolonged tinme
interval as described in [ ADAPTI VE].

The sl ow down behavior is: a router after sending a Query, if
acqui res the expected responses fromthe receivers, refreshes its
state database and stop the querying retransm ssion process, or if
after a time interval fails to get the expected report responses,

resends a Query with an increased (e.g. double) interval. This
process can be repeated, for each tine the retransnission is
arranged in a prolonged tine interval, till the router receives the

expect ed responses, or determi nes the receiver is unreachable and
then stops the sending of the Query ultimately. The router can make
j udgnent on not getting expected response fromthe Queries in the
foll owi ng cases:

O When Group Specific Query and Source and G oup Specific Queries
are used to track other nunbers, the router can not collect any
response fromthe Iink

O When all group nenbers | eave the group or nmove out of scope, the
General Query sent by the router can not solicit any responses
fromthe link, as mentioned in section 4.9.

O When General Query is retransnitted due to possible | oss deducing
fromno responses fromvalid nenbers in the database.
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O When General Query is retransmitted by a router on startup
[ RFC3376] [ RFC3810], it gets no nenbership response fromthe
i nterface.

O When unicast Query is sent to solicit a particular receiver, if
the router can not get responses fromthe receiver, as described
in section 4.5 and 4. 6.

In the above cases, if the router fails to get expected response
fromthe network, and if the link condition is bad or in congestion
the router could retransnit the Queries in increased interval. This
query retransmission with increnmental interval enables the router to
reduce the total packet retransnission tines in the sane tine period
comparing with retransm ssion for multiple tines with fixed interval
and at the nmean time gain sonme degree of reliability. The variable
time interval and the termi nation condition should be configurable
and coul d be set according to actual network condition, which is out
the scope of this docunent.

4.5. Switching Between Unicast Query and Milticast Query

| GWP/ MLD protocols define the use of nmulticast Queries whose
destination addresses are nulticast addresses and al so all ow use of
uni cast Queries with unicast destination. The unicast Query is sent
only for one destination and has the advantages of not affecting
other host on the sanme Iink. This is especially desirable for

Wi rel ess conmuni cati on because the nobile term nal often has limted
battery power. But if the nunber of valid receivers is large, using
uni cast Query instead of nulticast Query will introduce |arge nunber
of Queries because each Query will be generated for each nmenber,
which will not be an efficient use of link resources. |In this case
the normal nulticast Query will be a good choice because only one
Query needs to be sent. On the other hand of the nunber of receivers
to be queried is small, the unicast Query is advantageous over
mul ti cast one.

The router can choose to switch between unicast and multicast Query
according to the practical network conditions. For exanple, if the
receiver nunber is small, the router could send uni cast Queries
respectively to each receiver to solicit their nenbership states

wi t hout arousing other host which is in the dormant state. Wen the
recei ver nunber reaches a predefined level, the router could change
to use nulticast Queries. The router could nmake the switching
flexibly according to practical conditions to inprove the efficiency.
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4.6. Using General Query with Unicast Query

Uni cast Query al so can be used in addition to General Query to

i mprove the robustness of solicited reports when General Query fails
to collect its valid nenbers. It requires the explicit tracking to
be enabled on the router. Its basic behavior is: a router after
sending a periodical Query collects successfully all the nenbers’
report responses except for one or two which are currently stil
valid in its database. This nay be because the non-respondent ones
silently | eave the network without any notification, or because
their reports are lost due to sone unknown reason. The router in
this case could choose to unicast a Query respectively to each non-
respondent receiver to check whether they are still alive for the
mul ticast reception, without affecting the majority of receivers
that have al ready responded. Unicast Queries under this condition
could be sent for [Last Menber Query Count] times, follow ng the
same rule of [3376] or [3810], or <could be resent in increnental
interval, as described in section 4.4.

4.7. Retransni ssion of General Queries

In 1GWv3 and MLDv2, apart fromthe continuously periodica

transm ssion, General Query is also transnmitted during a router’s
startup. It will be transnmitted for [Startup Query Count] tinmes with
[Startup Query Interval], to inprove reliability of General Query
during startup. There are sonme ot her cases where retransm ssion of
General Query is beneficial which are not covered by current

| GWv3/ M.Dv2 protocols as shown in the foll ow ng.

For exanple, a router which keeps track of all its active receivers
if after sending a General Query, may fail to get any response from
the receivers which are still valid in its menbership database. This

may be because all the valid receivers | eaves the groups or noves out
of the range of the Iink at the nonent, or because all the responses
of the receivers are lost, or because the sent Query does not arrive
at the other side of the link. |[If current database indicates the
nunber of the valid receiver is not small, the router could choose to
compensate this situation by retransmitting the General Query to
solicit its active nenbers

This conpensating General Query could be sent several tinmes, if the

router can not get any feedback fromthe receivers which are previous
in the database. The repetition of the transmi ssion could in fixed

Wi, et al Expires April 25, 2011 [ Page 16]



Internet-Draft Tuning | GWv3/ M.Dv2 Protocol Behavi or Cct ober 2010

interval such as [Last Menber Query Interval], or could in prol onged
interval if the link condition is not good.

4.8. CGeneral Query Suppression with no receiver

In 1GWv3 and M.Dv2, General Query is multicast sent periodically
and continuously without any linmtations. It helps solicit the
state of current valid nmenber but has influence on all term nals,
whet her they are valid nmulticast receivers or not. When there is no
receiver on the link, the transm ssion of the General Query is a
waste of resources for both terminals and the router

The 1 GwPv3/ ML.Dv2 router could suppress its transnission of Genera
Query if there is no valid nulticast receiver on the link, e.g. in
the foll ow ng cases:

O If the |ast nenber reports its |leave for a group. This could be
judged by an explicit tracking router checking its nenbership

dat abase, or by a non explicit tracking router sending G oup and
Source G oup Specific Queries;

OIf the only nenber on a PTP link reports its |eaving;

OIf the router after retransm ssion of General Queries on startup
fails to get any response from any menber;

OIf the router previously has valid nmenbers but fails to get any
response from any nmenber after several rounds of General Queries
or Uni cast Queri es;

In these cases the router could nake a decision that no nenber is on
this link and totally stop its transm ssion of periodical Genera
Queries. If afterwards there is valid nulticast receiver joins a
group, the router could resunme the original cycle of transm ssion of
General Queries. Because CGeneral Query has influences on all the
terminals on the link, suppressing it when it is not needed is
beneficial for both the link efficiency and term nal power saving.

4.9. Tuning Response Delay according to link type and status

| GWv3 and M.Dv2 use del ayed response nmechanismto spread Report
nmessages fromdifferent hosts over a longer interval which can
greatly reduce possibility of packet burstiness. This is inplenented
by the host responding to a Query in a specific time randomy chosen
bet ween 0 and [ Maxi mum Response Del ay]. The val ue of [ Maximum
Response Del ay] paraneter is deternmined by the router and is carried
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in Query nessages to informthe valid hosts to nake the sel ection
A long delay will lessen the burstiness but will increase | eave

| atency (the tine between when the last listener stops listening to
a source or nulticast address and when the traffic stops flow ng).

In order to avoid burstiness of M.D nessages and reduce | eave

| atency, explicit tracking with G oup Specific Query elimnated is
recommended to be used first to reduce | eave | atency. Then the
Response Del ay may be dynamically cal cul ated based on the expected
nunber of Reporters for each Query and link type and |ink status.

O If the expected nunber of Reporters is large and Iink condition is
bad, the system admini strator MJST choose the | onger Maxi mum
Response Del ay; if the expected nunber of Reporters is small and
the link condition is good, the adm nistrator may choose the
smal | er Maxi num response Delay. In this case, the | GW/ M.D packet
burstiness can be reduced.

0 Another case is if the link type is PTP which neans the resource
is dedicated for one receiver on each |link, then the Maxi mum
Response Del ay can be chosen snaller, if the link type is shared
medi um | i nk or P2MP, then the Maxi num Response Del ay can be
configured |arger.

The Maxi mum Response Del ay can be configured by the adm nistrator as
ment i oned above, or be cal cul ated automatically by software too

i mpl ement ed according to experiential nodel on different |ink nodes.
As the router arrives at a value appropriate for current link type
and conditions, it will encode the value in Query nessages to inform
the host to nmake the response. The deternination of the instant

Maxi mum Response Del ay value is out of this document’s scope.

4.10. Triggering reports and queries quickly during handover

As a nobile termnal is noving fromone network to another, if it is
a multicast receiver froma group, its new access network should try
to deliver the content to the receiver w thout disruption or
performance deterioration. For the snmooth swi tching between

networ ks, the term nal’s nenbership should be acquired as quickly as
possi bl e by the new access networKk.

For the access router, it could trigger a Query to the ternminal as
soon as it detects a newternminal onits link. This could be a
General Query if the router does not know whether or not the
termnal is a valid receiver or if the nunmber of the entering
termnals is not small. O this Query could also be a unicast Query
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for only a small quantity of terminals to prevent unnecessary action
of other terminals in the switching area

For the termnal, it could trigger a report if it is currently in
the nmulticast reception state. This hel ps establish nore quickly
the menbership states and enable faster nmulticast streaminjection
because active report fromthe host does not requires the router to
wait for the query-response round in the passive reporting cases.

5. Security Considerations
They will be described in the later version of this draft.
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