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Abst ract

Mul ticast communi cation can be enabled in Proxy Mbile | Pv6 domains
via the Local Mbility Anchors by deploying MLD Proxy functions at
Mobi | e Access Gateways, via a direct traffic distribution within an
| SP's access network, or by selective route optinization schenes.

Thi s docunent describes the support of nobile nmulticast senders in
Proxy Mobile | Pv6 domains for all three scenarios. Protocol

optim zations for synchronizing PMPv6 with PIM as well as extended
M.D Proxy functions are presented. Mbbile sources always renain
agnostic of nulticast nobility operations.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 17, 2013.
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1.

I nt roducti on

Proxy Mobile IPv6 (PM Pv6) [ RFC5213] extends Mbile | Pv6 (M Pv6)

[ RFC6275] by networ k- based managenent functions that enable IP
mobility for a host without requiring its participation in any
mobility-related signaling. Additional network entities called the
Local Mobility Anchor (LMA), and Mbile Access Gateways (MAGs), are
responsi ble for managing IP nobility on behalf of the nobile node
(M\N). An M connected to a PM Pv6 domai n, which only operates
according to the base specifications of [ RFC5213], cannot participate
in multicast conmunication, as MAGs will discard group packets.

Mul ticast support for nobile listeners can be enabled within a PM Pv6
domai n by depl oying M.D Proxy functions at Mbile Access Gateways,
and nulticast routing functions at Local Mbility Anchors [ RFC6224].
Thi s base depl oynent option is the sinplest way to PM Pv6 nul ti cast
extensions in the sense that it follows the conmon PMPv6 traffic
nmodel and neither requires new protocol operations nor additiona
infrastructure entities. Standard software functions need to be
activated on PMPv6 entities, only, at the price of possibly non-
optimal rmnulticast routing.

Alternate solutions | everage perfornmance optim zation by providing

mul ticast routing at the access gateways directly, or by selective

route optimzation schenes. Such approaches (partially) follow the
busi ness nmodel of providing nulticast data services in parallel to

PM Pv6 uni cast routing.

Mul ticast |istener support satisfies the needs of receptive use cases
such as | PTV or sever-centric gam ng on nobiles. However, current
trends in the Internet enfold towards user-centric, highly

i nteractive group applications |ike user generated stream ng,
conferencing, collective nobile sensing, etc. Many of these popul ar
applications create group content at end systens and can |l argely
profit froma direct data transnission to a nulticast-enabled

net wor k.

Thi s docunment describes the support of nobile multicast senders in
Proxy Mobile | Pv6 domai ns subsequently for the base depl oynent
scenario [ RFC6224], for direct traffic distribution within an ISP s
access network, as well as for selective route optinization schenes.
The contribution of this work reflects the source nobility problem as
di scussed in [RFC5757]. Mbbile Nodes in this setting remain agnostic
of multicast nobility operations.
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2. Term nol ogy
Thi s docunment uses the term nol ogy as defined for the nobility
protocol s [ RFC6275], [RFC5213] and [ RFC5844], as well as the
mul ti cast edge related protocols [ RFC3376], [RFC3810] and [ RFC4605].
3. Base Solution for Source Mbility and PM Pv6 Routing
3.1. Overview
The reference scenario for nulticast deploynment in Proxy Mobile |Pv6
domains is illustrated in Figure 1. MAGs play the role of first-hop

access routers that serve multiple MNs on the downstream while
running an MLD/ | GW proxy instance for every LMA upstream tunnel
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Figure 1. Reference Network for Milticast Deploynent in PMPv6 with
Source Mbility

An WNin a PMPv6 domain will decide on nulticast data transm ssion
conpl etely independent of its current nobility conditions. It will
send packets as initiated by applications, using its source address
with Home Network Prefix (HNP) and a nulticast destination address
chosen by application needs. Milticast packets will arrive at the
currently active MAG via one of its downstream | ocal (wreless)

links. A nmulticast unaware MAG woul d sinply discard these packets in
the absence of a nmulticast routing information base (VR B).

An MN can successfully distribute nulticast data in PMPv6, if MD
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proxy functions are deployed at the MAG as described in [ RFC6224].
In this set-up, the M.D proxy instance serving a nobile multicast

source has configured its upstreaminterface at the tunnel towards
MN' s corresponding LMA. For each LMA, there will be a separate

i nstance of an M.D proxy.

According to the specifications given in [ RFC4605], multicast data
arriving froma downstreaminterface of an M.D proxy will be
forwarded to the upstreaminterface and to all but the incom ng
downstreaminterfaces that have appropriate forwarding states for
this group. Thus nulticast streans originating froman MN wll
arrive at the corresponding LMA and directly at all nobile receivers
co-located at the same MAG and MLD Proxy instance. Serving as the
designated nmulticast router or an additional MD proxy, the LMA
forwards data to the fixed Internet, whenever forwarding states are
mai ntai ned by nmulticast routing. |If the LMA is acting as another M.D
proxy, it will forward the nmulticast data to its upstreaminterface,
and to downstreaminterfaces with matchi ng subscriptions,
accordingly.

In case of a handover, the MN (unaware of IP mobility) can continue
to send nulticast packets as soon as network connectivity is
reconfigured. At this tine, the MAG has determ ned the correspondi ng
LMA, and | Pv6 uni cast address configuration (including PM Pv6

bi ndi ngs) has been performed . Still multicast packets arriving at
the MAG are discarded (if not buffered) until the MAG has conpl eted
the foll ow ng steps.

1. The MAG has deternmined that the MNis admi ssible to nmulticast
servi ces.

2. The MAG has added the new downstream!link to the M.D proxy
instance with up-link to the correspondi ng LNA.

As soon as the MN's uplink is associated with the correspondi ng M.D
proxy instance, nulticast packets are forwarded again to the LMA and
eventually to receivers within the PMP domain (see the call flowin

Figure 2). In this way, nulticast source nobility is transparently
enabled in PM Pv6 domains that deploy the base scenario for
mul ti cast.
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Figure 2: Call Flow for Goup Comrunication in Milticast-enabled PMP

These nul ticast depl oynment considerations |ikew se apply for nobile
nodes that operate with their |IPv4 stack enabled in a PM Pv6 donmi n.
PM Pv6 can provide | Pv4d hone address nobility support [RFC5844].

I Pv4 nulticast is handled by an | GW proxy function at the MAGin an
anal ogous way.

Fol I owi ng these depl oynent steps, nulticast traffic distribution
transparently inter-operates with PMPv6. It is worth noting that an
MN - while being attached to the sane MAG as the nobil e source, but
associated with a different LMA - cannot receive multicast traffic on
a shortest path. |Instead, nulticast streans flow up to the LMA of
the mobil e source, are transferred to the LMA of the nobile |istener
and tunnel ed downwards to the MAG again (see Appendix A for further
consi derati ons).

Schmi dt, Ed., et al. Expi res January 17, 2013 [ Page 8]



Internet-Draft Mul ticast Senders in PM Pv6 July 2012

3.2. Base Solution for Source Mbility: Details

I ncorporating multicast source nobility in PMPv6 requires to depl oy
general multicast functions at PMPv6 routers and to define their
interaction with the PM Pv6 protocol in the follow ng way.

3.2.1. Operations of the Mbile Node

A Mobile Node willing to send multicast data will proceed as if
attached to the fixed Internet. No specific nmobility or other
mul ticast related functionalities are required at the M

3.2.2. Operations of the Mbile Access Gateway

A Mobile Access Gateway is required to have M.D proxy instances

depl oyed, one for each tunnel to an LMA, which serves as its unique
upstreamlink (cf., [RFC6224]). On the arrival of an MN, the MAG
deci des on the mappi ng of downstreamlinks to a proxy instance and
the upstreamlink to the LMA based on the regul ar Bi nding Update Li st
as mai ntained by PM Pv6 standard operations. Wen nulticast data is
received fromthe M\, the MAG MIST identify the correspondi ng proxy
instance fromthe incomng interface and forwards nulticast data
upstream accordi ng to [ RFC4605].

The MAG MAY apply special admission control to enable nmulticast data
transition froman MN. It is advisable to take special care that M.D
proxy inplenmentations do not redistribute nmulticast data to
downstreaminterfaces wi thout appropriate subscriptions in place.

3.2.3. Operations of the Local Mbility Anchor

For any M\, the Local Mdbility Anchor acts as the persistent Hone
Agent and at the sane tine as the default nulticast upstreamfor the
corresponding MAG It will manage and nmintain a nulticast
forwarding i nformation base for all group traffic arriving fromits
mobi |l e sources. It SHOULD participate in multicast routing functions
that enable traffic redistribution to all adjacent LMAs within the
PM Pv6 domai n and thereby ensure a continuous receptivity while the
source is in notion.

3.2.3.1. Local Mbility Anchors Operating PIM

Local Mobility Anchors that operate the PIM SMrouting protocol

[ RFC4601] will require sources to be directly connected for sending
PIMregisters to the RP. This does not hold in a PM Pv6 domain, as
MAGs are routers internmediate to MN and the LMA. In this sense, M\s
are nulticast sources external to the PIM SM domai n.
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To nmitigate this inconpatibility cormon to all subsidiary M.D proxy
domai ns, the LMA should act as a Pl M Border Router and activate the
Border-bit. In this case, the DirectlyConnected(S) is treated as
bei ng TRUE for nobile sources and the PIMSM forwarding rule "iif ==
RPF interface(S)" is relaxed to be TRUE, as the incom ng tunne
interface from MAG to LMA is considered as not part of the Pl M SM
conponent of the LMA (see A 1 of [RFC4601] ).

Not abl y, running BIDIR PI M [RFC5015] on LMAs remains robust with
respect to source |location and does not require a special
configuration.

3.2.4. | Pv4 Support

An MWN in a PMPv6 domain may use an | Pv4 address transparently for
conmmuni cation as specified in [ RFC5844]. For this purpose, an LNMA
can register an | Pv4-Proxy-CoA in its Binding Cache and the MAG can
provide | Pv4 support in its access network. Correspondingly,
mul ti cast menbershi p managenent will be perforned by the MN using

| GW. For nulticast support on the network side, an | GW proxy
function needs to be deployed at MAGs in exactly the sane way as for
| Pv6. [RFC4605] defines | GW proxy behaviour in full agreenment with
| Pv6/ MLD. Thus | Pv4 support can be transparently provided follow ng
t he obvi ous depl oynment anal ogy.

For a dual -stack | Pv4/1Pv6 access network, the MAG proxy instances
SHOULD choose mnul ticast signaling according to address configurations
on the link, but MAY submit 1 GW and M.D queries in parallel, if
needed. It should further be noted that the infrastructure cannot
identify two data streans as identical when distributed via an | Pv4
and I Pv6 nulticast group. Thus duplicate data nmay be forwarded on a
het er ogeneous network | ayer.

A particular note is worth giving the scenario of [ RFC5845] in which
overl apping private address spaces of different operators can be
hosted in a PM P domain by using GRE encapsul ation with key
identification. This scenario inplies that unicast conmunication in
the MAG LMA tunnel can be individually identified per MN by the GRE
keys. This scenario still does not inpose any special treatment of
mul ti cast commruni cation for the foll ow ng reasons.

Miul ticast streams fromand to M\Ns arrive at a MAG on poi nt-to-point
links (identical to unicast). Milticast data transm ssion fromthe
MAG to the corresponding LMA is |Iink-local between the routers and
routing/forwarding remains i ndependent of any individual MN\. So the
MAG- proxy and the LMA SHOULD NOT use GRE key identifiers, but plain
GRE encapsul ation in multicast comrunication (including M.D queries
and reports). Milticast traffic sent upstream and downstream of MAG
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to-LMA tunnel s proceeds as router-to-router forwarding according to
the multicast routing information base (MRI B) of the MAG or LMA and
i ndependent of MN' s uni cast addresses, while the MAG proxy instance
re-distributes nulticast data down the point-to-point |inks
(interfaces) according to its own MRI B, independent of MN's IP

addr esses.

3.2.5. Efficiency of the Distribution System
In the following efficiency-related i ssues are enunerated.

Mul ticast reception at LMA In the current deploynent scenario, the
LMA will receive all nulticast traffic originating fromits
associ ated MNs. There is no mechanismto suppress upstream
forwarding in the absence of receivers.

MNs on the sane MAG using different LMAs For a nobile receiver and a
source that use different LMAs, the traffic has to go up to one
LMA, cross over to the other LMA, and then be tunnel ed back to the
same MAG causing redundant flows in the access network and at the
MAG.

4. Direct Milticast Routing

There are depl oynent scenarios, where multicast services are
avai |l abl e throughout the access network independent of the PM Pv6
routing system[I-D.ietf-nultinob-pm pv6-ropt]. 1In these cases, the
visited networks grant a |l ocal content distribution service (in
contrast to LMA-based honme subscription) with locally optim zed
traffic flows. It is also possible to deploy a m xed service nodel
of local and LMA-based subscriptions, provided a unique way of
service selection is inplenmented. For exanple, access routers (MAGS)
coul d decide on service access based on the nulticast address G or
the SSM channel (S, G under request (see Section 5 for a further

di scussi on).

4.1. Overview
Direct nmulticast access can be supported by
0 native nmulticast routing provided by one nulticast router that is
nei ghbori ng MLD proxies deployed at MAGs within a flat access

networ k, or via tunnel uplinks,

0 a nmulticast routing protocol such as PIMSM[RFC4601] or BIDIR-PIM
[ RFC5015] depl oyed at the MAGs.
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Fi gure 3 displays the correspondi ng depl oynent scenari os,
separate nulticast from PM Pv6 unicast
MAGs (M.D proxies) are linked to

t hr oughout

a single nulticast

routing.
t hese scenarios that all
routing donain.

whi ch

It is assuned

Multicast traffic distribution can be sinplified in these scenari os.
A single proxy instance at MAGs with up-link into the multicast

domain will serve as a first hop nmulticast gateway and avoid traffic
duplication or detour routing. Milticast routing functions at MAGs
will sean essly enbed access gateways within a nulticast cloud

However
requi re sone nulticast
trees.
[ RFC5757] for further aspects)
the multicast routing protoco
conmmon protocol s.

4,

2. M.D Proxi es at MAGs

In a PM Pv6 donui n,

mobility of the nmulticast source in this scenario wll
routing protocols to rebuild distribution
This can cause significant service disruptions or delays (see

Depl oynment details are specific to
in use, in the follow ng described for

singl e MLD proxy instances can be depl oyed at

each MAG that enable nmulticast service at the access via an uplink to

a multicast service infrastructure (see Figure 3 (a) ).
service disruptions on handovers,
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be adjacent to the same next-hop nulticast router. This can either
be achi eved by arranging proxies within a flat access network, or by
upstream tunnels that term nate at a common nul ticast router.

Mul ticast data submitted by a nobile source will reach the M.D proxy
at the MAG that subsequently forwards flows to the upstream and all
downstreaminterfaces with appropriate subscriptions. Traversing the
upstreamwi |l lead traffic into the nulticast infrastructure (e.qg.,
to a PIM Designated Router) which will route packets to all |ocal
MAGs that have joined the group, as well as further upstream
according to protocol procedures and forwardi ng states.

On handover, a nobile source will reattach at a new MAG and can
continue to send nulticast packets as soon as PM Pv6 uni cast
configurations have conpleted. Like at the previous MAG the new M.D
proxy will forward data upstream and downstreamto subscri bers.

Li steners local to the previous MAG will continue to receive group
traffic via the local nmulticast distribution infrastructure follow ng
aggregated listener reports of the previous proxy. |n general,
traffic fromthe nmobile source continues to be transmitted via the
same next-hop router using the same source address and thus remains
unchanged when seen fromthe w der nulticast infrastructure.

4.2.1. Considerations for PIM SM on the Upstream

A nobil e source that transmits data via an MLD proxy will not be
directly connected to a PIM Designated Router as discussed in
Section 3.2.3.1. Counterneasures apply correspondi ngly.

A PI M Desi gnated Router that is connected to M.D proxies via

i ndi vidual |P-tunnel interfaces will experience invalid PIM source
states on handover. This problemcan be nitigated by aggregating
proxies on a | ower |ayer.

4,2.2. SSM Consi derations

Sour ce-specific subscriptions invalidate with routes, whenever the
source noves fromor to the MAG proxy of a subscriber. Milticast
forwarding states will rebuild with unicast route changes. However,
this may |l ead to noticeable service disruptions for locally

subscri bed nodes.

4.3. PIMSM
The full-featured multicast routing protocol PIM SM MAY be depl oyed
in the access network for providing nulticast services in parallel to

uni cast routes. Throughout this section, it is assuned that the
PM Pv6 mobility domain is part of a single PIMSM nulticast routing
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4.

4.

3.

3.

domain with PIM SMrouting functions present at all MAGs and al
LMAs. The PIMrouting instance at a MAG SHALL then serve as the
Desi gnated Router (DR) for all directly attached Mbil e Nodes. For
expedi ti ng handover operations, it is advisable to position PIM
Rendezvous Points (RPs) in the core of the PM Pv6 network donain.
However, regular |P routing tables need not be present in a PM Pv6
depl oynent, and additional effort is required to establish reverse
path forwarding rules as required by PI M SM

1. Routing Infornmation Base for Pl M SM

In this scenario, PIMSMw Il rely on a Miulticast Routing |Information
Base (MRIB) that is generated i ndependently of the policy-based
routing rules of PMPv6. The granularity of nobility-related routing
| ocators required in PIMdepends on the conplexity (phases) of its
depl oynent .

The following information is needed for all phases of PIM

0o Al routes to networks and nodes (including RPs) that are not
mobi | e nenbers of the PM Pv6 domain MUST be defined consistently
anong PIMrouters and remain uneffected by node nobility. The
setup of these general routes is expected to follow the topol ogy
of the operator network and is beyond the scope of this docunent.

The following route entries are required at a Pl M operating MAG when
phases two or three of PIM or PIM SSM are in operation

o Al M\s that are directly attached to the MAG generate | oca
routes to their Home Network Prefixes (HNPs) at the corresponding
poi nt-to-point attachnments that MJUST be included into the | oca
MRl B.

0o Al routes to MNs that are attached to distant MAGs of the PM Pv6
domai n point towards their corresponding LMAs. These routes MJST
be nade available in the MR B of all PIMrouters (except for the
| ocal MAG of attachment), but MAY be eventually expressed by an
appropriate default entry.

2. (Qperations of PIMin Phase One

A new nobile source Swll transnmit nulticast data of group G towards
its MAG of attachnment. Acting as a PIM DR, the access gateway wil |
uni cast -encapsul ate the nulticast packets and forward the data to the
Virtual Interface (VI) with encapsul ation target RP(G, a process
known as PI M source registering. The RP will decapsul ate and
natively forward the packets down the RP-based distribution tree
towards (nobile and stationary) subscribers.
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On handover, the point-to-point |link connecting the nobile source to
the old MMAGwi Il go down and all (S,*) flows term nate. |In response,
the previous DR (MAG deactivates the data encapsul ati on channels for
the transient source (e.g., all DownstreamJPState(S,*,VI) are set to
Nol nfo state). After reattaching and conpl eti ng uni cast handover
negoti ati ons, the nobile source can continue to transnmit nulticast
packets, while being treated as a new source at its new DR (MAG .
Source register encapsulation will be imediately initiated, and
(S, G data continue to flow natively down the (*, G RP-based tree

Sour ce handover nmanagenent in PIM phase one admits | ow conplexity and
remai ns transparent to receivers. In addition, the source register
tunnel managenent of PIMis a fast protocol operation and little
overhead can be expected thereof. In a PMPv6 depl oynent, PIM RPs
MAY be configured to not initiated (S,G shortest path tress for
nmobi | e sources, and thus renmain in phase one of the protocol. The
price to pay for such sinplified deploynment lies in possible routing
detours by an overall RP-based packet distribution even in those
cases, where nobile senders and receivers are attached to the sane
access router.

4.3.3. Qperations of PIMin Phase Two

After receiving source regi ster packets, a PIMRP eventually wi |l
initiated a source-specific Join for creating a shortest path tree to
the (rmobile) source S, and issue a source register stop at the native
arrival of data fromS. For initiating an (S,G tree, the RP, as well
as all internediate routers, require route entries for MN's HNP t hat
- unless the RP coincides with the MAG of S - point towards the
correspondi ng LMA of S. Consequently, the (S,G tree will proceed
fromthe RP via the (stable) LMA, the LMA-MAG tunnel to the nobile
source. This tree can be of lesser routing efficiency than the PI M
source register tunnel established in phase one, but provides the
advant age of immedi ate data delivery to receivers that share a MAG
with S

On handover, the nobile source reattaches to a new MAG (DR), and

PM Pv6 uni cast managenent will transfer the LMA-MAG tunnel to the new
poi nt of attachnent. However, in the absence of a corresponding

mul ticast forwarding state, the new DRwill treat S as a new source
and initiate a source registering of PIMphase one. In consequence,
the PIMtransition fromphase one to two will be iterated per
handover, |eading to an enhanced signaling | oad and repeated del ay
vari ati ons.
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4.3.4. (Operations of PIMin Phase Three

In response to an exceeded threshold of packet transm ssion, DRs of
receivers eventually will initiated a source-specific Join for
creating a shortest path tree to the (nobile) source S, thereby
transitioning PIMinto the final short-cut phase three. For all
receivers not sharing a MMGwith S, this (S, G tree will proceed from
the receiving DR via the (stable) LMA, the LMA-MAG tunnel to the
mobi |l e source. This tree is of higher routing efficiency than
established in the previous phase two, but need not outperformthe

Pl M source regi ster tunnel established in phase one. It provides the
advant age of inmmediate data delivery to receivers that share a MAG
with S

On handover, the nobile source reattaches to a new MAG (DR), and

PM Pv6 uni cast managenent will transfer the LMA-MAG tunnel to the new
poi nt of attachnent. However, in the absence of a correspondi ng
mul ticast forwarding state, the new DRwill treat S as a new source
and initiate a source registering of PIMphase one. In consequence,
the PIMtransition from phase one to two and three will be iterated
per handover, |eading to an enhanced signaling | oad and repeated

del ay vari ati ons.

4.3.5. PIMSSM Consi derations

Source-specific Joins of receivers will guide PIMto operate in SSM
nmode and lead to an i medi ate establishnment of source-specific
shortest path trees. Such (S,G trees will equal the distribution
systemof PIMs final phase three (see Section 4.3.4). However, on
handover and in the absence of RP-based data distribution, SSM data
delivery cannot be resumed via source registering as in Pl M phase
one. Consequently, data packets transnmitted after a handover wll be
di scarded at the MAG until regular tree mai ntenance has re-
established the (S,G forwarding state at the new MAG

4.3.6. Handover Optim zations for PIM

Source-specific shortest path trees are constructed in PI M SM (phase
two and three), and in PIM SSM that follow LMA- MAG tunnel s towards a
source. As PIMrenmins unaware of source nobility nmanagenent, these
trees invalidate under handovers w th each tunnel re-establishnment at
a new MAG Regul ar tree mai ntenance of PIMw || recover the states,
but remai ns unsynchroni zed and too slow to seanlessly preserve PIM
data di ssem nati on.

A nethod to quickly recover PIM (S, G trees under handover SHOULD

synchroni ze nulticast state maintenance with uni cast handover
operations and MAY proceed as follows. On handover, an LMA reads all
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4.4,

4.4.

4.4,

Sch

(S, G Join states fromits corresponding tunnel interface and
identifies those source addresses S i that match noving HNPs. After

re-establishing the new tunnel, it SHOULD associate the (S_i,*) Join
states with the new tunnel endpoint and imediately trigger a state
mai nt enance (Pl M Join) nessage. In proceeding this way, the source-

specific PIMstates are transferred to the new tunnel end point and
propagated to the new MAG i n synchrony wi th uni cast handover
procedures.

Bl DI R- PI M

Bl DI R- Pl M MAY be depl oyed in the access network for providing

mul ticast services in parallel to unicast routes. Throughout this
section, it is assuned that the PM Pv6 nobility domain is part of a
single BIDDR-PIM nul ticast routing domain with BIDIR- PIMrouting
functions present at all MAGs and all LMAs. The PIMrouting instance
at a MAG SHALL then serve as the Designated Forwarder (DF) for all
directly attached Mobil e Nodes. For expediting handover operations,
it is advisable to position Bl D R PI M Rendezvous Poi nt Addresses
(RPAs) in the core of the PM Pv6 network domain. As regular IP
routing tables need not be present in a PM Pv6 depl oynent, reverse
path forwarding rules as required by BIDIR-PIMneed to be

est abl i shed.

1. Routing Information Base for BIDIR-PIM

In this scenario, BIDDRPIMw Il rely on a Milticast Routing
Informati on Base (MRIB) that is generated independently of the
policy-based routing rules of PMPv6. The following infornmation is
needed.

0o Al routes to networks and nodes (including RPAs) that are not
mobi | e nenbers of the PM Pv6 domain MUST be defined consistently
anong BIDIR-PIMrouters and renmain uneffected by node nobility.
The setup of these general routes is expected to follow the
topol ogy of the operator network and is beyond the scope of this
docunent .

2. (Qperations of BIDIR-PIM

BIDDR-PIMwi || establish spanning trees across its network domain in
conformance to its preconfigured RPAs and the routing infornmation
provided. Milticast data transnitted by a nobile source will

i medi ately be forwarded by its DF (MAG onto the spanning group tree
wi t hout further protocol operations.

On handover, the nobile source re-attaches to a new MAG (DF), which
conmpl et es uni cast network configurations. Thereafter, the source can
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i mredi ately proceed with nulticast packet transm ssion onto the pre-
established distribution tree. BID R Pl M does neither require

prot ocol signaling nor additional reconfiguration delays to adapt to
source nobility and can be considered the protocol of choice for
nmobil e nulticast operations in the access. As nulticast streans

al ways flow up to the Rendezvous Point Link, sone care should be
taken to configure RPAs conpliant with network capacities.

5. Extended MLD Proxy Functions for Optimzed Source Mbility in PM Pv6

A depl oynent of M.D Proxies (see [ RFC4605]) at MAGs has proven a
useful and appropriate approach to multicast in PMPv6, see

[ RFC6224], [I-D.ietf-multinob-pni pve-ropt]. However, unnodified
standard sol utions go along with significant performnce degradation
for nmobile senders as discussed along the lines of this docunment. To
overcone these deficits, optimzing approaches to multicast source
mobility are introduced in this section. In particular, uplink
capabilities of MD proxies are extended to allow for rapid,
optimzed multicast traffic flows from nobile sources.

Sol utions that extend M.D Proxies by additional uplinking functions
need to conply to the follow ng requirenents.

Prevention of Routing Loops In the absence of a full-featured
routing logic at an MLD Proxy, sinple and |ocally decidable rules
need to prevent source traffic fromtraversing the network in
| oops as potentially enabled by nmultiple uplinks.

Uni que coverage of receivers Listener functions at Proxies require
sinple, locally decidable rules to initiate a unique delivery of
mul ti cast packets for all receivers

Fol I owi ng different techni ques, these requirenents are net in the
foll owi ng sol utions.

5.1. Miltiple UpstreamInterface Proxy

In this section, we define upstream extensions for an M.D proxy.

Mul tiple proxy instances deployed at a single MAG (see Section 3) can
be avoi ded by adding nultiple upstreaminterfaces to a single M.D
Proxy. 1In a typical PMPv6 depl oynent, each upstreamof a single
Proxy instance can interconnect one of the LMAs. Wth such anbi guous
upstream opti ons, appropriate forwarding rules MJST be supplied to

0 unanbi guously guide traffic forwarding fromdirectly attached
nobi | e sources, and
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0 lead listener reports to initiating unique traffic subscriptions.
This can be achieved by a conplete set of source- and group-specific
filter rules (e.g., (S, *), (*,Q) installed at proxy interfaces

These filters MAY be derived in parts from PM Pv6 routing policies
and can include a default behavior (e.g., (*,*)).

TODO detail s

5.1.1. Qperations for Local Milticast Sources
Packets froma locally attached multicast source will be forwarded to
all downstreaminterfaces with appropriate subscriptions, as well as
up the interface with the matching source-specific filter.
TODO detail s

5.1.2. Operations for Local Milticast Subscribers
Multicast |listener reports are group-w se aggregated by the M.D
proxy. The aggregated report is issued to the upstreaminterface
with matchi ng group-specific filter.
TODO detail s

5.2. Peering Function for M.D Proxies
In this section, we define a peering interface for M.D proxies that

all ows for a direct data exchange of locally attached nulticast
sources. Such peering interfaces can be configured - as a direct

link or a bidirectional tunnel - between any two proxy instances
(locally deployed as in [RFC6224] or renptely) and remains a silent
virtual link in regular proxy operations. Data on such link is

exchanged only in cases, where one peering proxy connects to a source
of multicast traffic, which the other peering proxy actively
subscribes to. Operations are defined for ASM and SSM but provide
superior performance in SSM node.

5.2.1. (Qperations at the Milticast Sender

An M.D Proxy with peering interfaces will install and naintain source
filters at its peering links that will restrict data transnission to
those packets that originate froma locally attached source. |In this

way, a multihop forwarding on peering links is prevented. Milticast
packets that arrive fromthe upstreaminterface of the Proxy are thus
be forwarded only to regular downstreaminterfaces with appropriate
subscription states.
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Mul ticast traffic arriving froma locally attached source will be
forwarded to the regular upstreaminterface and all downstreans with
appropriate subscription states (i.e., regular Proxy operations). In
addition, local nulticast packets are transferred to those peering
interfaces with appropriate subscription states. As seen fromthe
sender side, peering interfaces act as restricted downstream

i nterfaces.

5.2.2. (Operations at the Milticast Listener

Fromthe listener side, peering interfaces appear as preferred
upstream links. Thus an MLD Proxy with peering interconnects will
provi de several interfaces for pulling renote traffic: the regular
upstream and the peerings. Traffic arriving fromany of the peering
links will normally also be available fromthe upstream To prevent
duplicate traffic fromarriving at the listener side, the Proxy

o MAY del ay aggregated reports to the upstream and
0 MJIST apply appropriate filters to exclude duplicate streans.

In detail, it first issues listener reports (in parallel) toits
peering links, which are only one (virtual) hop apart. \Wenever the
expected traffic (e.g., SSM channels) does not conpletely arrive from
the peerings after a waiting time (default: 10 ns), additiona

(conmpl enentary, in the case of SSM reports are sent to the standard
upstreaminterface

After the arrival of traffic frompeering links, an M.D proxy MJST
install source filters at the upstreamin the follow ng way.

ASM In the presence of Any Source Multicast (1Gwv2/ M.Dv1l), only,
the Proxy cannot signal source filtering to its upstream
Correspondingly, it applies (S,*) ingress filters at its upstream
interface. It is noteworthy that unwanted traffic is stil
replicated to the proxy via the access network

SSM I n the presence of source-specific signaling (1 Gwv3/ M.Dv2), the
upstreaminterface is set to (S,*) exclude node for all sources S
seen in traffic of the peering links. The correspondi ng source-
specific signaling will prevent duplicate traffic forwarding
t hroughout the access network

In proceeding this way, multicast group data arrive from peering

interfaces first, while only peer-w se unavailable traffic is
retrieved fromthe regular upstreaminterface.
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6. | ANA Consi derati ons
TODO.

Note to RFC Editor: this section may be renoved on publication as an
RFC.

7. Security Considerations
TODO

Consequently, no new threats are introduced by this docunment in
addition to those identified as security concerns of [RFC3810],
[ RFC4605], [RFC5213], and [ RFC5844].

However, particular attention should be paid to inplications of

combi ning multicast and nobility nmanagenent at network entities. As
this specification allows nobile nodes to initiate the creation of

mul ticast forwarding states at MAGs and LMAs whil e changi ng
attachnents, threats of resource exhaustion at PMP routers and
access networks arrive fromrapid state changes, as well as from high
vol ume data streans routed into access networks of limted
capacities. In addition to proper authorization checks of M\s, rate
controls at replicators MAY be required to protect the agents and the
downstream networks. In particular, MD proxy inplementations at
MAGs SHOULD carefully procure for automatic nulticast state
extinction on the departure of MNs, as nobile nulticast listeners in
the PM Pv6 domain will not actively term nate group nmenbership prior
to departure.
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Appendi x A.  Evaluation of Traffic Flows

TODO

Appendi x B. Change Log

The foll owi ng changes have been nade from version
draft-ietf-nmultinmob-pm pv6-source-00:

1. Direct routing with PIM SM and Pl M SSM has been added.

2. PMP synchronization with PIM added for inproved handover.
3. Direct routing with BIDI R-PIM has been added.

4. M.D Proxy extensions requirenents added.

5. Peering of M.D Proxies added.

6. First sketch of nultiple upstream proxy added.

7. Editorial inprovements.

8. Updated references.
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