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Abst ract

As nodern networks grow in scale and conplexity, the need for rapid
and dynamic control increases. Wth scale, the need to automate even
the sinplest operations is inportant, but even nore critical is the
ability to quickly interact with nore conpl ex operations such as

pol i cy-based controls.

In order to enable applications to have access to and control over
information in the Internet’s routing system we need a publically
docunented interface specification. The interface needs to support
real -tinme, transaction-based interactions using efficient data nodels
and encodings. Furthernore, the interface nust support a variety of
use cases including those where verified control feed-back |oops are
needed.

Thi s docunment expands upon these statements of requirements to
provide a problem statenent for an interface to the Internet routing
system

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 31, 2013.
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1. Introduction

As nodern networks grow in scale and conplexity, the need for rapid
and dynam c control increases. Wth scale, the need to automate even
the sinplest operations is inportant, but even nore critical is the
ability to quickly interact with nore conpl ex operations such as

pol i cy-based controls.

Wth conplexity comes the need for nore sophisticated aut omated
applications and orchestration software that can process |arge
quantities of data, run conplex algorithns, and adjust the routing
state as required in order to support the applications, their
calculations and their policies. Changes nmade to the routing state
of a network by external applications nust be verifiable by those
applications to ensure that the correct state has been installed in
the right places.

Mechani sns to support the requirenents outlined above have been

devel oped pi eceneal as proprietary solutions to specific situations
and needs. A standard protocol, clear operations that an application
can initiate with that protocol, and data-nodels to support such
actions would facilitate w de-scal e depl oynent of interoperable
applications and routing systens. That a protocol designed to
facilitate rapid, isolated, secure, and dynamic routing changes is
needed notivates the creation of an Interface to The Routing System
(IRS)

2. |IRS Mbdel and Problem Area for The | ETF

Managi ng a network of depl oyed devices running a variety of routing
protocol s involves interactions anong nultiple different functions
and conponents that exist within the network. Some of these
conmponents are virtual while sone are physical; all should be nade
avai l abl e to be managed and mani pul ated by applications, given that
appropriate access, authentication, and policy hurdles have been
crossed. The nanagenment of only sone of these conponents requires
standardi zati on, as others have al ready been standardi zed. The IRS
nmodel is intended to incorporate existing mechani sms where
appropriate, and to build extensions and new protocols where needed.
The I RS nodel and probl em area proposed for |ETF work is illustrated
in Figure 1.
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Figure 1: I RS nodel and Probl em Area

A critical aspect of IRSis defining a suitable protocol or protocols
to carry nessages between the IRS Uients and the I RS Agent, and
defining the encapsul ati on of data within those nessages. This
shoul d provide a clear transfer syntax that is straightforward for
applications to use (e.g., a Wb Services design paradigm, and
shoul d provide the key features specified in Section 5.

The second critical aspect is senantic-aware data-nodels for
information in the routing systemand in a topol ogy database. The
dat a- nodel s shoul d be separable across different features of the
managed conponents, versioned, and conbine to provide a network data-
nmodel .

3. Standard Data-Models of Routing State for Installation

There is a need to be able to precisely control routing and signaling
state based upon policy or external measures. This can range from
simple static routes to policy-based routing to static nulticast
replication and routing state. This neans that the data nodel

enpl oyed needs to handle indirection as well as different types of
tunneling and encapsul ation. The relevant M B nodules (for exanple
[ RFC4292]) lack the necessary generality and flexibility. In
addition, by having IRS focus initially on interfaces to the RIB
layer (e.g. RIB, LFIB, nmulticast RI B, policy-based routing), the
ability to use routing indirection allows flexibility and
functionality that can't be as easily obtained at the forwarding

| ayer.

Efforts to provide this level of control have focused on
standardi zi ng data nodel s that describe the forwarding plane (e.qg.
For CES [ RFC3746]). |IRS recognizes that the routing systemand a
router’s OS provide useful mechanisns that applications could
usefully harness to acconplish application-|evel goals.

In addition to interfaces to the RIB layer, there is a need to
configure the various routing and signaling protocols with differing
dynani c state based upon application-level policy decisions. The
range desired is not available via MBs at the present tine.

4. Learning Router Information
A router has information that applications may require so that they

can understand the network, verify that programmed state is installed
in the forwarding plane, nmeasure the behavior of various flows, and
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understand the existing configuration and state of the router. IRS
provides a framework for applications to register for asynchronous
notifications and for themto make specific requests for information

Al though there are efforts to extend the topological infornation
avai l abl e, even the best of these (e.g., BGP-LS
[I-D.gredler-idr-ls-distribution]) still provides only the current
active state as seen at the 1GP | ayer and above. Detailed
topol ogi cal state that provides nore information than the current
functional status is needed by applications; only the active paths or
Iinks are known versus those desired or unknown to the routing

t opol ogy.

For applications to have a feedback |oop that includes awareness of
the relevant traffic, an application nust be able to request the
measurenent and tinely, scalable reporting of data. Wile a
mechani sm such as | PFI X [ RFC5470] may be the facilitator for
delivering the data, the need for an application to be able to
dynani cally request that measurenents be taken and data delivered is
critical

There are a wide range of events that applications could use for
either verification of router state before other network state is
changed (e.g. that a route has been installed), to act upon changes
to relevant routes by others, or upon router events (e.g. |ink up/
down). While a few of these (e.g. |link up/down) may be available via
M B Notifications today, the full range is not - nor is there the
ability to set up the router to trigger different actions upon an
event’s occurrence.

5. Desired Aspects of a Protocol for IRS

This section describes required aspects of a protocol that could
support I RS. Wether such a protocol is built upon extending
exi sting nechani sns or requires a new nechani smrequires further
i nvestigation.

The key aspects needed in an interface to the routing system are:

Mul tipl e Sinmultaneous Asynchronous QOperations: A single application
shoul d be able to send nmultiple operations to I RS wi thout needing
to wait for each to conplete before sending the next.

Configuration Not Re-Processed: When an I RS operation is processed,
it does not require that any of the configuration be processed.
|.e., the desired behavior is orthogonal to the static
configuration.
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Dupl ex: Communi cati ons can be established by either the router or
the application. Simlarly, events, acknow edgenents, failures,
operations, etc. can be sent at any tinme by both the router and
the application. The IRSis not a pure pull-nodel where only the
application queries to pull responses.

Hi gh- Thr oughput : At a mininum the IRS Agent and associated router
shoul d be able to handl e hundreds of sinple operations per second.

Responsi ve: It should be possible to conplete sinple operations
within a sub-second time-scale.

Mul ti - Channel : It should be possible for information to be
communi cated via the interface fromdifferent conponents in the
router wi thout requiring going through a single channel. For

exanpl e, for scaling, sone exported data or events may be better
sent directly fromthe forwarding plane, while other interactions
may conme fromthe control-plane. Thus a single TCP session woul d
not be a good match.

Timng of State Installation and Expiration: The ability to have
state installed with different lifetimes and different start-tines
is very valuable. |In particular, the ability of an IRS client to

request that a pre-sent operation be started based upon a dynanic
event woul d provide a powerful functionality.

To extract information in a scalable fashion that is nore easily used
by applications, the ability to specify filtering constructs in an
operation requesting data or requesting an asynchronous notification
is very val uabl e.

6. Existing Managenent |nterfaces

Thi s section discusses the conbination of the abstract data nodel s,
their representation in a data | anguage, and the transfer protoco
commonly used with themas a single entity. While other conbinations
are possible, the conbinations described are those that have

signi ficant depl oynment.

There are three basic ways that routers are managed. The nost
popular is the command line interface (CLI), which allows both
configuration and | earning of device state. This is a proprietary
interface resenbling a UNI X shell that allows for very custonized
control and observation of a device, and, specifically of interest in
this case, its routing system Sone formof this interface exists on
al nrost every device (virtual or otherw se). Processing of
information returned to the CLI (called "screen scraping") is a
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burdensome activity because the data is normally formatted for use by
a human operator, and because the |layout of the data can vary from
device to device, and between different software versions. Despite
its ubiquity, this interface has never been standardized and is
unlikely to ever be standardized. |RS does not involve CLI

st andar di zat i on.

The second nost popular interface for interrogation of a device's
state, statistics, and configuration is The Sinple Network Managenent
Protocol (SNWP) and a set of rel evant standards-based and proprietary
Managenment | nfornmati on Base (M B) nobdules. SNWP has a strong history
of being used by network managers to gather statistical and state

i nformati on about devices, including their routing systems. However,
SNMP is very rarely used to configure a device or any of its systens
for reasons that vary dependi ng upon the network operator. Somne
exanpl e reasons include conplexity, the |l ack of desired configuration
semantics (e.g., configuration "roll-back", "sandboxing" or
configuration versioning), and the difficulty of using the semantics
(or lack thereof) as defined in the MB nodul es to configure device
features. Therefore, SNWP is not considered as a candi date sol ution
for the problens notivating IRS

Finally, the IETF s Network Configuration (or NetConf) protocol has
made many strides at overcoming nost of the limtations around
configuration that were just described. However, the |ack of
standard data nodel s have hanpered the adopti on of Net Conf.
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Appendi x A, Gaps and Concerns for SNWP

Though SNWMP can allow state to be witten, the overhead of the
required infrastructure is quite high. Cdients and servers that w sh
to use SNWMP nust build in and understand a | arge nunber of MB

nmodul es, including many proprietary nodul es. Even when ignoring the
overhead in building the SNVMP processing and handling functions into
an application, these properties Ilend thenselves well to read-only
operations. Acritical lack in MB nodules for read-wite (i.e., for
configuration) operations is that there is no senmantic understandi ng
of the objects defined in the nodul es encoded in those nodules. Any
required semantic know edge nust be specifically hand-coded into
applications or ignored. Further, many M B nodul es do not allow the
witing of state, and this limts coverage; owing to the cunbersone
nature, there has not been interest in increasing coverage.

An additional deficiency in using SNMP M B nodul es either for reading
or witing comes in the inherent co-mingling of semantics and syntax
in the formof indexing requirenents. SNWP M B nodul es contain
tables that also define an index format. This format is then
translated - often napped onto - a device's actual inplenentation
Such a mapping neans an inplenmentation either nmatches the nodule’s

i ndexi ng during searches or not; if not, then an inplenentation is

sl owed down when it searches for objects. Even in not-so-extremne
cases, such slow performance can result in the SNMP manager’s request
timng-out owing to the delay of the SNWP agent’s response.

For exanple, if a search of N*Mobjects is stipulated as (N, M in
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the standard M B nodul e, but the inplementati on happens to choose to
index its tables internally as (M N), this will result in search
times of QN*2). VWhen N or M becone |large, as they do in routing
tables, this results in wasted processing cycles for the device, and
either extrenely long wait tinmes for queries, or sinply a |lack of
answers to queries. It is a clear requirenent for the RS to not
suffer fromthis issue.

In addition to these difficulties, SNVP matches up to the key needed
aspects as foll ows:

Mul tiple Simultaneous Asynchronous Operations: Supported, but
difficult for configuration

Configuration Not Re-Processed: Supported

Dupl ex: The manager nust initiate comunications with the SNW
agent on the router. Wth the linited exception of Notifications
and | nfornmRequests defined in a MB nodule, this is a pull nodel.

H gh- Thr oughput : Possi bl e

Responsi ve: Possi bl e

Mul ti - Channel : Possi bl e

The key gaps identified for SNMP are:

a. Infrastructure Overhead

b. Lack of Senmantic Information in the Data-Mde

c. Required Indexing, frommngling of semantics and syntax, badly
i mpacting performance or driving inplenentation decisions.

d. Limted interest and use for configuration

e. Conmmuni cation nodel isn't naturally duplex.

Appendi x B. Gaps and Concerns with Net Conf

Whi | e Net Conf has sol ved many of the deficiencies present in SNWP in
terns of configuration, it still does not satisfy a number of

requi renents needed to manage today’s routing information. First,
the |l ack of standard data nodel s have hanpered the adoption of

Net Conf; a significant anmount of per-vendor custom zation is stil
needed. The transport nechanisns that are currently defined (e.g.
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SQAP/ BEEP) for Net Conf are not those comonly used by nodern
applications (e.g., ReST or JSON).

Net Conf primarily facilitates configuration rather than reading of
state or handling asynchronous events.

Net Conf matches up to the key needed aspects as follows:
Mul tiple Sinmultaneous Asynchronous Operations: Not Possi bl e
Configuration Not Re-Processed: Not Possi bl e

Dupl ex: Not Possible - strict pull nodel.

H gh- Thr oughput : Unlikely - Can depend on configuration size
Responsi ve: Unlikely - Can depend on configuration size
Mul ti - Channel : Not Possi bl e
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