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1. Introduction

Routers that formthe Internet’s routing infrastructure maintain
state at various |ayers of detail and function. For exanple, each
router has a Routing Informati on Base (RIB), and the routing
protocols (OSPF, ISIS, BGP, etc.) each mamintain protocol state and
i nformati on about the state of the network.

A router also has information that may be required for applications
to understand the network, verify that programmed state is installed
in the forwardi ng plane, neasure the behavi or of various flows, and
understand the existing configuration and state of the router

Furt hernmore, routers are configured or inplenented with procedural or
pol i cy-based instructions for howto convert all of this information
into the forwardi ng operations that are installed in the forwarding
pl ane, and this is also state information that describes the

behavi our of the router

Thi s docunent sets out a framework for a common, standard interface
to allow access to all of this information. This Interface to the
Routing System (IRS) would facilitate control and di agnosis of the
routing infrastructure, as well as enabling sophisticated
applications to be built on top of today’'s routed networks. The IRS
is a progranmmatic, streanming interface for transferring state into
and out of the Internet’s routing system and recognizes that the
routing systemand a router’s OS provide useful mechani sms that
applications could harness to acconplish application-|level goals.

Fundamental to the IRS is a clear data nodel that defines the
semantics of the information that can be witten and read. The IRS
provides a framework for registering for and requesting the
appropriate information for each particular application. The IRS
provides a way for applications to custom ze network behavi our while
| everagi ng the existing routing system

The IRS, and therefore this docunent, is specifically focused on an
interface for routing and forwarding data.

1.1. Functional Overview

There are three key aspects to the IRS. First, the interface is a
programmatic streaming interface nmeaning that it is asynchronous and
offers fast, interactive access. Second, the I RS gives access to
informati on and state that is not usually configurable or nodeled in
exi sting inplenentations or configuration protocols. Third, the IRS
gives applications the ability to learn additional, structured,
filterable information and events fromthe router
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IRS is described as a stream ng programmatic interface; the key
properties that are intended are:

Mul tipl e Sinultaneous Asynchronous QOperations: A single application
shoul d be able to send nmultiple operations to I RS wi thout needing
to wait for each to conplete before sending the next.

Configuration Not Re-Processed: When an I RS operation is processed,
it does not require that any of the configuration be processed.
I.e. the desired behavior with regard to static configuration is
the sane as |learning a new BGP route - conpletely orthogonal

Dupl ex: Communi cati ons can be established by either the router or
the application. Simlarly, events, acknow edgenents, failures,
operations, etc. can be sent at any tine by both the router and
the application. This is not a pure pull-nodel where only the
application queries to pull responses.

Hi gh- Thr oughput : At a mininum the IRS should be able to handl e
hundreds of operations per second.

Responsi ve: It should be possible to conplete sinple operations
within a sub-second time-scale.

Mul ti - Channel : It should be possible for information to be
communi cated via the interface fromdifferent conponents in the
router wi thout requiring going through a single channel. For

exanpl e, for scaling, sone exported data or events may be better
sent directly fromthe forwarding plane, while other interactions
may come fromthe control -plane. Thus a single TCP session per
application would not be a good match.

Such an interface facilitates the specification of non-permanent
state into the routing systemas well as the extraction of that

i nformati on and additional dynanic information fromthe routing
system A non-routing protocol or application could inject state
into a networking node’s OS via the state-insertion aspects of the
interface, that could then be distributed in a routing or signaling
pr ot ocol

Wher e exi sting nmechani sms can provide part of the desired
functionality, the coverage and gaps are briefly discussed in this
docunent .

The existing nmechani sns, such as SNWP and Net Conf, that allow state
to be witten and read do not neet all of the above key properties
needed for IRS. The overhead of infrastructure is also quite high
and many M Bs do not, in definition or practice, allow witing of
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state. There is also very linmted capability to add new applicati on-
specific state to be distributed via the routing system Conversely,
Net Conf is challenging for reading state froma router

ForCES is another nethod for witing state into a router, but its
focus is on the forwarding plane. By focusing on the forwarding
plane, it requires that the forwarding plane be nodel ed and
programabl e and ignores the existence and intelligence of the router
CS and routing system ForCES provides a |lower-level interface than
IRS is intended to address.

1.2. Exanple Use-Cases

A few brief exanples of ways an application could use the IRS are
presented here. These are intended to give a sense of what could be
done rather than to be prinmary and detail ed notivational use-cases.

Route Control via Indirection: By enabling an application to
install routes in the RIB, it is possible that when, for exanple,
BGP resolves its I GP next-hop via the RIB, that could be to an
application-installed route. In general, when a route is
redistributed fromone protocol to another, this is done via the
RI B and such a route could have been installed via the IRS
i nterface.

Po

i cy-Based Routing of Unknown Traffic: A static route, installed
into the RIB, could direct otherw se unrecognized traffic towards
an application, through whatever appropriate tunnel was required,
for further handling. Such a static route could be progranmed
with indirection, so that its outgoing path is whatever is used by
anot her particular route (e.g. to a particular server).

Services with Fixed Hours: If an application were to provide
services only during fixed time-periods, the application could
install both a specific route on the local router in the RIB and
advertise the associated prefix as being attached to the |oca
router via the IGP. |If the application knew the fixed hours, the
state so installed could be tine-based and automatically renoved
at approximately the correct tine.

Traffic Mrroring: The interface to the nulticast RIB could be used
to mirror a particular traffic flowto both its origina
destination and a data coll ector

Static Multicast Trees: An application could set up static (or
partially static) nulticast flows via entries in the nulticast R B
wi thout requiring an associated nulticast protocol. This could be

useful in networks with a fixed topol ogy and wel | -pl anned
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distribution tree that provides redundancy.

Progranmmatic I nterfaces

A nunber of managenent interfaces exist today that allow for the

i ndirect progranming of the routing system These include
proprietary CLI, Netconf, and SNMP. However, none of these

mechani sms al l ows for the direct progranm ng of the routing system
Such streanming interfaces are needed to support dynam c tinme-based
appl i cations.

These interfaces should cater to how applications typically interact
with other applications and network services rather than forcing them
to use ol der nechanisns that are nore conpl ex to understand and

i npl ement, as well as operate.

The nost critical conponent of the IRS is devel opi ng standard data
nodel s with their associated semantics. Wile nany routing protocols
are standardi zed, associated data nodels for IRS are not yet

avail able. Instead, each router uses different information

mechani sns, and CLI which nakes a standard interface for use by
applications extrenely cunbersone to develop and maintain. Well-
known data nodel i ng | anguages, such as YANG [ RFC6020], exist and

m ght be used for defining the necessary data nodels; nore
investigation into alternatives is required. It is understood that
some portion (hopefully a small subset) will remain as proprietary
extensions; the data nodels nust support future extensions and
proprietary extensions.

Since the IRS will need to support renote access between applications
running on a host or server and routers in the network, at |east one
standard nechani sm nust be identified and defined to provide the
transfer syntax, as defined by a protocol, used to conmunicate

bet ween the application and the routing system Comon functionality
that I RS needs to support includes acknow edgenents, dependenci es,
request-reserve-conmt.

Appropriate candi date protocols nust be identified that reduce the
effort required by applications and, preferably, are famliar to
application developers. ldeally, this should not require that
appl i cations understand and i npl enent existing routing protocols to
interact with IRS. These interfaces should instead be based on
I'ight-weight, rapidly depl oyabl e approaches; technol ogy approaches
must be eval uated but exanples could include ReSTful web services,
JSON, XMPP, and XM.. These interfaces shoul d possess sel f-describing
attributes (e.g. a web services interface) so that applications can
qui ckly query and | earn about the active capabilities of a device.
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It may be desirable to also define the |ocal syntax (e.g. progranm ng
| anguage APIs) that applications running local to a router can use.

Since evolution is anticipated in IRS over tine, it is inportant that
versi oni ng and backwards conpatibility are basic supported
functionality. Simlarly, common consistent error-handling and
acknow edgenment mechani sms are required that do not severely linmt
the scalability and responsiveness of these interfaces.

3. Common Interface Consi derations
3.1. Capabilities

Capability negotiation is a critical requirenment because different

i npl ementations and software versions will have different abilities.
Simlarly, applications nmay have different capabilities for receiving
exported infornation.

The RS will have multiple interfaces, each with their own set of
capabilities. Such capabilities may include the particul ar data
nodel and what operations can be perforned at what scale.

The capabilities negotiated nmay be filtered based upon different

i nformati on, such as the application’s authorization, application’s
capabilities, and the desired granularity for abstraction which the
application understands. Different types of authorization my
require the router to advertise different capabilities and
restrictions.

The capability negotiation may take place at different |evels of
detail based upon the application and the specific functions in the
IRS that the application is negotiating. The router and application
must use the IRS to agree upon the proper |evel of abstraction for
the interaction. For exanple, when an application describes a route
bet ween two topol ogical itens, these itenms may vary in detail froma
network domain’s nane at a high level, or down to the port forwarding
specifics of a particul ar device.

The dat a-nodel and capabilities available for an el emrent nmay depend
upon whether the elenent is physical or virtual; the virtual/physica
distinction does not matter to IRS. Sinmilarly, the location of the
el ement may influence how an application converses with the

associ ated router.
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3.2. ldentity, Authorization, Authentication, and Security

Applications that wish to manipulate or interrogate the state of the

routing system nust be appropriately authorized. This neans that at

| east one neans of deternining the unique identity of an application

and its associated access privileges nust be available; this inplies

that the identity and associ ated access privil eges nmust be verifiable
fromthe router being programed.

Furt hernore, being able to associate a state and the nodifications to
a state with a specific application would aid in troubl eshooting and
auditing of the routing system By associating identity and

aut horization with installed state, other applications with
appropriate authority can clean up state abandoned by fail ed
applications, if necessary.

Security of comunication between the application and the router is
al so critical and nust be considered in the design of the nechanisns
to support these programmatic interfaces.

3.3. Speed and Frequency of State Installation

A programmatic interface does not by itself inply the frequency of
state updates nor the speed at which the state installation is
required. These are critical aspects of an interface and govern what
an application can use the interface for. The difference between
sub-second responsiveness to mllions of updates and a day del ay per
update is, obviously, drastic. The key attributes of the
programatic interface are described in Section 1 and include that
the interface nmust be asynchronous.

For each interface in IRS, it will be necessary to specify expected
scal i ng, responsiveness, and performance so that applications can
understand the uses to which the IRS can be used.

I RS nust support asynchronous streaming real-tinme interactions
between the applications and router. |IRS nust assune that there are
many unrel ated applications that may be simultaneously using I RS
This inplies that applications nmust be able to subscribe to change
events that notify them about changes done to state by other
applications or configuration.

Furthermore, I RS should construct interfaces that cater to different
scaling and frequency of update parameters. For exanple, slow, but
detailed queries of the system or fast yet higher level (less
detail ed) queries or nodifications.
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3.4. Lifetinme of IRS-Installed Routing System State

In routers today, the lifetinme of different routing state depends
upon how that state was | earned and committed. |If the state is
configuration state, then it is ephenmeral when just in the running
configuration or persistent when witten to the startup
configuration. |If the state is |learned via a routing protocol or
SNWP, it is epheneral, lasting only until the router reboots or the
state is w thdrawn.

Unl i ke previous injection nechanisns that inplied the state lifetineg,
IRS requires that nultiple nodels be supported for the lifetinme of
state it installs. This is because the lifetine or persistence of
state of the routing systemcan vary based on the application that
programmed it, policies or security authorization of the application

There are four basic nodels to be supported.

Epherer al : State installed by the application remains on the router
inits active menory until such time as it is either renoved by a
routing or signaling protocol, renoved by a configuration
initiated by an application, or the router reboots. |n the case
of the latter, past state is forgotten when the router reboots.

Persistent: State installed by the application remains on the
router across reboots or restarts of the system It can be
dynani cal ly renoved or mani pul ated by an application, by
configuration, or by the routing systemitself. This state does
not appear in the router’s configuration; it is processed after
all the configuration upon a reboot.

Ti me- Based: When state is installed by the application, it has an
expiration time specified. Wen that tine has passed, the state
is renoved fromthe router. It can also be dynamically renoved or

mani pul ated by an application, by configuration or the routing
systemitself. State that hasn't expired will remain on a router
t hr ough reboots.

Ti me- Based Epheneral : When state is installed by the application
it has an expiration tine specified. Wen that tinme has passed,
the state is renoved fromthe router. It can also be dynanmically

renoved or mani pul ated by an application, by configuration, by the
routing systemitself, or by the router rebooting. Past state is
forgotten after the router reboots.
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3.5. Start-Tine of IRS-Installed Routing System State

To provide flexibility, pre-progranm ng, and handl e dependencies, it
is necessary to have nmultiple nodels of when a operation is to be
handl ed. There are the follow ng basic nodels to be supported.

| medi at e: When the operation is received, it should be acted upon
as quickly as reasonable (e.g. queued with other outstanding
requests if necessary).

Ti me- Based: An application nmay provide an operation that is to be
initiated at a particular tinme. Wen the specified tinme is
reached, the operation should be acted upon as quickly as
reasonabl e. |Inplenentations may, of course, strive to inprove the
ti me-accuracy at which the operation is initiated.

Tr

gger ed: The operation should be initiated when the specified
triggering event has happened. A triggering event could be the
successful or failed conpletion of another operation. A
triggering event could be a systemevent, such as an interface up
or down, or another event such as a particular route changing its
next - hops.

Because it is possible to request operations in nodels other than

"I nmmedi ate" and sone of the start-times will be at an unknown future
point (e.g. "Triggered"), it is not feasible to guarantee that the
resources required by an operation will always be avail abl e w t hout
reserving themfromthe tinme the operation is received. Wile that
type of resource reservation shoul d be possible, applications nust

al so be able to handl e an operation failing or being preenpted due to
resources or due to a higher priority or better authorized
application taking ownership of the associated state or resource.

4, Bidirectional Interfaces to the Routing System

IRS is a bidirectional programmatic interface that allows both
routi ng and non-routing applications to install, renove, read, and
otherwi se mani pul ate the state of the routing system

Just as the Internet routing systemis not a single protocol or

i mpl ementation |ayer, neither does it make sense for the IRS to be at
a single layer or reside within a single protocol. For each protoco
or layer, there are different data nodels, abstractions and interface
syntaxes and semantics required. Howeve,r with this in mnd, it is

i deal that a mnimal set of nechanisn(s) to define, transfer and
mani pul ate this state will be specified with as few optiona
characteristics as possible. This will foster better
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interoperability between different vendor inplenentations.

Since RS is focused on the routing system the |layers of interest
start with the RIB and continue up through the |1 GPs, BGP, RSVP-TE,
LDP, etc. The intent is neither to provide interfaces to the
forwarding plane nor to provide interfaces to application |ayers.

It is critical that these interfaces provide the ability to learn
state, filtered by request, as well as install state. |RS assunes
that there will be nultiple applications using IRS and therefore the
ability to read state is necessary to fully know the router’s state.
In general, if an interface allows the setting of state, the ability
to read and nodify that state is al so necessary.

4.1. Static Routing

The ability to specify static routes exists via CLI and M Bs but

t hese mechani sms do not provide a streaning programatic interface.

I RS solves this problem by proposing interfaces to the RIB, LFIB, and
Mul ticast RIBs.

By installing static routes into the RIB layer, IRSis able to
utilize the existing router OGS and its mechanisns for distributing
the selected routes into the FIB and LIB. This avoids the need to
nodel or standardi ze the forwardi ng pl ane.

4.1.1. Routing Information Base Interface

The RIB is populated with routes and next-hops as supplied by
configuration, management, or routing protocols. A route has a

pref erence based upon the specific source fromwhich the route was
derived. Static routes, specified via CLI, can be installed with an
appropriate preference. The FIB is popul ated by selecting fromthe
RI B based on policy and tie-breaking criteria.

The IRS interface should allow dynam c reading and witing of routes
into the RIB. There are several inportant attributes associated with
doi ng so, as foll ows:

Pr ef erence Val ue: This all ows decisions between conflicting routes,
whet her IRS-installed or otherwise. IRS-installed routes can each
be installed with a different preference val ue.

Rout e Tabl e Context: There can be different route table contexts in
the RIB. Exanples include nultiple protocols (e.g. |1Pv4, |1Pv6),
mul tiple topologies, different uses, and nmultiple networks (e.g.
VRF tables for VPNs). Appropriate application-level abstractions
are required to describe the desired route table context.
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Route or Traffic ldentification The specific IP prefix or even
i nterface nust be specified.

Qut goi ng Path and Encapsul ati on: It is necessary to specify the
out goi ng path and associ ated encapsul ati on. This nmay be done
directly or indirectly. This is one of the nore conpl ex aspects
with the foll owi ng considerations.

Pri mary Next - Hops: To support nulti-path forwarding, multiple
primary next-hops can be specified and the traffic flows split
anong t hem

I ndi rection: I nstead of specifying particular primary next-hops,
it is critical to be able to provide the ability for
indirection, such as is used between BGP routes and | GP routes.
Thus, the outgoing path m ght be specified via indirection to
be the same as another route’s.

Encapsul ati on: Associated with each prinmary next-hop can be
details on the type of encapsul ation for the packet. Such
encapsul ati on could be MPLS, CGRE, etc. as supported by the
router.

Protecti on: For fast-reroute protection, each primary next-hop
may have one or nore alternate next-hops specified. Those are
to be used when the primary next-hop fails.

DSCP: For QS, the desired DSCP to be used for the outgoing
traffic can be specified.

It is useful for an application to be able to read out the RIB state
associated with particular traffic and be able to |l earn both the
preferred route and its source as well as other candidates with | ower
pr ef erence.

Al 't hough there is no standardi zed nodel or specification of a RIB, it
may be possible to build an interoperable bi-directional interface
wi t hout one.

4.1.2. Label Forwarding Information Base Interface

The LFIB has a simlar role to the RIB for MPLS | abel ed packets.
Each entry has slightly different information to accommodate MPLS
forwardi ng and semantics. Although static MPLS can be used to
configure specific state into the LFIB, there is no bidirectiona
programmatic interface to program nodify, or read the associated
state.
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Each entry in the LFIB requires a MPLS | abel context (e.g. platform
per-interface, or other context), incom ng |abel, |abel operation

and next-hops with associ ated encapsul ati on, |abel operation, and so
on. Viathe IRS LFIB interface, an application could supply the
information for an entry using either a pre-allocated MPLS | abel or a
new y allocated MPLS | abel that is returned to the application

4.1.3. Milticast Routing Information Base Interface

There is no bidirectional progranmatic interface to add, nodify,
renove or read state fromthe nulticast RIB. This IRS interface
woul d add those capabilities.

Mul ticast forwarding state can be set up by a variety of protocols.
As with the unicast RIB, an application may wish to install a new
route for nulticast. The state to add m ght be the full nulticast
route information - including the incomng interface, the particul ar
mul ticast traffic (e.g. (source, group) or MPLS |label), and the
outgoing interfaces and associ ated encapsul ations to replicate the
traffic too.

The multicast state added need not match to well-known protoco
installed state. For instance, traffic received on an specified set,
or all, interfaces that is destined to a particular prefix from al
sources or a particular prefix could be subject to the specified
replication.

4.2. Beyond Destination-based Routing

Routing decisions and traffic treatnment is not nerely expressable via
destination-based routing or even (S, G routing, such as in

mul ticast. Capturing these aspects into appropriate interfaces for
the IRS provides the ability for applications to control them as
wel | .

4.2.1. Policy-Based Routing Interface

A common feature of routers is the ability to specify policy-based
routing (PBR) rules for accepting, dropping, or differently
forwarding particular traffic. This is a very useful functionality
for an application to be able to rapidly add and renpve state into.
Such state would indicate the particular traffic to be affected and
its subsequent behavior (e.g. drop, accept, forward on specified

out goi ng path and encapsul ati on, QS, DSCP marking, policing, etc.).
Such state is made nore conplex by the potential inportance of
ordering anong the PBR rul es.

Wiile PBR rules can be specified via CLI, this mechanismis not a
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streaming progranmmatic interface nor is there generally the ability
to specify particular tine-based lifetinmes for each rule.

4.2.2. QS State

Whi | e per-hop behaviors are defined as well as standard DSCP

nmeani ngs, the details of QoS configuration are not standardized and
can be highly variabl e dependi ng upon platform It is NOT a goal of
this work to standardi ze QoS configurations. |Instead, a data object
nodel can define push/pull configurations. Mre investigation is
needed to better describe the details.

4.3. Protocol Interactions

Providing IRS interfaces to the various routing protocols allows
applications to specify policy, local topology changes, and
availability to influence the routing protocols in a way that the
detailed addition or nodification of routes in the RI B does not.

The decision to distribute the routing state via a routing or
signaling protocol depends upon the protocol-layer at which this
state is injected into the routing system It may al so depend upon
whi ch routing domain or domains this information is injected as well.

In addition it is necessary to have the ability to pull state
regardi ng various protocols fromthe router, a mechanismto register
for asynchronous events, and the nmeans to obtain those asynchronous
events. An exanple of such state m ght be peer up/down.

4.3.1. |G Interfaces

The | ack of a streaming programmatic interface to the 1Gs linits the
ability of applications to influence and nodify the desired behavi or
of the |GP.

An application may need to indicate that a router is overloaded (via
ISI'S or the nmethod described in [RFC3137]) because that router does
not yet have sufficient state synchronized or installed into it.
When critical state is provided not nerely by routers but also from
applications via the IRS, a synchronizati on nechani sm can be needed.

The ability for an application to nodify the |ocal topology can be
part of this interface. One possibility is to allow nodification of
local interface metrics to generally influence selected routes. A
nmore extensive interface mght include the ability to create a OSPF
or 1SIS adjacency across a specified interface (virtual or real) with
the appropriate associ ated encapsul ati on
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The ability to attach a prefix to the I ocal router would provide a
straightforward method for an application to programa single router
and have the proper routes conputed and installed by all other
routers in the relevant domains. Additional aspects to the prefix
attachnent, such as the nmetric with which to attach the prefix and
fast-reroute characteristics, would be part of the interface.

Beyond such pure routing information, the need for an application to
be able to install state to be flooded via an | GP has al ready been
recogni zed. [I-D.ietf-isis-genapp] specifies a nechanismfor
floodi ng generalized application information via |ISI'S, but does not
descri be how an application can generate or consune this information.
Simlarly, [RFC5250] specifies Opaque LSAs for OSPF to provide for
application-specific information to be flooded. An IRS interface and
associ ated data obj ect nodel would provide such a nmechani sm

Addi tional investigation will identify other state that applications
may wish to install.

Fromthe 1 GP, applications via IRS can extract significant
topol ogi cal information about the routers, |inks, and associ ated
attributes

4.3.2. BGP Interface

BGP carries significant policy and per-application specific
information as well as internet routes. A significant interface into
BGP is expected, with different data object nodels for different
applications. For exanple, the IRS interface to BGP coul d provide
the ability to specify the policy on which paths BGP chooses to
advertise. Additionally, the ability to specify information with an
application-specified AFl/SAFl could provide substantial flexibility
and control

An exi sting exanple of application infornation carried in BGP is BGP
Fl owspec [ RFC5575] which can be used to provide traffic filtering and
aid in handling denial-of-service attacks.

The ability to extract information fromBGP is also quite critical
A useful exanple of this is the information available from BGP via
[I-D.gredler-idr-ls-distribution], which allows |ink-state topol ogy
information to be carried in BGP

4.3.3. PIMand nLDP Interfaces
For PIMand nLDP, there are at |least two types of state that an

application mght wish to install. First, an application m ght add
an interface to join a particular nmulticast group. Second, an
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application night provide an upstreamroute for traffic to be
received from- rather than having PIMor nmDP need to consult the
uni cast RIB

Addi tional investigation will identify other state that applications
may wish to install.

4.4. Triggered Sessions and Signaling
4.4.1. OAMrelated Sessions Interface

An application may need to trigger new OAM sessions (e.g. BFD, VCCP
etc.) using an appropriate tenplate. For exanple, there may be
applications that need to create a new tunnel, verify its
functionality via new triggered OAM sessions, and then bring it into
service if that OAM i ndi cates successful functionality. Mre
investigation is needed to better describe the details.

4.4.2. Dynanmic Session Creation

An application may wish to trigger a peering relationship for a
protocol. For instance, a targeted LDP session nmay be required to
exchange state installed locally with a renote router. Mbre

i nvestigation is needed to better describe the different cases and
details.

4.4.3. Triggered Signaling

To easily create dynam ¢ state throughout the network, an application
may need to trigger signaling via protocols such as RSVP-TE. An
exanpl e of such an application can be a Stateful Path Conputation

El ement (PCE)[I|-D.ietf-pce-stateful-pce], which has control of
various LSPs that need to be signal ed.

More investigation is needed to better describe the different cases
and detail s.

5. Interfaces for Learned Information fromthe Routing System

Just as applications need to inject state into the routing systemto
meet various application-specific and policy-based requirenents, it
is critical that applications be able to al so extract necessary state
fromthe routing system

A part of each of these interfaces is the ability to specify the

generation of the desired information (e.g., collecting specific per-
fl ow measurenents) and the ability to specify appropriate filters to
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i ndicate the specifics and abstraction |evel of the information to be
provi ded

The types of information to extract can be generally grouped into the
followi ng different categories

Topol ogi cal : The need to understand the network topol ogy, at a
sui tabl e abstraction layer, is critical to applications.
Connectivity is not sufficient - the associated costs, bandw dths,
| atencies, etc. are all inportant aspects of the network topol ogy
that strongly influence the decision-naking and behavi or of
appl i cations.

Measur enment s: Applications require neasurements of traffic and
networ k behavior in order to have a nore neani ngful feedback
control loop. Such information may be per-interface, per-flow
per-firewall rule, per-queue, etc.

Events: There are a variety of asynchronous events that an
application may require or use as triggering conditions for
starting other operations. An obvious exanple is interface state
events.

Configuration: For some aspects, it nmay be necessary for
applications to be able to | earn about the routing configuration
on a box. This is partially available via various MBs and
Net Conf. What additional information needs to be exported and the
appropriate mechani sns needs further exam nation

The need to extract information fromthe network is not new, there is
on-going work in the ETF in this area. This franework descri bes
those efforts in the context of the above categories and starts the
di scussi on of the aspects still required.

5.1. Efforts to Obtain Topol ogi cal Data
Topol ogi cal data can be defined and presented at different |ayers

(e.g. Layer-2, Layer-3) and with different characteristics exposed
or hidden (e.g. physical or virtual, SRLGs, bandw dth, |atency,

etc.). It can also have different states, such as configured but
unavai |l abl e, configurable, active, broken, adnministratively disabl ed,
etc.

To solve the problem of only being able to obtain topol ogical data
via listening to the IGP in each area, BGP-LS
[I-D.gredler-idr-ls-distribution] defines extensions to BGP so that
link-state topology information can be carried in BGP and a single
BGP listener in the AS can therefore learn and distribute the entire
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AS's current link-state topology. BGP-LS solves the probl em of

di stributing topol ogical information throughout the network. Wile
IRS may expand the information to be distributed, I RS addresses the
APl aspect of BGP-LS and not the network-w de distribution.

At anot her level, ALTO [ RFC5693] provides topological infornmation at
a higher abstraction |layer, which can be based upon network policy,
and with application-relevant services located in it. The mechani sm
for ALTO obtaining the topology can vary and policy can apply to what
is provided or abstracted.

Neither of these fully neet the need to obtain detailed, |ayered
topol ogi cal state that provides nore information than the current
functional status. Wiile there are currently no sufficiently

compl ete standards, the need for such functionality can be deduced by
the nunber of proprietary systens that have been devel oped to obtain
and manage topol ogy; even El enent Managenent Systens start with the
need for learning and mani pul ating the topology. Sinilarly,
orchestration layers for applications start with the need to nmanage
topol ogy and the associ at ed dat abase.

Det ai | ed topol ogy includes aspects such as physical nodes, physica
links, virtual links, port to interface mapping, etc. The details
shoul d i nclude the operational and administrative state as well as
rel evant parameters ranging fromlink bandwi dth to SRLG nenber shi p.
Layering is critical to provide the topology at the | evel of
abstraction where it can be easily used by the application.

A key aspect of this interface is the ability to easily rate-limt,
filter and specify the desired information to be extracted. This
will helpin allowing the interface to scale when queries are done.

Measur enent s

| PFI X [ RFC5470] provides a way to neasure and export per-traffic flow
statistics. Applications that need to collect information about
particular flows thus have a clear need to be able to install state
to configure IPFI X to nmeasure and export the relevant flows to the
appropriate collectors.

Event s

A programmatic interface for application to subscribe to asynchronous
events is necessary. In addition to the interface state events

al ready nentioned, an application may wi sh to subscribe to certain
OAMtriggered events that aren’t otherw se exported

A RI B-based event could be reporting when the next-hops associ at ed
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with a route have changed. Oher events could be used to verify that
forwardi ng state has been progranmed. For exanple, an application
coul d request an event whenever a particular route in the RIB has its
forwardi ng plane installation conpleted.

When an application registers for events, the application nay request
to get only the first such event, all such events, or all events
until a certain tinme.

The full set of such events, that are not specifically related to
other interfaces, needs to be investigated and defi ned.

6. Manageability Considerations

Manageabi lity plays a key aspect in IRS. Sone initial exanples
i ncl ude:

Dat a Aut hori zation Level s: The dat a-nodel s used for IRS need the
ability to indicate the required authorization level for
installing or reading a particular subset of data. This allows
control of what interactions each application can have.

Identity Authorization Levels: Associated with an application’s
identity should be an identity authorization level that is in a
hei rarchy so that higher authorized applications can manage and
renove the state and resources used by other applications. The
top of such a heirarchy would be the router configuration itself.

Resource Linitations: Using I RS, applications can consumne
resources, whether those be operations in a tine-frame, entries in
the RIB, stored operations to be triggered, etc. The ability to
set resource limts based upon authorization is critical

Configuration Interactions: The interaction of state installed via
the RS and via a router’s configuration needs to be clearly
defi ned.

7. |1 ANA Consi derations

Thi s docunent includes no request to | ANA
8. Security Considerations

This franmework describes interfaces that clearly require serious
consi deration of security. The ability to identify, authenticate and
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aut hori ze applications that wish to install state is necessary and
briefly described in Section 3.2. Security of conmunications from
the applications is also required.

More specifics on the security requirenments requires further
i nvestigation.
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