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Abst ract

Abuse response in a Carrier Gade NAT environnent requires Service
Providers to be able to map a subscriber’s inside address with the
address used on the public Internet. Unfortunately, many Carrier
Grade NAT abuse-response sol utions require per-connection |ogging.
Research indicates that such logging is not scalable to many

resi dential broadband services. This document suggests a way to
manage Carrier Grade NAT translations in such a way as to
significantly reduce the anmount of |ogging required while providing
traceability for abuse response. Wile the authors acknow edge that
IPv6 is a preferred solution, Carrier GGade NAT is a reality in many
networks, and is needed in situations where either custonmer equi pnent
or Internet content only supports |Pv4; this approach should in no
way sl ow the depl oynent of |Pv6.

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1. Introduction

The world is rapidly running out of unallocated |IPv4 addresses. To
ensure | Pv4 service continuity under the grow ng denands from new
subscri bers, devices, and service types, sone ISPs will be forced to
share a single public I Pv4 address anong nultiple subscribers using
techni ques such as Carrier G ade Network Address Translation (CGN)

[ RFC6264] (e.g., NAT444 [I-D.shirasaki-nat444], DS-Lite [ RFC6333],
NAT64 [ RFC6146]etc.). However, address sharing poses additiona
chal l enges to ISPs in responding to public safety requests or attack/
abuse reports [ RFC6269]. |In order to respond to such requests to
identify a specific user associated with an IP address, an ISP will
need to map a subscriber’s internal source |IP address and source port
with the global public |IP address and source port provided by the CGN
for every connection initiated by the user

CCN connection logging satisfies the need to identify attackers and
respond to abuse/public safety requests, but it inposes significant
operational challenges to ISPs. 1In lab testing, we have observed CGN
| og nessages to be approximately 150 bytes |ong for NAT444
[1-D.shirasaki-nat444], and 175 bytes for DS-Lite [ RFC6333]
(individual |og nessages vary sonewhat in size). Al though we are not
aware of definitive studies of connection rates per subscri ber,
reports fromseveral ISPs in the US sets the average nunber of
connecti ons per househol d at approximately 33,000 connections per

day. |If each connection is individually |ogged, this translates to a
data vol une of approximately 5 MB per subscriber per day, or about
150 MB per subscriber per nonth; however, specific data vol unes nay
vary across different |1SPs based on nyriad factors. Based on

avail abl e data, a 1-m|lion subscriber service provider will generate
approxi mately 150 terabytes of |1og data per nonth, or 1.8 petabytes
per year.

The volune of |og data poses a problemfor both |ISPs and the public
safety community. On the ISP side, it requires a significant
infrastructure investment by |1SPs inplenenting CGN. It also requires
updat ed operational practices to maintain the |ogging infrastructure,
and requires approxi mately 23 Mps of bandw dth between the CGN
devices and the logging infrastructure. On the public safety side,
it increases the tine required for an ISP to search the logs in
response to an abuse report, and could delay investigations.
Accordingly, an international group of |SPs and public safety
officials approached the authors to identify a way to reduce this

i mpact while inproving abuse response.

The vol une of CGN | oggi ng can be reduced by assigning port ranges

i nstead of individual ports. Using this nethod, only the assignnent
of a new port range is logged. This may massively reduce | ogging
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vol ume. The log reduction may vary depending on the Iength of the
assigned port range, whether the port range is static or dynamc,
etc. This has been acknow edged in [ RFC6269]:

"Address sharing solutions nmay nitigate these issues to sone extent
by pre-allocating groups of ports. Then only the allocation of the
group needs to be recorded, and not the creation of every session
binding within that group. There are trade-offs to be nmade between
the sizes of these port groups, the ratio of public addresses to
subscri bers, whether or not these groups tineout, and the inpact on
| oggi ng requirenents and port random zation security (RFC6056)

[ RFC6056] . "

However, the existing solution still poses an inpact on | SPs and
public safety officials for logging and searching. |Instead, CG\s
coul d be designed and/or configured to deterninistically map interna
addresses to {external address + port range} in such a way as to be
able to algorithnically calculate the mapping. Only inputs and
configuration of the algorithmneed to be |ogged. This approach
reduces both | oggi ng vol une and subscriber identification tines.

Thi s docunent describes a nethod for such CGN address mappi ng,

conmbi ned with bl ock port reservations, that significantly reduces the
burden on ISPs while offering the ability to map a subscriber’s
inside | P address with an outside address and external port nunber
observed on the Internet.

The activation of the proposed port range allocation schene is
conmpliant with BEHAVE requirenments such as the support of APP.

2. Deterministic Port Ranges

Whi |l e a subscriber uses thousands of connections per day, nost

subscri bers use far fewer at any given tinme. Wen the conpression
rati o (see Appendi x B of RFC6269 [ RFC6269]) is low (e.g., the ratio
of the nunber of subscribers to the nunber of public | Pv4 addresses
all ocated to a CGNis closer to 10:1 than 1000:1), each subscri ber
coul d expect to have access to thousands of TCP/UDP ports at any
given tinme. Thus, as an alternative to |oggi ng each connection, CG\s
could determnistically map custonmer private addresses (received on
the custoner-facing interface of the CG\, a.k.a., internal side) to
public addresses extended with port ranges (used on the Internet-
facing interface of the CGQ\, a.k.a., external side). This algorithm
all ows an operator to identify a subscriber internal |IP address when
provi ded the public side IP and port nunber w thout having to exam ne
the CGN translation logs. This prevents an operator from having to
transport and store nassive anobunts of session data fromthe CGN and
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then process it to identify a subscriber

The al gorithm ¢ mappi ng can be expressed as:

(External |IP Address, Port Range) = function 1 (Internal |P Address)
Internal | P Address = function 2 (External |P Address, Port Number)
The CGN SHOULD provide a nmethod for users to test both nmapping
functions (e.g., enter an External |P Address + Port Nunber and

receive the corresponding Internal |P Address).

Determ nistic Port Range all ocation requires configuration of the
foll owi ng vari abl es:

0 Inside IPv4/1Pv6 address range (I);
0 CQutside |Pv4 address range (O;

0 Conpression ratio (e.g. inside | P addresses |/outside |IP addresses
0 (O;

0 Dynam c address pool factor (D), to be added to the conpression
ratio in order to create an overfl ow address pool

0 Maxi mum ports per user (M;
0 Address assignnent algorithm (A) (see below); and
0 Reserved TCP/UDP port list (R

Not e: The inside address range (1) will be an I Pv4 range in NAT444
operation (NAT444 [I-D.shirasaki-nat444]) and an |IPv6 range in DS-
Lite operation (DS-Lite [ RFC6333]).

A subscriber is identified by an internal |Pv4 address (e.g., NAT44)
or an I Pv6 prefix (e.g., DS-Lite or NAT64).

The al gorithm may be generalized to L2-aware NAT
[1-D.mles-behave-I2nat] but this requires the configuration of the
Internal interface identifiers (e.g., MAC addresses).

The algorithmis not designed to retrieve an internal host anong
those sharing the same internal |IP address (e.g., in a DS-Lite
context, only an | Pv6 address/prefix can be retrieved using the
algorithmwhile the internal |Pv4 address used for the encapsul at ed
| Pv4 datagramis |ost).
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Several address assignnment al gorithns are possible. Using predefined
al gorithms, such as those that follow, sinplifies the process of
reversing the algorithmwhen needed. However, additional algorithns
can al so be supported. Subscribers could be restricted to ports from
a single I Pv4 address, or could be allocated ports across al

addresses in a pool, for exanple. The follow ng algorithnms and
correspondi ng val ues of A are as foll ow

0: Sequential (e.g. the first block goes to address 1, the second
bl ock to address 2, etc.)

1. Staggered (e.g. for every n between 0 and ((65536-R)/(C+D))-1
address 1 receives ports n*C+R, address 2 receives ports
(1+n)*C+R, etc.)

2: Spread horizontally (e.g. the subscriber receives the sane port
nunber across a pool of external |IP addresses. |f the subscriber
is to be assigned nore ports than there are in the external IP
pool, the subscriber receives the next highest port across the IP
pool, and so on. Thus, if there are 10 |IP addresses in a pool and
a subscriber is assigned 1000 ports, the subscriber would receive
a range such as ports 2000-2099 across all 10 external IP

addr esses).

3: Interlaced horizontally (e.g. each address receives every Ch
port spread across a pool of external |P addresses).

4: Cryptographically random port assignment (Section 2.2 of
RFC6431 [ RFC6431]). If this algorithmis used, the Service
Provi der needs to retain the keying material and specific
cryptographic function to support reversibility.

5: Vendor-specific. Oher vendor-specific algorithns may al so be
support ed.

The assigned range of ports MAY al so be used when translating | CW
requests (when re-witing the Identifier field).

The CGN then reserves ports as foll ows:

1. The CGN renpves reserved ports fromthe port candidate |ist
(e.g., 0-1023 for TCP and UDP). At a mininum the CGN SHOULD
renove system ports (RFC6335) [RFC6335] fromthe port candidate
list reserved for determnistic assignnent.

2. The CGN calculates the total conpression ratio (C+D), and

all ocates 1/ (C+D) of the available ports to each internal IP
address. Any remmining ports are allocated to the dynanic pool
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When a subscriber initiates a connection, the CGN creates a
transl ati on mappi ng between the subscriber’s inside local IP
address/port and the CGN outside global |IP address/port. The CGN
MUST use one of the ports allocated in step 2 for the translation
as long as such ports are available. The CG\ MJST use the
preal l ocated port range fromstep 2 for Port Control Protoco
(PCP, [I-D.ietf-pcp-base]) reservations as long as such ports are
available. Wiile the CGN nmaintains its mapping table, it need
not generate a log entry for translation mappings created in this
st ep.

The CGN will have a pool of ports left for dynam c assignnent.

If a subscriber uses nmore than the range of ports allocated in
step 2 (but fewer than the configured maxi mumports M, the CGN
uses a port fromthe dynam c assignnment range for such a
connection or for PCP reservations. The CGN MJUST | og dynamically
assigned ports to facilitate subscriber-to-address napping. The
CGN SHOULD rmenage dynamic ports as described in
[1-D.tsou- behave- nat x4-1 og-reduction].

Configuration of reserved ports (e.g., systemports) is left to
operator configuration

Thus, the CGN will maintain translation mapping information for al
connections within its internal translation tables; however, it only
needs to externally log translations for dynam cally-assigned ports.

Stability and Load-Bal anci ng Consi derati ons

Using the procedure defined in this docunent assunes a deterministic
di stribution of customers anong depl oyed CGN devices. Balancing the
traffic anmong several CGNs based on their actual |oad may not be
supported because of the potential conflict of enforced algorithnic
mappi ng rule. Wen CGN redundancy group is used, the sane napping
rule, including in particular the external |IP address, MJST be used.
Furthernore, traffic oscillation MJST be avoi ded (because, unless
state synchroni zation is used, the actual NAT state may not be
instantiated in the redundancy group).

I Pv4 Port Utilization Efficiency

For Service Providers requiring an aggressive address sharing ration
the use of the algorithm c mapping may inpact the efficiency of the
address sharing. Using a dynam c port range schenme, dynam c port
assignnent or a mix of static mapping and dynami c port assignnent is
nore suitable for those SPs.
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2.3. Planning & Di nensioning

Unl i ke dynam c approaches, the use of the algorithm c mapping
requires nore effort fromoperational teans to tweak the al gorithm
(e.g., size of the port range, address sharing ratio, etc.).

Dedi cated al arms SHOULD be configured when sonme port utilization
thresholds are fired so that the configuration can be refined.

2.4. Deterministic CGN Exanpl e

To illustrate the use of determnistic NAT, let’'s consider a sinple
exanpl e. The operator configures an inside address range (1) of
100. 64. 0.0/ 28 and outside address (O of 203.0.113.1. The dynanic
address pool factor (D) is set to 2. Thus, the total conpression
ratio is 1:(14+2) = 1:16. Only the systemports (e.g. ports < 1024)
are reserved. This configuration causes the CGN to preallocate
((65536-1024)/16 =) 4032 TCP and 4032 UDP ports per inside |Pv4
address. For the purposes of this exanple, let’'s assune that they
are allocated sequentially, where 100.64.0.1 maps to 203.0.113.1
ports 1024-5055, 100.64.0.2 maps to 203.0.113.1 ports 5056-9087, etc.
The dynam c port range thus contains ports 57472-65535 (port
allocation illustrated in the table below). Finally, the maxi num
ports/subscriber is set to 5040.

R R +
| I'nside Address / Pool | CQutside Address & Port

o e e e e e e e e e e e oo n o e e e e e e e e oo +
| Reserved | 203.0.113.1:0-1023 |
| 100.64.0.1 | 203.0.113.1:1024-5055

| 100.64.0.2 | 203.0.113.1:5056-9087

| 100.64.0.3 | 203.0.113.1:9088-13119

| 100.64.0.4 | 203.0.113.1:13120-17151

| 100.64.0.5 | 203.0.113.1:17151-21183

| 100.64.0.6 | 203.0.113.1:21184-25215

| 100.64.0.7 | 203.0.113.1:25216- 29247

| 100.64.0.8 | 203.0.113. 1: 29248- 33279

| 100.64.0.9 | 203.0.113.1:33280-37311

| 100.64.0.10 | 203.0.113.1:37312-41343

| 100.64.0.11 | 203.0.113. 1: 41344- 45375

| 100.64.0.12 | 203.0.113. 1: 45376- 49407

| 100.64.0.13 | 203.0.113.1:49408-53439

| 100.64.0.14 | 203.0.113. 1: 53440-57471

| Dynamic | 203.0.113.1:57472- 65535
) B +

When subscriber 1 using 100.64.0.1 initiates a | ow vol une of
connections (e.g. < 4032 concurrent connections), the CGN maps the
out goi ng source address/port to the preall ocated range. These
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transl ati on mappi ngs are not | ogged.

Subscriber 2 concurrently uses nore than the all ocated 4032 ports
(e.g. for peer-to-peer, napping, video streaning, or other
connection-intensive traffic types), the CGN allocates up to an

addi tional 1008 ports using bulk port reservations. In this exanple,
subscri ber 2 uses outside ports 5056-9087, and then 100-port bl ocks
bet ween 58000-58999. Connections using ports 5056-9087 are not

| ogged, while 10 log entries are created for ports 58000-58099,
58100- 58199, 58200-58299, ..., 58900-58999.

If a public safety agency reports abuse from 203.0.113.1, port 2001
the operator can reverse the mapping algorithmto determ ne that the
internal |P address subscriber 1 has been assigned generated the
traffic without consulting CGN |l ogs (by correlating the internal IP
address with DHCP/ PPP | ease connection records). |f a second abuse
report cones in for 203.0.113.1, port 58204, the operator wll
determine that port 58204 is within the dynanic pool range, consult
the log file, correlate with connection records, and deternine that
subscriber 2 generated the traffic (assum ng that the public safety
ti mestanp nmatches the operator timestanp. As noted in RFC6292

[ RFC6292], accurate tinme-keeping (e.g., use of NIP or Sinple NIP) is
vital).

In this exanple, there are no log entries for the majority of

subscri bers, who only use pre-allocated ports. Only mnimal |ogging
woul d be needed for those few subscribers who exceed their pre-

al | ocated ports and obtain extra bulk port assignnents fromthe
dynani ¢ pool. Logging data for those users will include inside
address, outside address, outside port range, and tinestanp.

3. Additional Logging Considerations

In order to be able to identify a subscriber based on observed
external |Pv4 address, port, and tinestanp, an operator needs to know
how the CGN was configured with regards to internal and external |IP
addresses, dynam c address pool factor, naxinmum ports per user, and
reserved port range at any given time. Therefore, the CGN MJST
generate a | og nessage any tine such variables are changed. Al so,
the CGN SHOULD generate such a | og nessage once per day to facilitate
quick identification of the relevant configuration in the event of an
abuse notification.

Such a | og nmessage MJUST, at m ninmum include the tinmestanp, inside

prefix I, inside mask, outside prefix O outside mask, Db M A and
reserved port list; for exanple:
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[Wed Cct 11 14:32:52 2000]:100. 64.0.0: 28: 203. 0. 113. 0: 32: 2: 5040: 0: 1-
1023, 5004, 5060.

4. Inpact on the IPv6 Transition

The sol ution described in this docunment is applicable to Carrier
Grade NAT transition technologies (e.g. NAT444, DS-Lite, and NAT64).
As discussed in [I-D.donl ey-nat 444-inpacts], the authors acknow edge
that native IPv6 will offer subscribers a better experience than CGN\
However, many CPE devices only support |Pv4. Likew se, as of July
2012, only approximately 4% of the top 1 million websites were
avai l abl e using I Pv6. Accordingly, deternministic CGN should in no
way be understood as making CGN a replacenment for |Pv6 service. The
aut hors encourage devi ce manufacturers to consider [RFC6540] and
include I Pv6 support. 1In the interim however, CG\ has al ready been
depl oyed in sone ISP networks. Deterministic CGNwill provide |SPs
with the ability to quickly respond to public safety requests without
requi ring excessive infrastructure, operations, and bandwidth to
support per-connection | ogging.

5. | ANA Consi derati ons

Thi s docunent nakes no request of | ANA

6. Security Considerations
The security considerations applicable to NAT operation for various
protocol s as docunented in, for exanple, RFC 4787 [RFC4787] and RFC
5382 [RFC5382] also apply to this docunent.
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