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CONTEXT

•Analysis of macroscopic Internet 
events using multiple large-scale data 
sources

•Revival of  Network Telescopes: Internet 
Background Radiation can be used as 
a unique measurement tool for the Internet!

Project goal & main message
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THE EVENTS

•Egypt
- January 25th, 2011: protests start in the country
- The government orders service providers to “shut down” the Internet
- January 27th, around 22:34 UTC: several sources report the withdrawal in the 
Internet’s global routing table of almost all routes to Egyptian networks
- The disruption lasts 5.5 days

•Libya
- February 17th, 2011: protests start in the country
- The government controls most of the country’s communication infrastructure
- February 18th (6.8 hrs), 19th (8.3 hrs), March 3rd (3.7 days): three 
different connectivity disruptions:

Internet Disruptions in North Africa
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2011 Feb MarFeb
! !

Jan 27 22:12 (5.5 days)
Feb 18 23:15 (6.8 hours)

Feb 19 21:55 (8.3 hours)
Mar 03 16:57 (3.7 days)

Jan 25 Feb 17

Egypt Libya

Figure 1: Timeline of Internet disruptions described in the paper. Times in figure are UTC (Egypt and Libya are UTC+2). The pair of red dots indicate the start
of major political protests in the respective countries.

study of what it takes to bring down an entire country’s communi-
cations infrastructure, which has security relevance for every nation
in the world. We were also able to observe surprisingly noticeable
effects of such large scale censorship on ongoing global measure-
ment activities, suggesting how similar events could be detected
and/or documented in the future. Our analysis relies on multiple
measurements and vantage points:

! Traffic to unassigned address space, specifically data col-
lected from the UCSD network telescope [7], reveal changes
in background Internet traffic from the affected regions.

! BGP data from RouteViews [59] and RIPE NCC’s Routing
Information Service (RIS) [6] provide a view of BGP activ-
ity during the events.

! Active traceroute probing from Ark [2] reveals forward
path information and can reveal additional types of filter-
ing, e.g. firewalling, not observable via BGP, as well as help
calibrate BGP observations.

We focus on two episodes of Internet disruption, although the
same global data sources and our proposed methodology could il-
luminate the study of similar events in other countries. The main
contributions of this paper are:

" We document a rich view of the disruptions using three
types of measurement data sources.

" We demonstrate how to use unsolicited background traf-
fic to identify country-level blocking events.

" We report previously unknown details of each event, in-
cluding the use of packet filtering as well as BGP route
withdrawals to effect the disruption.

" We sketch a general methodology for the analysis of
some types of of disruptions that combines multiple
measurement data sources available to researchers.

" Our methodology and findings can form the basis for
automated early-warning detection systems for Internet
service suppression events.

The rest of this paper is organized as follows. Section 2 gives
technical background on network disruption, limiting its focus to
the paper’s scope. Section 3 summarizes related work. Section 4
describes our measurement and analysis methodology. Section 5
presents the results of our analysis. Section 6 discusses our findings
and concludes the paper.

2. BACKGROUND
Disabling Internet access is an extreme form of Internet censor-

ship in which a population’s Internet access is blocked completely,
a coarse but technically more straightforward approach than the se-
lective blocking used in most Internet censorship regimes. It can be
implemented by simply powering down or physically disconnect-
ing critical equipment, although this approach typically requires
physical co-location with the communications equipment, which
may be spread over a wide area. A more flexible approach is to use

software to disrupt either the routing or packet forwarding mecha-
nisms.
Routing disruption. While forwarding is the mechanism that ad-
vances packets from source to destination, the routing mechanism
determines which parts of the network are reachable and how. On
the Internet, global routing is coordinated at the level of Autono-
mous Systems (ASes) – administratively distinct parts of the net-
work – using BGP as the interdomain routing protocol. Routers
exchange BGP information (BGP updates) regarding which desti-
nation addresses they can reach, and continually update their for-
warding tables to use the best available path to each contiguous
block of destination addresses.1 Disabling the routing process on
critical routers or suppressing BGP information transmission can
effectively render large parts of a network unreachable.
Packet filtering. Packet filtering intervenes in the normal packet
forwarding mechanism to block (i.e., not forward) packets match-
ing given criteria. Today packet filtering of varying complexity is
a standard security feature of network equipment from switches to
dedicated firewalls.2

Disabling a network’s connectivity to the Internet through BGP
routing disruption is easily detectable, since it entails changes in
the global routing state of the network, i.e., in the control plane.
Previously advertised prefixes must be withdrawn or re-advertised
with different properties in order to change global routing behavior.
Detecting packet filtering is harder; it requires either active probing
of the forward path, or monitoring traffic (the data plane) from the
affected parts of the network for changes.

We also note that BGP-based traffic control and packet-filtering
are only two of many layers where censorship of connectivity and
content may occur. A taxonomy of blocking technologies would
include a range of approaches, including physical layer disconnec-
tion, content blocking based on deep packet inspection by an ISP,
DNS-based blocking or manipulation at multiple granularities, and
end-client software blocking in an enterprise or household.

3. RELATED WORK
An Internet blackout is put into effect by a government when

more selective forms of censorship are either impractical or inef-
fective. Governments use selective censorship to restrict Internet
traffic for political, religious, and cultural reasons. Recent stud-
ies have found that Internet censorship is widespread and on the
rise [3, 8]. Unsurprisingly, there is also growing interest in analyz-
ing the technical aspects of censorship, and methods to circumvent
them.

1Destination addresses are advertised as prefixes, ranges of ad-
dresses represented as a set of fixed high-order bits and varying
low-order bits. A prefixes is written as an IP address in dotted
quad notation followed by a “/” and the prefix length. For exam-
ple, the prefix 132.239.0.0/17 represents IP addresses 132.239.0.0
to 132.239.127.255.
2Because of their versatile packet filtering capabilities, firewalls
can flexibly implement many types of selective censorship: address
filtering, protocol filtering, and simple content filtering.
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NETWORK INFO

•Egypt
- 3165 IPv4 and 6 IPv6 prefixes are delegated to Egypt by AfriNIC
- They are managed by 51 Autonomous Systems

- Filtering type: BGP only
- Filtering dynamic: synchronized; progressive

•Libya
- 13 IPv4 prefixes, no IPv6 prefixes
- 3 Autonomous Systems operate in the country

- Filtering type: mix of BGP, packet filtering, satellite signal jamming 
- Filtering dynamic: testing different techniques; somehow synchronized

Prefixes, ASes, Filtering 
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WHAT WE DID 

•BGP
- BGP updates from route collectors of RIPE-NCC RIS and RouteViews
- We combined information from both databases
- Graphical Tools: REX, BGPlay, BGPviz 

•Active Traceroute Probing
- Archipelago Measurement Infrastructure (ARK) 
- We underutilized this data source..

•Internet Background Radiation (IBR)
- Traffic reaching the UCSD Network Telescope
- Capable of revealing different kinds of blocking

Combined different measurement sources

w w w .caida.org
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DATA SELECTION

•IP ranges associated with the country of interest
- Delegations from Regional Internet Registries (RIR)
- Commercial geolocation database

•Gather prefixes to be monitored by looking at BGP 
announcements. For each IP range:
- Look up for an exactly matching BGP prefix 
- Find all the more specific (strict subset, longer) prefixes 
- Otherwise, retrieve the longest BGP prefix entirely containing it 

•When referring to an AS, we actually refer to the IPs of that 
AS that are associated with the country of interest

Geolocation + announced prefixes

the impact of these anomalies and providing empirical comparisons
across different periods.

In [53] the authors presented BGP Eye, a tool for root-cause
analysis of BGP anomalies based on clustering of BGP updates into
events that are later compared across different border routers. The
proposed visualization helps show events that potentially affect pre-
fix reachability and hijacking. In [26] the authors introduced Hub-
ble, a system that operates continuously to find Internet reachability
problems in which routes exist to a destination but packets are un-
able to reach the destination. While this system effectively detects
network-wide outages at the prefix level, it does not aggregate re-
sults beyond a single AS. Both Hubble and BGP Eye approaches
were not explicitly meant to detect country-wide outages, but the
respective approaches could be combined with the work in this pa-
per to improve detection of country-wide network disruptions.

Our work contributes greater comprehensiveness and detail, com-
bines multiple different data sources that are available to academic
researchers, including unsoliciated traffic to a large subset (/8) of
unassigned IPv4 address space. While BGP data has often been
used to monitor the dynamics of network infrastructures during net-
work outages, we are not aware of any previous work using unso-
licited (also called darknet or telescope) traffic to monitor such out-
ages, although we proposed it in March 2011 [10]. Our approach fa-
cilitated discovery of important technical aspects of the outages not
previously reported: the combination of packet filtering techniques
with BGP disruption, and disruption of satellite Internet connectiv-
ity.

Finally, several works [21, 27, 32, 33] explored BGP instabilities
induced by different factors, i.e. misconfigurations and failures. Al-
though such studies have not typically included more then single-
AS outages, the methodologies they use to correlate BGP events, in
conjunction with the methodology we present here, could support
a future early warning system to detect Internet outages.

4. DATA SOURCES AND METHODOLOGY

4.1 Internet Geography
To properly observe effects of these blackouts, we need to first

determine which parts of the Internet are under the control of, or
related to, the respective countries.

4.1.1 IP Addresses
In order to perform an analysis of country-wide phenomena we

need to establish the list of IPv4 ranges associated with the country
of interest. Five Regional Internet Registries (RIRs) manage the al-
location and registration of Internet resources (IP prefixes and au-
tonomous system numbers) to entities within five distinct regions
of the world, and publish lists of the Internet resources they del-
egate, which include the country hosting the headquarters of the
receiving entity. Egypt and Libya are in the AfriNIC (Africa’s)
region [1]. The first row of Table 1 lists the number of IPv4 ad-
dresses delegated to Egypt and Libya by AfriNIC. Additionally, IP
addresses nominally allocated to a different country may be used
within Egypt and Libya if a foreign ISP provides Internet access in
those countries. The second row of Table 1 lists the IP addresses
geolocated in Egypt and Libya according to the MaxMind GeoLite
Country database [36].

Although there are accuracy issues in all geolocation databases
[42, 49], at a country granularity these databases almost always
agree with the RIR-delegation file information. Countries with ei-
ther low Internet penetration or a small population (Libya has both)
may only have few IPs officially RIR-delegated to them, in which
case IP geolocation database information can provide useful ad-

Egypt Libya

AfriNIC delegated IPs 5,762,816 299,008
MaxMind GeoLite IPs 5,710,240 307,225

Table 1: IPv4 address space delegated to Egypt (as of January 24, 2011) and
Libya (as of February 15, 2011) by AfriNIC (top half) as well as additional
IPv4 address ranges associated with the two countries based on MaxMind
GeoLite database (as of January 2011).

ditional information. Satellite connectivity, which at least one ISP
uses to serve Libya, is another source of IP geolocation discrep-
ancy.

4.1.2 AS Numbers and BGP-announced prefixes
In order to study BGP dynamics before and during the outages,

we first derived a set of IP prefixes to monitor, and then mapped
these prefixes to ASes using a database constructed from Route-
Views and RIPE NCC RIS data [6, 56] for the week preceding the
outages, up to and including the first day of the outage. Monitoring
traffic to a set of addresses requires determining the relevant BGP
prefixes that include the addresses. ASes may implement complex
routing policies to accomplish traffic engineering and other busi-
ness objectives, which may involve splitting BGP prefixes flexibly
into smaller chunks, or aggregating prefixes into larger chunks to
reduce routing table sizes. Thus, different views of the routing sys-
tem (BGP monitors) may have different BGP prefixes covering a
given set of IP addresses. Once we gather BGP events within the
time window we want to observe, we compute the set of covering
prefixes P for address space S as follows:

• We look up the address space in the BGP database described
above, to find an exactly matching BGP prefix;

• We find all the more specific (strict subset, longer) prefixes
of this prefix;

• if the two previous steps yielded no prefix, we retrieve the
longest BGP prefix entirely containing the address space S.

For each AS we show results only for the IP ranges or BGP prefixes
that are solely related to the country under analysis, e.g., traffic
whose source addresses are included in prefixes announced by that
AS and are geolocated or delegated to the country under analysis.

4.2 BGP Data
BGP plays a central role in evaluating censorship strategies. BGP

routing changes can rapidly induce global effects, including coarse-
grained filtering that may be indistinguishable from complete phys-
ical disconnection of infrastructure. In conjunction with data-plane
measurements such as traceroute or traffic flows, one can gain a
richer understanding of the type of censorship strategy being used.

The two main sources of BGP updates used throughout our anal-
ysis are the already mentioned Route Views Project [56] and RIPE
NCC’s Routing Information Service (RIS) [6], respectively main-
tained by University of Oregon and RIPE NCC. Both services rely
on routers that establish BGP peering sessions with many ISPs
around the world. The available data reveal a broad and global
though necessarily incomplete view of BGP connectivity over time,
at a prefix granularity. We analyze this data at the finest possible
time granularity – BGP updates – to detect and isolate events ob-
served during the outages. To exploit this information, however,
BGP control plane tables of each route collector need to be recon-
structed first. BGP updates alone are not enough, since they only
provide information about changes in the routing. This is why route

6
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BGP
•We reconstruct prefixes losing and regaining reachability
- we build the routing history of every collector’s peer for each collector
- using both RIBs and UPDATES
- we mark a prefix as disappeared if it is withdrawn in each routing history

prefix reachability

fic and traceroute data). Section 5.1 discusses the outage in Egypt;

Section 5.2 discusses the several disconnections in Libya.

5.1 Egypt

5.1.1 Overview

Renesys reported that on January 27, around 22:34:00 GMT,

they observed the “virtually simultaneous withdrawal of all routes

to Egyptian networks in the Internet’s global routing table” [15].

The packet rate of unsolicited traffic from Egypt seen by the UCSD

telescope (Figure 2) suddenly decreases at almost the same time, on

January 27 around 22:32:00 GMT. On the BGP side, the method-

ology explained in Section 4 identifies the outage as a sequence of

routing events between approximately 22:12:00 GMT and 22:34:00

GMT. The outage lasts for more than five days, during which more

active BGP IPv4 prefixes in Egypt are withdrawn. In Figure 3 each

step represents a set of IPv4 prefixes at the point in time when they

first begin to disappear from the network. Temporary fluctuations

of a route are ignored.
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Figure 2: Unsolicited packets from IPs geolocated in Egypt to UCSD’s net-

work telescope.
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Figure 3: Disconnection of Egyptian IPv4 prefixes via BGP during the out-

age on January 27 (based on data from RouteViews and RIPE RIS). For

each disconnected prefix, the red line drops down at the instant in which a

permanent BGP withdrawal is first detected. That is, when its first withdraw

message is seen. Every temporary fluctuation is ignored in the graph.

The UCSD darknet traffic returns to packet rates comparable to

those preceding the outage at 10:00:00 GMT of February 2. The un-

solicited traffic flow from Egypt to the telescope coarsely matches

our BGP analysis, which reports 09:29:31 GMT as the time of the

first set of re-announcements of Egyptian connectivity after the cri-

sis. Figure 4 shows the BGP connectivity reappearing.

5.1.2 Outages in detail

BGP data reveals a dramatic drop in reachability for many Egyp-

tian IPv4 prefixes during the outage. It is not obvious which event

should be considered the first sign of the outage. The leftmost end

of the graph in Figure 3 shows 2928 IPv4 prefixes considered vis-

ible via BGP at 20:00:00 GMT. A notable drop in connectivity is

first seen by RouteViews and RIS route collectors on January 27

at 20:24:11 GMT, related to 15 IPv4 prefixes routed by AS24835.

Further losses of connectivity are visible in the next two hours,

summing up to 236 withdrawn IPv4 prefixes. The biggest disrup-

tion then appears as an almost vertical drop in Figure 3, with the

initial step at 22:12:26 GMT, after which roughly 2500 prefixes

disappear within a 20 minute interval. At 23:30:00 GMT only 176

prefixes remain visible.

Figure 5 shows the same sequence of events separated by the six

main Egyptian ASes. Although the image seems to suggest a time

sequence for the interleaving withdrawals, we can make no safe

assumption on the chronology of underlying decisions.

Contrary to IPv4 prefixes, there was no major change in visibility

for IPv6 prefixes. Of the six IPv6 prefixes in AfriNIC’s delegated

file, only one is seen in RIS and this prefix of length /32 is an-

nounced by AS6175 (Sprint), a major international carrier. This

prefix stayed visible during the outage, as did all its more spe-

cific prefixes seen in RIS (20 /48s from AS24863 and 1 /48 from

AS2561).

Figure 6 shows a breakdown of the traffic observed by the UCSD

network telescope in three categories: conficker, backscatter, and

other. Conficker refers to TCP SYN packets with destination port

445 and packet size 48 bytes. While we assume that these packets

are generated by systems infected by the Conficker worm, we can-

not be absolutely certain, although our inferences are valid if the

majority of packets satisfy this assumption.

These packets typically represent scanning activity, implying that

their source IPs are not spoofed, which is a major concern in a

study based on geolocation of traffic. When large denial of service

attacks target a victim in the address space we are trying to ob-

serve, backscatter traffic can increase suddenly and dramatically,

jeopardizing our inferences about background traffic levels com-

ing from this address space. So our methodology must identify and

filter out this backscatter traffic. The other category represents all

other packets composing the “background radiation” [41] captured
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of

the outage on February 2 (based on data from RouteViews and RIPE RIS).

For each re-announced prefix, the red line goes up at the instant in which a

stable BGP announcement is first detected.

fic and traceroute data). Section 5.1 discusses the outage in Egypt;

Section 5.2 discusses the several disconnections in Libya.

5.1 Egypt

5.1.1 Overview

Renesys reported that on January 27, around 22:34:00 GMT,

they observed the “virtually simultaneous withdrawal of all routes

to Egyptian networks in the Internet’s global routing table” [15].

The packet rate of unsolicited traffic from Egypt seen by the UCSD

telescope (Figure 2) suddenly decreases at almost the same time, on

January 27 around 22:32:00 GMT. On the BGP side, the method-

ology explained in Section 4 identifies the outage as a sequence of

routing events between approximately 22:12:00 GMT and 22:34:00

GMT. The outage lasts for more than five days, during which more

active BGP IPv4 prefixes in Egypt are withdrawn. In Figure 3 each

step represents a set of IPv4 prefixes at the point in time when they

first begin to disappear from the network. Temporary fluctuations

of a route are ignored.

 0

 20

 40

 60

 80

 100

 120

 140

01-27 00:00

01-28 00:00

01-29 00:00

01-30 00:00

01-31 00:00

02-01 00:00

02-02 00:00

02-03 00:00

02-04 00:00

p
a

ck
e

ts
 p

e
r 

se
co

n
d

Figure 2: Unsolicited packets from IPs geolocated in Egypt to UCSD’s net-

work telescope.
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Figure 3: Disconnection of Egyptian IPv4 prefixes via BGP during the out-

age on January 27 (based on data from RouteViews and RIPE RIS). For

each disconnected prefix, the red line drops down at the instant in which a

permanent BGP withdrawal is first detected. That is, when its first withdraw

message is seen. Every temporary fluctuation is ignored in the graph.

The UCSD darknet traffic returns to packet rates comparable to

those preceding the outage at 10:00:00 GMT of February 2. The un-

solicited traffic flow from Egypt to the telescope coarsely matches

our BGP analysis, which reports 09:29:31 GMT as the time of the

first set of re-announcements of Egyptian connectivity after the cri-

sis. Figure 4 shows the BGP connectivity reappearing.

5.1.2 Outages in detail

BGP data reveals a dramatic drop in reachability for many Egyp-

tian IPv4 prefixes during the outage. It is not obvious which event

should be considered the first sign of the outage. The leftmost end

of the graph in Figure 3 shows 2928 IPv4 prefixes considered vis-

ible via BGP at 20:00:00 GMT. A notable drop in connectivity is

first seen by RouteViews and RIS route collectors on January 27

at 20:24:11 GMT, related to 15 IPv4 prefixes routed by AS24835.

Further losses of connectivity are visible in the next two hours,

summing up to 236 withdrawn IPv4 prefixes. The biggest disrup-

tion then appears as an almost vertical drop in Figure 3, with the

initial step at 22:12:26 GMT, after which roughly 2500 prefixes

disappear within a 20 minute interval. At 23:30:00 GMT only 176

prefixes remain visible.

Figure 5 shows the same sequence of events separated by the six

main Egyptian ASes. Although the image seems to suggest a time

sequence for the interleaving withdrawals, we can make no safe

assumption on the chronology of underlying decisions.

Contrary to IPv4 prefixes, there was no major change in visibility

for IPv6 prefixes. Of the six IPv6 prefixes in AfriNIC’s delegated

file, only one is seen in RIS and this prefix of length /32 is an-

nounced by AS6175 (Sprint), a major international carrier. This

prefix stayed visible during the outage, as did all its more spe-

cific prefixes seen in RIS (20 /48s from AS24863 and 1 /48 from

AS2561).

Figure 6 shows a breakdown of the traffic observed by the UCSD

network telescope in three categories: conficker, backscatter, and

other. Conficker refers to TCP SYN packets with destination port

445 and packet size 48 bytes. While we assume that these packets

are generated by systems infected by the Conficker worm, we can-

not be absolutely certain, although our inferences are valid if the

majority of packets satisfy this assumption.

These packets typically represent scanning activity, implying that

their source IPs are not spoofed, which is a major concern in a

study based on geolocation of traffic. When large denial of service

attacks target a victim in the address space we are trying to ob-

serve, backscatter traffic can increase suddenly and dramatically,

jeopardizing our inferences about background traffic levels com-

ing from this address space. So our methodology must identify and

filter out this backscatter traffic. The other category represents all

other packets composing the “background radiation” [41] captured
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of

the outage on February 2 (based on data from RouteViews and RIPE RIS).

For each re-announced prefix, the red line goes up at the instant in which a

stable BGP announcement is first detected.
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BGP

•A detailed analysis shows there is synchronization among ASes

per-AS analysis
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Detail of Egyptian disconnection/reconnection: 6 major ASes

January 27th
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2, based on data from RouteViews and RIPE NCC’s
RIS. For each re-announced prefix, the red line goes up at the instant in
which a stable BGP announcement is first detected.

 0

 200

 400

 600

 800

 1000

20:00 20:30 21:00 21:30 22:00 22:30 23:00

n
u
m

b
e
r 

o
f 
vi

si
b
le

 I
P

v4
 p

re
fix

e
s

EgAS1
EgAS4

EgAS2
EgAS5

EgAS3
EgStateAS

Figure 5: Visibility of main Egyptian Autonomous Systems via BGP during
the outage on January 27 (based on data from RouteViews and RIPE NCC’s
RIS). Each AS is plotted independently; as in Figure 3, each line drops
down at the instant in which a lasting (i.e., not temporarily fluctuating) BGP
withdrawal is first observed.
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Figure 6: Categories of unsolicited packets from IPs geolocated in Egypt
to UCSD’s network telescope: other, conficker-like, backscatter. Spikes in
backscatter traffic reflect large denial-of-service attacks against hosts in
Egypt.

of IPv4 prefixes remained visible during the outage, including some
not announced in the previous months. For this reason we still ob-
serve darknet traffic coming from this AS, whereas the prefixes of
EgAS4 were all withdrawn. A closer look at EgStateAS reveals that
several of the visible IPv4 prefixes were reachable through IntAS2
or IntAS3, either because they were already served by those two
Autonomous Systems or they rerouted to paths using those ASes
after the massive disconnection. Figures 8(a) and 8(b) illustrate this
behavior, where a prefix previously using IntAS4 as its only exter-
nally visible upstream switches to IntAS2 once the outage begins.

Finally, we ran ad-hoc active measurements during the outage to
some related prefixes. In particular, we sent ICMP echo requests
on 1 February at 09:00:00 GMT from GARR (the Italian Research
and Academic Network), the replies to which revealed that at least
three IPv4 prefixes, among those announced by EgStateAS and not
withdrawn during the outage, were actually reachable. Traceroute
probes simultaneously issued toward the same destinations went
through IntAS2.

Another interesting case is that of EgAS7. As also reported by
Renesys [16], the 83 prefixes managed by this AS remained un-
touched for several days during the Egyptian Internet outage. There
was speculation that this AS retained Internet connectivity due to its
high-profile, economically-relevant customers, including the Egyp-
tian stock exchange, the National Bank of Egypt, and the Commer-
cial International Bank of Egypt. However, at a certain point the
censorship was tightened in Egypt: we observed the withdrawals
of all 83 prefixes, almost simultaneously, on Monday, January 31,
20:46:48 GMT until the end of the outage, when all the Egyptian
routes were restored. Figure 9 shows a perfect match between our
telescope observation of Egyptian traffic from EgAS7 and the BGP
reachability of its prefixes.

Figure 10 plots reachability statistics of active measurements
from CAIDA’s Ark infrastructure, revealing that during the outage,
1% of measurements to IPv4 prefixes geolocated in Egypt reached
a responding destination, whereas on normal days it is closer to
16-17%. Examination of the specific IP addresses that retained bi-
directional connectivity throughout the outage confirms that they
all match BGP prefixes that were not withdrawn.

At the end of the outage, a steady reconnection is observed via
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Figure 7: Unsolicited packets from IPs geolocated in Egypt to UCSD net-
work telescope: EgAS4, EgStateAS. Traffic from EgStateAS is still signif-
icant during the outage because: (i) some prefixes remain visible; (ii) some
networks probably retain outbound connectivity. The decay observable in
the first days of the outage matches the progressive withdrawal of further
routes.

BGP. Figures 4 and 11 respectively show time-series of BGP an-
nouncements in aggregate and for each of the six larger ASes. Fig-
ure 11 shows each AS re-injecting sets of previously withdrawn
routes, with most of them globally visible within 20 minutes. The
process began with a first step at 09:29:31 GMT; by 09:56:11 GMT
more than 2500 Egyptian IPv4 prefixes are back in BGP tables
around the world. BGP data suggests that the key decisions on the
outage were quite synchronized, and produced dramatic globally
observable consequences.

5.1.3 Denial-of-service attacks
Analysis of the UCSD darknet traffic also allowed us to identify

some denial-of-service attacks to institutional sites of the Egyptian
government, which because of the timing and victims look strongly

(a)

(b)

Figure 8: BGPlay snapshot showing the reachability graph of a prefix owned
by EgStateAS before (a) and after (b) the outage on January 27. Each color
represents the path used by an AS to reach the target prefix.
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Figure 9: The case of EgAS7: a perfect match across data sources: unso-
licited traffic to UCSD’s network telescope vs. BGP reachability of its 83
prefixes.
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Figure 10: Fraction of Ark traceroutes that terminated (either at the destina-
tion or the last reachable hop) in Egypt. The few IP addresses that retained
bi-directional connectivity (required for traceroute) throughout the outage
were in BGP prefixes that were not withdrawn.
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Figure 11: Reconnection of main Egyptian Autonomous Systems via BGP
at the end of outage on February 2, based on data from RouteViews and
RIPE NCC’s RIS. Each AS is plotted independently; as in Figure 4, each
line rises at the instant in which a stable BGP announcement from that AS
is first observed.
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UCSD TELESCOPE

•Unsolicited traffic, a.k.a. Internet Background Radiation - e.g. 
scanning from conficker-infected hosts - from the observed 
country reveals several aspects of these outages!

when malware helps..

fic and traceroute data). Section 5.1 discusses the outage in Egypt;

Section 5.2 discusses the several disconnections in Libya.

5.1 Egypt

5.1.1 Overview

Renesys reported that on January 27, around 22:34:00 GMT,

they observed the “virtually simultaneous withdrawal of all routes

to Egyptian networks in the Internet’s global routing table” [15].

The packet rate of unsolicited traffic from Egypt seen by the UCSD

telescope (Figure 2) suddenly decreases at almost the same time, on

January 27 around 22:32:00 GMT. On the BGP side, the method-

ology explained in Section 4 identifies the outage as a sequence of

routing events between approximately 22:12:00 GMT and 22:34:00

GMT. The outage lasts for more than five days, during which more

active BGP IPv4 prefixes in Egypt are withdrawn. In Figure 3 each

step represents a set of IPv4 prefixes at the point in time when they

first begin to disappear from the network. Temporary fluctuations

of a route are ignored.
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Figure 2: Unsolicited packets from IPs geolocated in Egypt to UCSD’s net-

work telescope.
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Figure 3: Disconnection of Egyptian IPv4 prefixes via BGP during the out-

age on January 27 (based on data from RouteViews and RIPE RIS). For

each disconnected prefix, the red line drops down at the instant in which a

permanent BGP withdrawal is first detected. That is, when its first withdraw

message is seen. Every temporary fluctuation is ignored in the graph.

The UCSD darknet traffic returns to packet rates comparable to

those preceding the outage at 10:00:00 GMT of February 2. The un-

solicited traffic flow from Egypt to the telescope coarsely matches

our BGP analysis, which reports 09:29:31 GMT as the time of the

first set of re-announcements of Egyptian connectivity after the cri-

sis. Figure 4 shows the BGP connectivity reappearing.

5.1.2 Outages in detail

BGP data reveals a dramatic drop in reachability for many Egyp-

tian IPv4 prefixes during the outage. It is not obvious which event

should be considered the first sign of the outage. The leftmost end

of the graph in Figure 3 shows 2928 IPv4 prefixes considered vis-

ible via BGP at 20:00:00 GMT. A notable drop in connectivity is

first seen by RouteViews and RIS route collectors on January 27

at 20:24:11 GMT, related to 15 IPv4 prefixes routed by AS24835.

Further losses of connectivity are visible in the next two hours,

summing up to 236 withdrawn IPv4 prefixes. The biggest disrup-

tion then appears as an almost vertical drop in Figure 3, with the

initial step at 22:12:26 GMT, after which roughly 2500 prefixes

disappear within a 20 minute interval. At 23:30:00 GMT only 176

prefixes remain visible.

Figure 5 shows the same sequence of events separated by the six

main Egyptian ASes. Although the image seems to suggest a time

sequence for the interleaving withdrawals, we can make no safe

assumption on the chronology of underlying decisions.

Contrary to IPv4 prefixes, there was no major change in visibility

for IPv6 prefixes. Of the six IPv6 prefixes in AfriNIC’s delegated

file, only one is seen in RIS and this prefix of length /32 is an-

nounced by AS6175 (Sprint), a major international carrier. This

prefix stayed visible during the outage, as did all its more spe-

cific prefixes seen in RIS (20 /48s from AS24863 and 1 /48 from

AS2561).

Figure 6 shows a breakdown of the traffic observed by the UCSD

network telescope in three categories: conficker, backscatter, and

other. Conficker refers to TCP SYN packets with destination port

445 and packet size 48 bytes. While we assume that these packets

are generated by systems infected by the Conficker worm, we can-

not be absolutely certain, although our inferences are valid if the

majority of packets satisfy this assumption.

These packets typically represent scanning activity, implying that

their source IPs are not spoofed, which is a major concern in a

study based on geolocation of traffic. When large denial of service

attacks target a victim in the address space we are trying to ob-

serve, backscatter traffic can increase suddenly and dramatically,

jeopardizing our inferences about background traffic levels com-

ing from this address space. So our methodology must identify and

filter out this backscatter traffic. The other category represents all

other packets composing the “background radiation” [41] captured
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of

the outage on February 2 (based on data from RouteViews and RIPE RIS).

For each re-announced prefix, the red line goes up at the instant in which a

stable BGP announcement is first detected.

refer to two denial of service attacks discussed in Section 5.2.3. To-

ward the right of the graph it is difficult to interpret what is really

happening in Libya because of the civil war.

5.2.2 Outages in detail

The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as

observed by the UCSD telescope. Figure 13(b) shows BGP data

over the same interval: in both cases, within a few minutes, 12 out

of the 13 IPv4 prefixes associated with IP address ranges officially

delegated to Libya were withdrawn. These twelve IPv4 prefixes

were announced by AS21003 - GPTC, the local telecom operator,

while the remaining IPv4 prefix is managed by AS6762 - Seabone-

Net Telecom Italia Sparkle. There are no IPv6 prefixes in AfriNIC’s

delegated file for Libya. The MaxMind IP geolocation database fur-

ther puts 12 non-contiguous IP ranges in Libya, all part of an en-

compassing IPv4 prefix announced by AS30981 - HSS-CGN-AS

Horizon Satellite Services Cologne Teleport, which provides satel-

lite services in the Middle East, Asia and Africa. The covering IPv4

prefix also contained 180 IP ranges in several other countries pre-

dominantly in the Middle East. We considered this additional AS

because the UCSD darknet observed a significant amount of unso-
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Figure 10: Fraction of Ark traceroutes to an address in Egypt which termi-

nated in Egypt (either destination, if reached, or the last reachable hop was

in Egypt).
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Figure 11: Reconnection of main Egyptian Autonomous Systems via BGP

at the end of outage on February 2 (based on data from RouteViews and

RIPE RIS). Each AS is plotted independently; see Figure 4 for details on

the methodology.

Figure 12: UCSD darknet’s traffic coming from Libya.

licited traffic coming from IPs in those 12 ranges in the 10 days

before the first outage (about 50k packets each day). This level of

background traffic indicates a population of customers using PCs

likely infected by Conficker or other malware, allowing inference

of network conditions. This network also provides evidence of what

happened to Libyan Internet connections based on satellite systems

not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behav-

ior that conflicts with previous reports [16]: the second outage is

not entirely caused by BGP withdrawals. The BGP shutdown be-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD

darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP

(data from RouteViews and RIPE NCC RIS collectors).
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UCSD TELESCOPE

•We classified traffic to the telescope in 
- Conficker-like
- Backscatter (e.g. SYN-ACKs to randomly spoofed SYNs of DoS attacks)
- Other

need to dissect traffic

Egypt: telescope traffic
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2, based on data from RouteViews and RIPE NCC’s
RIS. For each re-announced prefix, the red line goes up at the instant in
which a stable BGP announcement is first detected.
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Figure 5: Visibility of main Egyptian Autonomous Systems via BGP during
the outage on January 27 (based on data from RouteViews and RIPE NCC’s
RIS). Each AS is plotted independently; as in Figure 3, each line drops
down at the instant in which a lasting (i.e., not temporarily fluctuating) BGP
withdrawal is first observed.
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Figure 6: Categories of unsolicited packets from IPs geolocated in Egypt
to UCSD’s network telescope: other, conficker-like, backscatter. Spikes in
backscatter traffic reflect large denial-of-service attacks against hosts in
Egypt.

of IPv4 prefixes remained visible during the outage, including some
not announced in the previous months. For this reason we still ob-
serve darknet traffic coming from this AS, whereas the prefixes of
EgAS4 were all withdrawn. A closer look at EgStateAS reveals that
several of the visible IPv4 prefixes were reachable through IntAS2
or IntAS3, either because they were already served by those two
Autonomous Systems or they rerouted to paths using those ASes
after the massive disconnection. Figures 8(a) and 8(b) illustrate this
behavior, where a prefix previously using IntAS4 as its only exter-
nally visible upstream switches to IntAS2 once the outage begins.

Finally, we ran ad-hoc active measurements during the outage to
some related prefixes. In particular, we sent ICMP echo requests
on 1 February at 09:00:00 GMT from GARR (the Italian Research
and Academic Network), the replies to which revealed that at least
three IPv4 prefixes, among those announced by EgStateAS and not
withdrawn during the outage, were actually reachable. Traceroute
probes simultaneously issued toward the same destinations went
through IntAS2.

Another interesting case is that of EgAS7. As also reported by
Renesys [16], the 83 prefixes managed by this AS remained un-
touched for several days during the Egyptian Internet outage. There
was speculation that this AS retained Internet connectivity due to its
high-profile, economically-relevant customers, including the Egyp-
tian stock exchange, the National Bank of Egypt, and the Commer-
cial International Bank of Egypt. However, at a certain point the
censorship was tightened in Egypt: we observed the withdrawals
of all 83 prefixes, almost simultaneously, on Monday, January 31,
20:46:48 GMT until the end of the outage, when all the Egyptian
routes were restored. Figure 9 shows a perfect match between our
telescope observation of Egyptian traffic from EgAS7 and the BGP
reachability of its prefixes.

Figure 10 plots reachability statistics of active measurements
from CAIDA’s Ark infrastructure, revealing that during the outage,
1% of measurements to IPv4 prefixes geolocated in Egypt reached
a responding destination, whereas on normal days it is closer to
16-17%. Examination of the specific IP addresses that retained bi-
directional connectivity throughout the outage confirms that they
all match BGP prefixes that were not withdrawn.

At the end of the outage, a steady reconnection is observed via
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Figure 7: Unsolicited packets from IPs geolocated in Egypt to UCSD net-
work telescope: EgAS4, EgStateAS. Traffic from EgStateAS is still signif-
icant during the outage because: (i) some prefixes remain visible; (ii) some
networks probably retain outbound connectivity. The decay observable in
the first days of the outage matches the progressive withdrawal of further
routes.
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2, based on data from RouteViews and RIPE NCC’s
RIS. For each re-announced prefix, the red line goes up at the instant in
which a stable BGP announcement is first detected.
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of IPv4 prefixes remained visible during the outage, including some
not announced in the previous months. For this reason we still ob-
serve darknet traffic coming from this AS, whereas the prefixes of
EgAS4 were all withdrawn. A closer look at EgStateAS reveals that
several of the visible IPv4 prefixes were reachable through IntAS2
or IntAS3, either because they were already served by those two
Autonomous Systems or they rerouted to paths using those ASes
after the massive disconnection. Figures 8(a) and 8(b) illustrate this
behavior, where a prefix previously using IntAS4 as its only exter-
nally visible upstream switches to IntAS2 once the outage begins.

Finally, we ran ad-hoc active measurements during the outage to
some related prefixes. In particular, we sent ICMP echo requests
on 1 February at 09:00:00 GMT from GARR (the Italian Research
and Academic Network), the replies to which revealed that at least
three IPv4 prefixes, among those announced by EgStateAS and not
withdrawn during the outage, were actually reachable. Traceroute
probes simultaneously issued toward the same destinations went
through IntAS2.

Another interesting case is that of EgAS7. As also reported by
Renesys [16], the 83 prefixes managed by this AS remained un-
touched for several days during the Egyptian Internet outage. There
was speculation that this AS retained Internet connectivity due to its
high-profile, economically-relevant customers, including the Egyp-
tian stock exchange, the National Bank of Egypt, and the Commer-
cial International Bank of Egypt. However, at a certain point the
censorship was tightened in Egypt: we observed the withdrawals
of all 83 prefixes, almost simultaneously, on Monday, January 31,
20:46:48 GMT until the end of the outage, when all the Egyptian
routes were restored. Figure 9 shows a perfect match between our
telescope observation of Egyptian traffic from EgAS7 and the BGP
reachability of its prefixes.

Figure 10 plots reachability statistics of active measurements
from CAIDA’s Ark infrastructure, revealing that during the outage,
1% of measurements to IPv4 prefixes geolocated in Egypt reached
a responding destination, whereas on normal days it is closer to
16-17%. Examination of the specific IP addresses that retained bi-
directional connectivity throughout the outage confirms that they
all match BGP prefixes that were not withdrawn.

At the end of the outage, a steady reconnection is observed via
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Figure 7: Unsolicited packets from IPs geolocated in Egypt to UCSD net-
work telescope: EgAS4, EgStateAS. Traffic from EgStateAS is still signif-
icant during the outage because: (i) some prefixes remain visible; (ii) some
networks probably retain outbound connectivity. The decay observable in
the first days of the outage matches the progressive withdrawal of further
routes.
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2, based on data from RouteViews and RIPE NCC’s
RIS. For each re-announced prefix, the red line goes up at the instant in
which a stable BGP announcement is first detected.
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backscatter traffic reflect large denial-of-service attacks against hosts in
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of IPv4 prefixes remained visible during the outage, including some
not announced in the previous months. For this reason we still ob-
serve darknet traffic coming from this AS, whereas the prefixes of
EgAS4 were all withdrawn. A closer look at EgStateAS reveals that
several of the visible IPv4 prefixes were reachable through IntAS2
or IntAS3, either because they were already served by those two
Autonomous Systems or they rerouted to paths using those ASes
after the massive disconnection. Figures 8(a) and 8(b) illustrate this
behavior, where a prefix previously using IntAS4 as its only exter-
nally visible upstream switches to IntAS2 once the outage begins.

Finally, we ran ad-hoc active measurements during the outage to
some related prefixes. In particular, we sent ICMP echo requests
on 1 February at 09:00:00 GMT from GARR (the Italian Research
and Academic Network), the replies to which revealed that at least
three IPv4 prefixes, among those announced by EgStateAS and not
withdrawn during the outage, were actually reachable. Traceroute
probes simultaneously issued toward the same destinations went
through IntAS2.

Another interesting case is that of EgAS7. As also reported by
Renesys [16], the 83 prefixes managed by this AS remained un-
touched for several days during the Egyptian Internet outage. There
was speculation that this AS retained Internet connectivity due to its
high-profile, economically-relevant customers, including the Egyp-
tian stock exchange, the National Bank of Egypt, and the Commer-
cial International Bank of Egypt. However, at a certain point the
censorship was tightened in Egypt: we observed the withdrawals
of all 83 prefixes, almost simultaneously, on Monday, January 31,
20:46:48 GMT until the end of the outage, when all the Egyptian
routes were restored. Figure 9 shows a perfect match between our
telescope observation of Egyptian traffic from EgAS7 and the BGP
reachability of its prefixes.

Figure 10 plots reachability statistics of active measurements
from CAIDA’s Ark infrastructure, revealing that during the outage,
1% of measurements to IPv4 prefixes geolocated in Egypt reached
a responding destination, whereas on normal days it is closer to
16-17%. Examination of the specific IP addresses that retained bi-
directional connectivity throughout the outage confirms that they
all match BGP prefixes that were not withdrawn.

At the end of the outage, a steady reconnection is observed via
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icant during the outage because: (i) some prefixes remain visible; (ii) some
networks probably retain outbound connectivity. The decay observable in
the first days of the outage matches the progressive withdrawal of further
routes.
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Figure 4: Re-announcement of Egyptian IPv4 prefixes via BGP at the end of
the outage on February 2, based on data from RouteViews and RIPE NCC’s
RIS. For each re-announced prefix, the red line goes up at the instant in
which a stable BGP announcement is first detected.
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of IPv4 prefixes remained visible during the outage, including some
not announced in the previous months. For this reason we still ob-
serve darknet traffic coming from this AS, whereas the prefixes of
EgAS4 were all withdrawn. A closer look at EgStateAS reveals that
several of the visible IPv4 prefixes were reachable through IntAS2
or IntAS3, either because they were already served by those two
Autonomous Systems or they rerouted to paths using those ASes
after the massive disconnection. Figures 8(a) and 8(b) illustrate this
behavior, where a prefix previously using IntAS4 as its only exter-
nally visible upstream switches to IntAS2 once the outage begins.

Finally, we ran ad-hoc active measurements during the outage to
some related prefixes. In particular, we sent ICMP echo requests
on 1 February at 09:00:00 GMT from GARR (the Italian Research
and Academic Network), the replies to which revealed that at least
three IPv4 prefixes, among those announced by EgStateAS and not
withdrawn during the outage, were actually reachable. Traceroute
probes simultaneously issued toward the same destinations went
through IntAS2.

Another interesting case is that of EgAS7. As also reported by
Renesys [16], the 83 prefixes managed by this AS remained un-
touched for several days during the Egyptian Internet outage. There
was speculation that this AS retained Internet connectivity due to its
high-profile, economically-relevant customers, including the Egyp-
tian stock exchange, the National Bank of Egypt, and the Commer-
cial International Bank of Egypt. However, at a certain point the
censorship was tightened in Egypt: we observed the withdrawals
of all 83 prefixes, almost simultaneously, on Monday, January 31,
20:46:48 GMT until the end of the outage, when all the Egyptian
routes were restored. Figure 9 shows a perfect match between our
telescope observation of Egyptian traffic from EgAS7 and the BGP
reachability of its prefixes.

Figure 10 plots reachability statistics of active measurements
from CAIDA’s Ark infrastructure, revealing that during the outage,
1% of measurements to IPv4 prefixes geolocated in Egypt reached
a responding destination, whereas on normal days it is closer to
16-17%. Examination of the specific IP addresses that retained bi-
directional connectivity throughout the outage confirms that they
all match BGP prefixes that were not withdrawn.

At the end of the outage, a steady reconnection is observed via
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icant during the outage because: (i) some prefixes remain visible; (ii) some
networks probably retain outbound connectivity. The decay observable in
the first days of the outage matches the progressive withdrawal of further
routes.
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Figure 7: Unsolicited packets from IPs geolocated in Egypt to UCSD net-

work telescope: AS8452, AS24863.

(a)

(b)

Figure 8: Reachability graph of a prefix owned by TE Data before (a) and

after (b) the outage on January 27.

confirms that bi-directional connectivity to a small number of hosts

geolocated in Egypt remained.

At the end of the outage, a steady reconnection is observed via

BGP. Figures 4 and 11 respectively show time-series of BGP an-

nouncements in aggregate and for each of the six larger ASes. Fig-

ure 11 shows each AS re-injecting sets of previously withdrawn

routes back, with most of them globally visible within 20 minutes.

The process begins with a first step at 09:29:31 GMT; by 09:56:11

GMT more than 2500 Egyptian IPv4 prefixes are back in BGP ta-

bles around the world. BGP data suggests that the key decisions on

the outage were quite synchronized, and produced dramatic conse-

quences at global level.

The opportunity to observe such a macroscopic event is a his-

torical experience. A real-time hybrid BGP-traceroute monitoring

system with geolocation capability would be able to capture such

events in far greater detail.

5.1.3 Denial of service attacks

Analysis of the UCSD darknet traffic also allows us to identify

some denial of service attacks to institutional sites of the Egyptian

government, which because of the timing and victims look strongly

related to protests in the country. The web site of the Ministry

of Communications (mcit.gov.eg) was attacked with a randomly-

spoofed DoS attack just before the outage started, on January 26 at

different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-

utes), and 21:09 GMT (53 minutes). Analysis of the backscatter

traffic to the darknet allows estimation of the intensity of the attack

in terms of packet rate, indicating average packet rates between 20k

and 50k packets per second.

On February 2 the web site of the Ministry of Interior (www.moiegypt.gov.eg)

was targeted by two DoS attacks just after the end of the censorship

from 11:05 to 13:39 GMT and from 15:08 to 17:17 GMT. The same

IP address was attacked another time the day after, from 08:06 to

08:42 GMT. In this case the estimated packet rates were smaller,

around 7k packets per second.

5.2 Libya

5.2.1 Overview

In Libya three different outages have been identified and pub-

licly recognized (Figure 1). Figure 12 shows the traffic observed

from the UCSD network telescope during the outage period. Points

labeled A, B and C indicate 3 different cut-offs; points D1 and D2
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Figure 9: The case of AS20928 - NOOR: unsolicited traffic to UCSD’s net-

work telescope vs BGP reachability of its 83 prefixes.

•The sample case of EgAS7shows the consistency between 
telescope traffic and BGP measurements

Egypt: disconnection of EgAS7
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TELESCOPE VS BGP
Complementarity

•Contrasting telescope traffic with 
BGP measurements revealed a mix of 
blocking techniques that was not 
publicized by others
•The second Libyan outage involved 
overlapping of BGP withdrawals 
and packet filtering

Libya

refer to two denial of service attacks discussed in Section 5.2.3. To-

ward the right of the graph it is difficult to interpret what is really

happening in Libya because of the civil war.

5.2.2 Outages in detail

The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as

observed by the UCSD telescope. Figure 13(b) shows BGP data

over the same interval: in both cases, within a few minutes, 12 out

of the 13 IPv4 prefixes associated with IP address ranges officially

delegated to Libya were withdrawn. These twelve IPv4 prefixes

were announced by AS21003 - GPTC, the local telecom operator,

while the remaining IPv4 prefix is managed by AS6762 - Seabone-

Net Telecom Italia Sparkle. There are no IPv6 prefixes in AfriNIC’s

delegated file for Libya. The MaxMind IP geolocation database fur-

ther puts 12 non-contiguous IP ranges in Libya, all part of an en-

compassing IPv4 prefix announced by AS30981 - HSS-CGN-AS

Horizon Satellite Services Cologne Teleport, which provides satel-

lite services in the Middle East, Asia and Africa. The covering IPv4

prefix also contained 180 IP ranges in several other countries pre-

dominantly in the Middle East. We considered this additional AS

because the UCSD darknet observed a significant amount of unso-
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Figure 10: Fraction of Ark traceroutes to an address in Egypt which termi-

nated in Egypt (either destination, if reached, or the last reachable hop was

in Egypt).
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Figure 11: Reconnection of main Egyptian Autonomous Systems via BGP

at the end of outage on February 2 (based on data from RouteViews and

RIPE RIS). Each AS is plotted independently; see Figure 4 for details on

the methodology.

Figure 12: UCSD darknet’s traffic coming from Libya.

licited traffic coming from IPs in those 12 ranges in the 10 days

before the first outage (about 50k packets each day). This level of

background traffic indicates a population of customers using PCs

likely infected by Conficker or other malware, allowing inference

of network conditions. This network also provides evidence of what

happened to Libyan Internet connections based on satellite systems

not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behav-

ior that conflicts with previous reports [16]: the second outage is

not entirely caused by BGP withdrawals. The BGP shutdown be-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD

darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP

(data from RouteViews and RIPE NCC RIS collectors).
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happening in Libya because of the civil war.

5.2.2 Outages in detail

The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as

observed by the UCSD telescope. Figure 13(b) shows BGP data

over the same interval: in both cases, within a few minutes, 12 out

of the 13 IPv4 prefixes associated with IP address ranges officially

delegated to Libya were withdrawn. These twelve IPv4 prefixes

were announced by AS21003 - GPTC, the local telecom operator,

while the remaining IPv4 prefix is managed by AS6762 - Seabone-

Net Telecom Italia Sparkle. There are no IPv6 prefixes in AfriNIC’s

delegated file for Libya. The MaxMind IP geolocation database fur-

ther puts 12 non-contiguous IP ranges in Libya, all part of an en-

compassing IPv4 prefix announced by AS30981 - HSS-CGN-AS

Horizon Satellite Services Cologne Teleport, which provides satel-

lite services in the Middle East, Asia and Africa. The covering IPv4

prefix also contained 180 IP ranges in several other countries pre-

dominantly in the Middle East. We considered this additional AS

because the UCSD darknet observed a significant amount of unso-
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licited traffic coming from IPs in those 12 ranges in the 10 days

before the first outage (about 50k packets each day). This level of

background traffic indicates a population of customers using PCs

likely infected by Conficker or other malware, allowing inference

of network conditions. This network also provides evidence of what

happened to Libyan Internet connections based on satellite systems

not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behav-

ior that conflicts with previous reports [16]: the second outage is

not entirely caused by BGP withdrawals. The BGP shutdown be-
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Figure 12: UCSD darknet’s traffic coming from Libya. Labels A, B, C in-
dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.

5.2 Libya

5.2.1 Overview
Libya’s Internet infrastructure is even more prone to manipula-

tion then Egypt’s, judging from its physical structure. International
connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
data from RouteViews and RIPE NCC RIS collectors. Note that the control-
plane and data-plane observations of connectivity do not match, suggesting
that different techniques for censorship were being used during different
intervals.

Figure 12: UCSD darknet’s traffic coming from Libya. Labels A, B, C in-
dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.

5.2 Libya

5.2.1 Overview
Libya’s Internet infrastructure is even more prone to manipula-

tion then Egypt’s, judging from its physical structure. International
connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-
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darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
data from RouteViews and RIPE NCC RIS collectors. Note that the control-
plane and data-plane observations of connectivity do not match, suggesting
that different techniques for censorship were being used during different
intervals.

Figure 12: UCSD darknet’s traffic coming from Libya. Labels A, B, C in-
dicate the three outages. Spikes labeled D1 and D2 are due to backscatter
from two denial-of-service attacks.

related to protests in the country. The web site of the Ministry
of Communications (mcit.gov.eg) was attacked with a randomly-
spoofed DoS attack just before the outage started, on January 26 at
different times: 15:47 GMT (for 16 minutes), 16:55 GMT (17 min-
utes), and 21:09 GMT (53 minutes). Analysis of the backscatter
traffic to the darknet allows estimation of the intensity of the attack
in terms of packet rate, indicating average packet rates between 20k
and 50k packets per second.

On February 2 the web site of the Egyptian Ministry of Interior
(www.moiegypt.gov.eg) was targeted by two DoS attacks just af-
ter the end of the censorship from 11:05 to 13:39 GMT and from
15:08 to 17:17 GMT. The same IP address was attacked another
time the day after, from 08:06 to 08:42 GMT. In this case the esti-
mated packet rates were smaller, around 7k packets per second.

5.2 Libya

5.2.1 Overview
Libya’s Internet infrastructure is even more prone to manipula-

tion then Egypt’s, judging from its physical structure. International
connectivity is provided by only two submarine cables, both end-
ing in Tripoli [39], and the Internet infrastructure is dominated by
a single, state owned, AS. We only found two other ASes having a
small presence in Libya, as described in Section 5.2.2.

In Libya three different outages in early 2011 were identified
and publicly documented (Figure 1). Figure 12 shows the traffic
observed by the UCSD network telescope from Libya throughout
an interval encompassing the outages. The points labeled A, B and
C indicate three different blackout episodes; points D1 and D2 refer
to two denial-of-service attacks discussed in Section 5.2.3. Toward
the right of the graph it is difficult to interpret what is really hap-
pening in Libya because of the civil war.

5.2.2 Outages in detail
The first two outages happened during two consecutive nights.

Figure 13(a) shows a more detailed view of these two outages as
observed by the UCSD telescope. Figure 13(b) shows BGP data
over the same interval: in both cases, within a few minutes, 12 out
of the 13 IPv4 prefixes associated with IP address ranges officially
delegated to Libya were withdrawn. These twelve IPv4 prefixes
were announced by LyStateAS, the local telecom operator, while
the remaining IPv4 prefix was managed by IntAS2. As of May
2011, there were no IPv6 prefixes in AfriNIC’s delegated file for
Libya. The MaxMind IP geolocation database further puts 12 non-
contiguous IP ranges in Libya, all part of an encompassing IPv4

prefix announced by SatAS1, which provides satellite services in
the Middle East, Asia and Africa. The covering IPv4 prefix also
contained 180 IP ranges in several other countries predominantly
in the Middle East. We considered this additional AS because the
UCSD darknet generally observed a significant amount of unso-
licited traffic coming from IPs in those 12 ranges before the first
outage (about 50k packets each day). This level of background traf-
fic indicates a population of customers using PCs likely infected by
Conficker or other malware, allowing inference of network con-
ditions. Traffic from this network also provided evidence of what
happened to Libyan Internet connections based on satellite systems
not managed by the local telecom provider.

Comparing Figures 13(a) and 13(b) reveals a different behavior
that conflicts with previous reports [17]: the second outage was not
entirely caused by BGP withdrawals. The BGP shutdown began on
February 19 around 21:58.55 UTC, exactly matching the sharp de-
crease of darknet traffic from Libya (and in accordance with reports
on Libyan traffic seen by Arbor Networks [31]) but it ended approx-
imately one hour later, at 23:02.52. In contrast, the Internet out-
age as shown by the telescope data and reported by the news [17]
lasted until approximately February 20 at 6:12 UTC. This finding
suggests that a different disruption technique – a packet-blocking
strategy apparently adopted subsequently in the third outage and
recognized by the rest of the world – was already being used dur-
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD
darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP
data from RouteViews and RIPE NCC RIS collectors. Note that the control-
plane and data-plane observations of connectivity do not match, suggesting
that different techniques for censorship were being used during different
intervals.

Cooperative Association for Internet Data Analysis
University of California San Diego

w w w .caida.org

http://tie.comics.unina.it
http://tie.comics.unina.it


ARK

•ARK active measurements are consistent with other sources 
- limitation due to frequency of probes and because they target random addresses
- the first two Libyan outages are not visible
- we used them only to test reachability, not to analyze topology

active measurements

gins on February 19 around 21:58.55 UTC, perfectly matching the
sharp decrease of darknet traffic from Libya (and in accordance
with reports on Libyan traffic seen by Arbor Networks [28]) but
it ends approximately one hour later, at 23:02.52. In contrast, the
Internet outage as shown by the telescope data and reported by the
news [16] lasts until approximately February 20 at 6:12 UTC. This
finding suggests that a different disruption technique – a packet-
blocking strategy apparently adopted subsequently in the third out-
age and recognized by the rest of the world – was already being
used during this second outage. The firewall configuration may
have been set up during the BGP shutdown and the routes were
restored once the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by AS30981,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and AS30981 heavily drops when the two outages occur (see Figure
14). A very small amount of traffic still reaches UCSD’s darknet
from AS30981 IPs in Libya, especially during the second outage
(Figure 14), which suggests that the government could have used
signal jamming to disrupt the satellite service for Internet connec-
tivity, as they did for satellite TV news and mobile communication
services [44, 51].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes.

As for AS6762, there is not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by AS6762 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. It is worth noting that the
BGP disruption of the Libyan IPv4 prefix of AS6762 lasted for
about two days (from February 19 23:20.22 UTC to February 21
10:38.15 UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. As anticipated, the third and longest
Libyan outage was not caused by BGP disruption, but by packet
filtering, confirmed by several sources [17].

While probing in the Ark data is not frequent enough to see
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Figure 15: Fraction of Ark traceroutes to an address in Libya which termi-
nated in Libya (either destination, if reached, or the last reachable hop was
in Libya).

the first two Libyan outages, the third, and longer outage causes
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya are both from wired and satellite
operated ASes, showing that bidirectional connectivity for some
hosts in both types of networks was possible during this longer out-
age, although the drop in reachable destinations suggests two-way
connectivity was available for significantly fewer hosts.
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in Figure 16 suggests that a simple change point
detection algorithm would automatically raise an alert in this
case, similar to how others used sharp drops in observed BGP
announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were used also
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, explaining also the short gap (February 18 from 20:24
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Figure 10: Fraction of Ark traceroutes to an address in Egypt which termi-

nated in Egypt (either destination, if reached, or the last reachable hop was

in Egypt).
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Figure 12: UCSD darknet’s traffic coming from Libya.

licited traffic coming from IPs in those 12 ranges in the 10 days

before the first outage (about 50k packets each day). This level of

background traffic indicates a population of customers using PCs

likely infected by Conficker or other malware, allowing inference

of network conditions. This network also provides evidence of what
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not managed by the local telecom provider.
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Figure 13: The first two Libyan outages: (a) unsolicited traffic to UCSD

darknet coming from Libya; (b) visibility of Libyan IPv4 prefixes in BGP

(data from RouteViews and RIPE NCC RIS collectors).
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ARK
confirming telescope’s findings

gins on February 19 around 21:58.55 UTC, perfectly matching the
sharp decrease of darknet traffic from Libya (and in accordance
with reports on Libyan traffic seen by Arbor Networks [28]) but
it ends approximately one hour later, at 23:02.52. In contrast, the
Internet outage as shown by the telescope data and reported by the
news [16] lasts until approximately February 20 at 6:12 UTC. This
finding suggests that a different disruption technique – a packet-
blocking strategy apparently adopted subsequently in the third out-
age and recognized by the rest of the world – was already being
used during this second outage. The firewall configuration may
have been set up during the BGP shutdown and the routes were
restored once the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by AS30981,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and AS30981 heavily drops when the two outages occur (see Figure
14). A very small amount of traffic still reaches UCSD’s darknet
from AS30981 IPs in Libya, especially during the second outage
(Figure 14), which suggests that the government could have used
signal jamming to disrupt the satellite service for Internet connec-
tivity, as they did for satellite TV news and mobile communication
services [44, 51].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes.

As for AS6762, there is not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by AS6762 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. It is worth noting that the
BGP disruption of the Libyan IPv4 prefix of AS6762 lasted for
about two days (from February 19 23:20.22 UTC to February 21
10:38.15 UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. As anticipated, the third and longest
Libyan outage was not caused by BGP disruption, but by packet
filtering, confirmed by several sources [17].

While probing in the Ark data is not frequent enough to see
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Figure 15: Fraction of Ark traceroutes to an address in Libya which termi-
nated in Libya (either destination, if reached, or the last reachable hop was
in Libya).

the first two Libyan outages, the third, and longer outage causes
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya are both from wired and satellite
operated ASes, showing that bidirectional connectivity for some
hosts in both types of networks was possible during this longer out-
age, although the drop in reachable destinations suggests two-way
connectivity was available for significantly fewer hosts.
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in Figure 16 suggests that a simple change point
detection algorithm would automatically raise an alert in this
case, similar to how others used sharp drops in observed BGP
announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were used also
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, explaining also the short gap (February 18 from 20:24

gins on February 19 around 21:58.55 UTC, perfectly matching the
sharp decrease of darknet traffic from Libya (and in accordance
with reports on Libyan traffic seen by Arbor Networks [28]) but
it ends approximately one hour later, at 23:02.52. In contrast, the
Internet outage as shown by the telescope data and reported by the
news [16] lasts until approximately February 20 at 6:12 UTC. This
finding suggests that a different disruption technique – a packet-
blocking strategy apparently adopted subsequently in the third out-
age and recognized by the rest of the world – was already being
used during this second outage. The firewall configuration may
have been set up during the BGP shutdown and the routes were
restored once the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by AS30981,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and AS30981 heavily drops when the two outages occur (see Figure
14). A very small amount of traffic still reaches UCSD’s darknet
from AS30981 IPs in Libya, especially during the second outage
(Figure 14), which suggests that the government could have used
signal jamming to disrupt the satellite service for Internet connec-
tivity, as they did for satellite TV news and mobile communication
services [44, 51].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes.

As for AS6762, there is not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by AS6762 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. It is worth noting that the
BGP disruption of the Libyan IPv4 prefix of AS6762 lasted for
about two days (from February 19 23:20.22 UTC to February 21
10:38.15 UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. As anticipated, the third and longest
Libyan outage was not caused by BGP disruption, but by packet
filtering, confirmed by several sources [17].

While probing in the Ark data is not frequent enough to see
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Figure 15: Fraction of Ark traceroutes to an address in Libya which termi-
nated in Libya (either destination, if reached, or the last reachable hop was
in Libya).

the first two Libyan outages, the third, and longer outage causes
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya are both from wired and satellite
operated ASes, showing that bidirectional connectivity for some
hosts in both types of networks was possible during this longer out-
age, although the drop in reachable destinations suggests two-way
connectivity was available for significantly fewer hosts.
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in Figure 16 suggests that a simple change point
detection algorithm would automatically raise an alert in this
case, similar to how others used sharp drops in observed BGP
announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were used also
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, explaining also the short gap (February 18 from 20:24

Libya seen by ARK 

•Third Libyan outage: while BGP reachability was up, most of 
Libya was disconnected 
- ARK measurements confirmed the finding from the telescope
 1) disconnection 
 2) identification of some reachable networks

    suggesting the use of packet filtering by the censors
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SATELLITE CONNECTIVITY
probable signal jamming

Libya: Telescope traffic from national 
operator and satellite-based ISP

• Third Libyan outage
- A Libyan IPv4 prefix managed by SatAS1 was BGP-reachable
- Only a small amount of traffic from that prefix reaches the telescope during the outage

16

ing this second outage. The firewall configuration may have been
set up during the BGP shutdown and the routes were restored once
the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by SatAS1,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and SatAS1 plummeted when the two outages occurred (see Figure
14). A tiny amount of traffic still reached UCSD’s darknet from Sa-
tAS1 IPs in Libya, especially during the second outage (Figure 14),
suggesting that the government could have used signal jamming to
disrupt the satellite service for Internet connectivity, as they did for
satellite TV news and mobile communication services [47, 54].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes. The connectivity of satellite-based provider SatAS1 was probably
disrupted through deliberate jamming of the satellite signal.

As for IntAS2, there was not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by IntAS2 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. Figure 13(b) shows that the
BGP disruption of the Libyan IPv4 prefix of IntAS2 lasted for about
two days (from February 19 23:20.22 UTC to February 21 10:38.15
UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. Perhaps not surprisingly given their ear-
lier experimenting with different censorship techniques, the third
and longest Libyan outage was not caused by BGP disruption, but
by packet filtering, confirmed by other sources [18].

While probing in the Ark data was not frequent enough to see
the first two Libyan outages, the third, and longer outage caused
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya were both from wired and satellite-
based ASes, showing that bidirectional connectivity for some hosts
in both types of networks was possible during this longer outage,
although the drop in reachable destinations suggests two-way con-
nectivity was available for significantly fewer hosts.
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Figure 15: Fraction of Ark traceroutes that terminated (either at the destina-
tion or the last reachable hop) in Libya.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in traffic shown in Figure 16 suggests that a simple
change point detection algorithm would automatically raise
an alert in this case, similar to how others used sharp drops
in observed BGP announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were also used
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, also explaining the short gap (February 18 from 20:24
to 21:57 UTC) in traffic visible on the UCSD network tele-
scope (Figure 13(a)) a few hours before the first outage. This
short drop in traffic was also visible in data published by oth-
ers [31], but was never discussed. We verified (Figure 13(b))
that all the BGP routes were up during this gap in observed
traffic, which suggests that Libya was already testing firewall
blocking during this interval. The fact that the first two out-
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage. The small but visible amount of traffic during the third outage (com-
ing from a small number of /24 networks) is consistent with the use of se-
lective packet filtering, instead of BGP withdrawals, to effect the outage.

ing this second outage. The firewall configuration may have been
set up during the BGP shutdown and the routes were restored once
the packet blocking was put in place.

Figure 13(b) shows that the IPv4 prefix managed by SatAS1,
the satellite company, was not withdrawn, which seems reasonable
considering that this IPv4 prefix was managed by a company out-
side of Libya. But the darknet traffic from both the local telecom
and SatAS1 plummeted when the two outages occurred (see Figure
14). A tiny amount of traffic still reached UCSD’s darknet from Sa-
tAS1 IPs in Libya, especially during the second outage (Figure 14),
suggesting that the government could have used signal jamming to
disrupt the satellite service for Internet connectivity, as they did for
satellite TV news and mobile communication services [47, 54].
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Figure 14: UCSD darknet’s traffic coming from Libya: traffic from selected
ASes. The connectivity of satellite-based provider SatAS1 was probably
disrupted through deliberate jamming of the satellite signal.

As for IntAS2, there was not enough unsolicited traffic reaching
the darknet preceding and during the outages to usefully analyze,
likely due to lack of end users in this network. However, the only
Libyan IPv4 prefix announced by IntAS2 was withdrawn twice:
(i) on the same day of the first outage but several hours before it
started (for approximately 40 minutes, from 12:38.58 to 12:41.25
UTC); (ii) approximately 10 minutes after the BGP routes of the
local telecom were withdrawn in the second outage. The matching
times in the latter case suggest a form of coordination or forcing
the common loss of BGP connectivity. Figure 13(b) shows that the
BGP disruption of the Libyan IPv4 prefix of IntAS2 lasted for about
two days (from February 19 23:20.22 UTC to February 21 10:38.15
UTC), far longer than the duration of the second outage.

The third outage in Libya happened several days later. We ver-
ified, by analyzing all BGP updates collected by RouteViews and
RIPE NCC RIS, that all BGP routes stayed up without interruption.
However, Figure 16 shows that the darknet traffic sharply dropped
at March 3 16:57:00 UTC. Perhaps not surprisingly given their ear-
lier experimenting with different censorship techniques, the third
and longest Libyan outage was not caused by BGP disruption, but
by packet filtering, confirmed by other sources [18].

While probing in the Ark data was not frequent enough to see
the first two Libyan outages, the third, and longer outage caused
a significant drop in the fraction of reachable destinations in IPv4
prefixes geolocated in Libya, as seen in Figure 15. The remaining
reachable destinations in Libya were both from wired and satellite-
based ASes, showing that bidirectional connectivity for some hosts
in both types of networks was possible during this longer outage,
although the drop in reachable destinations suggests two-way con-
nectivity was available for significantly fewer hosts.
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Figure 15: Fraction of Ark traceroutes that terminated (either at the destina-
tion or the last reachable hop) in Libya.

Our analysis revealed three discoveries:

• We established the potential of network telescopes to de-
tect country-wide filtering phenomena, even phenomena that
cannot be detected by monitoring BGP connectivity. The sharp
decrease in traffic shown in Figure 16 suggests that a simple
change point detection algorithm would automatically raise
an alert in this case, similar to how others used sharp drops
in observed BGP announcements.

• We confirmed that packet filtering techniques for censorship
were used, because we still had visibility of a few pack-
ets from a few subnets, suggesting that perhaps the regime
wanted to preserve connectivity for some sites.

• We discovered that packet filtering techniques were also used
for previous outages that were reported as BGP-only disrup-
tions. Moreover, we captured a retrospective of what hap-
pened, also explaining the short gap (February 18 from 20:24
to 21:57 UTC) in traffic visible on the UCSD network tele-
scope (Figure 13(a)) a few hours before the first outage. This
short drop in traffic was also visible in data published by oth-
ers [31], but was never discussed. We verified (Figure 13(b))
that all the BGP routes were up during this gap in observed
traffic, which suggests that Libya was already testing firewall
blocking during this interval. The fact that the first two out-
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Figure 16: UCSD darknet’s traffic coming from Libya: detail of the third
outage. The small but visible amount of traffic during the third outage (com-
ing from a small number of /24 networks) is consistent with the use of se-
lective packet filtering, instead of BGP withdrawals, to effect the outage.
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CONCLUSION

•Contributions
•a detailed analysis of macroscopical political events combining different 
measurement sources allowing to reveal insights not available from any individual data 
source
•1st-time use of IBR for this kind of analysis - extracting benefit from harm!
•Interesting findings
- IPv6 was neglected by censors
- Detected packet filtering and identified of networks unfiltered by the regime
- Identified Denial of Service attacks
- Detected probable use of signal jamming on satellite-based connectivity

•Current work
- Automated detection + triggered active measurements
- Analysis of other types of network outages (e.g. caused by natural disasters)
- Analysis of AS-level topology
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& work in progress
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TELESCOPE VS BGP

•BGP-unreachability doesn’t, in general, prevent outbound traffic 
- We found networks that were BGP-unreachable sending traffic to the telescope
- and networks BGP-reachable that were not
- Topology analysis may help to better understand this behavior

Confusion?

Telescope traffic from two Egyptian ASes
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