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Abstract

Various IPv6 extension headers have been defined since the IPv6 standard was first published. This document updates RFC 2460 to describe how intermediate nodes should deal with such extension headers and with any that are defined in future. It also specifies how extension headers should be registered by IANA, with a corresponding minor update to RFC 2780.
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1. Introduction

An initial set of IPv6 extension headers was defined by [RFC2460], which also described how they should be handled by intermediate nodes, with the exception of the hop-by-hop options header:

"...extension headers are not examined or processed by any node along a packet’s delivery path, until the packet reaches the node (or each of the set of nodes, in the case of multicast) identified in the Destination Address field of the IPv6 header."

This provision allowed for the addition of new extension headers, since it means that forwarding nodes should be completely transparent to them. Thus, new extension headers could be introduced progressively, used only by hosts that have been updated to create and interpret them. Several such extension headers have been defined since RFC 2460.

Unfortunately, experience has showed that the network is not transparent to these headers. The main reason for this is that some firewalls attempt to inspect the transport payload. This means that they traverse the chain of extension headers, if present, until they find the payload. If they encounter an unknown extension header type, some of these firewalls treat the packet as suspect and drop it. It is an established fact that several widely used firewalls do not recognise some or all of the extension headers defined since RFC 2460. It has also been observed that a few firewalls do not even recognise all the extension headers in RFC 2460, including the fragment header, causing fundamental problems of connectivity.

Other types of middlebox, such as load balancers or packet classifiers, might also fail in the presence of extension headers that they do not recognise.

A contributory factor to this problem is that, because extension headers are numbered out of the existing IP Protocol Number space, there is no collected list of them. For this reason, it is hard for an implementor to quickly identify the full set of valid extension headers. An implementor who consults only RFC 2460 will miss all extension headers defined subsequently.

[RFC6564] improves the situation by defining a uniform format for any future extension headers, but this in itself is insufficient. The present document clarifies that the above requirement from RFC 2460 applies to all types of node that forward IPv6 packets and to all extension headers defined now and in the future. It also requests IANA to create a subsidiary registry that clearly identifies valid extension header types, and updates RFC 2780 accordingly.
The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

2. Requirement to Transmit Extension Headers

[NOTE IN DRAFT: These requirements may look controversial compared to RFC 2460, and are presented for discussion in the WG. In reality, hop-by-hop options are not handled by many high speed routers, or are processed only on a slow path. Also, many firewalls inspect and filter extension headers. The following text is intended to deal with those realities.]

The IPv6 Hop-by-Hop Options header SHOULD be processed by intermediate nodes as described in [RFC2460]. However, it is to be expected that some high performance routers will either ignore it, or assign packets containing it to a slow processing path. Designers planning to use a Hop-by-Hop option should be aware of this likely behaviour.

Apart from that, any node along an IPv6 packet’s path, which forwards it for any reason, SHOULD do so regardless of any extension headers that are present, as described in RFC 2460. Exceptionally, if this node is designed to examine extension headers for any reason, such as firewalling, it MUST recognise and deal appropriately with all valid IPv6 extension header types. The list of currently valid extension header types is maintained by IANA (see Section 4).

RFC 2460 requires destination hosts to discard packets containing unrecognised extension headers. However, intermediate forwarding nodes MUST NOT do this by default, since that might cause them to inadvertently discard traffic using a recently defined extension header, not yet recognised by the intermediate node.

As mentioned above, firewalls that violate RFC 2460 by discarding packets containing valid extension headers are known to cause connectivity failures. Therefore, it is important that firewalls behave according to the above requirements. If a firewall chooses to discard a packet containing a valid IPv6 extension header, it MUST be the result of an explicit firewall policy, and not just the result of a failure to recognise such a header.

The IPv6 Routing Header Types 0 and 1 have been deprecated and SHOULD NOT be used. However, as specified in [RFC5095], this does not mean that the IPv6 Routing Header can be unconditionally dropped by forwarding nodes. Packets containing undeprecated Routing Headers MUST be forwarded by default.
3. Security Considerations

Firewall devices MUST conform to the requirements in the previous section. In particular, packets containing specific extension headers are only to be discarded as a result of explicit policy, and never by default.

4. IANA Considerations

IANA is requested to replace the existing empty IPv6 Next Header Types registry by an IPv6 Extension Header Types registry, clearly marked as subsidiary to the existing Assigned Internet Protocol Numbers registry. It will contain only those protocol numbers which are also IPv6 Extension Header types. The initial list will be as follows:

- 0, Hop-by-Hop Options, [RFC2460]
- 43, Routing, [RFC2460], [RFC5095]
- 44, Fragment, [RFC2460]
- 50, Encapsulating Security Payload, [RFC4303]
- 51, Authentication, [RFC4302]
- 58, ICMPv6, [RFC2460]
- 59, No Next Header, [RFC2460]
- 60, Destination Options, [RFC2460]
- 135, MIPv6, [RFC6275]
- 139, HIP, [RFC5201]
- 140, shim6, [RFC5533]

Any future IPv6 Extension Header types will be added to this registry as well as to the Assigned Internet Protocol Numbers registry.

The reference to the IPv6 Next Header field in [RFC2780] applies equally to the IPv6 Extension Header field.
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IPv6 Neighbor Discovery (RFC 4861) protocol has been designed for neighbor’s address resolution, unreachability detection, address autoconfiguration, router advertisement and solicitation. With the progress of Internet adoption on various industries including home, wireless, m2m and Cellular(LTE) networks, there is a desire for optimizing legacy IPv6 Neighbor Discovery protocol to be more efficient in terms of number of signaling messages in the network.

This document describes a method of optimization by reducing periodic multicast messages, frequent Neighbor Solicitation messages and supports interoperability with legacy IPv6 nodes and avoids Duplicate Address Detection by introducing an address Registration mechanism. Efficient IPv6 Neighbor Discovery protocol is useful for energy-efficient IPv6 networks as well as Data Center and Home Networks.
Table of Contents

1. Introduction ........................................... 4
2. Definition Of Terms .................................... 6
3. Assumptions for efficiency-aware Neighbor Discovery .... 7
4. The set of Requirements for efficiency and optimization . 7
5. Basic Operations ...................................... 8
6. Applicability Statement ................................ 8
7. New Neighbor Discovery Options and Messages .......... 9
   7.1. Address Registration Option ...................... 9
   7.2. Refresh and De-registration ..................... 11
   7.3. A New Router Advertisement Flag ............... 11
8. efficiency-aware Neighbor Discovery Messages .......... 12
9. efficiency-aware Host Behavior ........................ 13
10. The Energy Aware Default Router (NEAR) Behavior .... 14
10.1. Router Configuration Modes ......................... 14
11. NCE Management in efficiency-aware Routers .......... 15
11.1. Handling ND DOS Attack ........................... 16
12. Mixed-Mode Operations ................................ 17
13. Bootstrapping ........................................ 18
14. Handling Sleepy Nodes ................................ 19
15. Duplicate Address Detection ........................... 20
16. Use Case Analysis .................................... 20
   16.1. Data Center Routers on the link ............... 20
   16.2. Edge Routers and Home Networks ............... 20
   16.3. M2M Networks ................................... 21
   16.4. Cellular and Wi-fi Networks ................... 21
17. Mobility Considerations ............................... 21
18. Other Considerations .................................. 21
   18.1. Detecting Network Attachment (DNA) ............ 21
   18.2. ND-Proxy ....................................... 22
   18.3. DHCPv6 Interaction ............................. 22
19. Updated Neighbor Discovery Constants .................. 22
20. Security Considerations ............................... 23
21. IANA Considerations .................................. 23
22. Changelog ............................................ 23
23. Acknowledgements ..................................... 23
24. References ............................................ 24
   24.1. Normative References ............................ 24
   24.2. Informative References ......................... 24
Authors' Addresses ........................................ 25
1. Introduction

IPv6 ND [ND] is based on multicast signaling messages on the local link in order to avoid broadcast messages. Following power-on and initialization of the network in IPv6 Ethernet networks, a node joins the solicited-node multicast address on the interface and then performs duplicate address detection (DAD) for the acquired link-local address by sending a solicited-node multicast message to the link. After that it sends multicast router solicitation (RS) messages to the all-router address to solicit router advertisements. Once the host receives a valid router advertisement (RA) with the "A" flag, it autoconfigures the IPv6 address with the advertised prefix in the router advertisement (RA). Besides this, the IPv6 routers usually send router advertisements periodically on the network. RAs are sent to the all-node multicast address. The minimum RA interval range can be 3sec to 600sec depending on applications. Nodes send Neighbor Solicitation (NS) and Neighbor Advertisement (NA) messages to resolve the IPv6 address of the destination on the link. These NS/NA messages are also often multicast messages and it is assumed that the node is on the same link and relies on the fact that the destination node is always powered and generally available.

The periodic RA messages in IPv6 ND [ND], and NS/NA messages require all IPv6 nodes in the link to be in listening mode even when they are in idle cycle. It requires energy for the sleepy nodes which may otherwise be sleeping during the idle period. Non-sleepy nodes also save energy if instead of continuous listening, they actually proactively synchronize their states with one or two entities in the network. With the explosion of Internet-of-things and machine to machine communication, more and more devices would be using IPv6 addresses in the near future. Today, most electricity usage in United States and in developing countries are in the home buildings and commercial buildings; the electronic Internet appliances/tablets etc. are gaining popularities in the modern home networks. These network of nodes must be conscious about saving energy in order to reduce user-cost. This will eventually reduce stress on electrical grids and carbon footprint.

IPv6 Neighbor Discovery Optimization for 6LoWPAN [6LOWPAN-ND] addresses many of the concerns described above by optimizing the Router advertisement, minimizing periodic multicast packets in the network and introducing two new options - one for node registration and another for prefix dissemination in a network where all nodes in the network are uniquely identified by their 64-bit Interface Identifier. EUI-64 identifiers are recommended as unique Interface Identifiers, however if the network is isolated from the Internet, uniqueness of the identifiers may be obtained by other mechanisms such as a random number generator with lowest collision rate.
Although, the ND optimization [6LOWPAN-ND] applies to 6LoWPAN [LOWPAN] network, the concept is mostly applicable to a power-aware IPv6 network. Therefore, this document generalizes the address registration and multicast reduction in [6LOWPAN-ND] to all IPv6 links.

Thus optimizing the regular IPv6 Neighbor Discovery [ND] to minimize total number of related signaling messages without losing generality of Neighbor Discovery, autoconfiguration and reliable host-router communication, are desirable in any efficient IPv6 networks such as Home, Enterprise networks, Data Centers and Operator’s radio networks.

The optimization will be highly effective for links and nodes which do not support multicast and as well as for a multicast network without MLD snooping switches. Moreover, in the MLD-snooping networks the MLD switches will deal with less number of multicasts.

The goal of this document is to provide an efficient Neighbor Discovery Protocol in classic IPv6 subnets and links. Research indicates that often networked-nodes require more energy than stand-alone nodes because a node’s energy usage depends on network messages it receives and responds. While reducing energy consumption is essential for battery operated nodes in some machines, saving energy actually a cost factor in business in general as the explosion of more device usage is leading to usage of more servers and network infrastructure in all sectors of the society and business. Thus this document introduces the node registration concept discussed in 6LoWPAN [LOWPAN], without handling the ‘multi-level subnets’ scenarios that are not the typical usecases in classic IPv6 subnets.

In the process, the node registration method is also deemed to be useful for preventing Neighbor Discovery denial of service (ND-DOS) attacks.

The proposed changes can be used in two different ways. In one case all the hosts and routers on a link implement the new mechanisms, which gives the maximum benefits. In another case the link has a mixture of new hosts and/or routers and legacy [RFC4861] hosts and routers, operating in a mixed-mode providing some of the benefits.

In the following sections the document describes the basic operations of registration methods, optimization of Neighbor Discovery messages, interoperability with legacy IPv6 implementations and provides a section on use-case scenarios where it can be typically applicable.
2. Definition Of Terms

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

multi-level Subnets:
It is a wireless link determined by one IPv6 off-link prefix in a network where in order to reach a destination with same prefix a packet may have to travel through one more 'intermediate' routers which relays the packet to the next 'intermediate' router or the host in its own.

Border Router (BR):
A border router is typically located at the junction Internet and Home Network. An IPv6 router with one interface connected to IPv6 subnet and other interface connecting to a non-classic IPv6 interface such as 6LoWPAN interface. Border router is usually the gateway to the IPv6 network or Internet.

Efficiency-Aware Network:
An Efficiency-Aware network is composed of network elements that are sensitive to energy usage or number of signalling messages in the network. An efficiency-aware network may also contain links that do not support multicast or it does not have MLD snooping capabilities and yet the network likes to communicate most efficiently with minimum number of signaling messages. Data center networks with virtual machines, cellular IPv6 networks, any IPv6 networks with energy-sensitive nodes are examples of Efficiency-Aware networks.

IPv6 ND-efficiency-aware Router (NEAR):
It is the default Router of the single hop IPv6 subnet. This router implements the optimizations specified in this document. This router should be able to handle both legacy IPv6 nodes and nodes that sends registration request.

Efficiency-Aware Host (EAH):
A host in a IPv6 network is considered a IPv6 node without routing and forwarding capability. The EAH is the host which implements the host functionality for optimized Neighbor Discovery mentioned in this document.

Legacy IPv6 Host:
A host in a IPv6 network is considered a IPv6 node without routing and forwarding capability and implements RFC 4861 host functions.

Legacy IPv6 Router:
An IPv6 Router which implements RFC 4861 Neighbor Discovery protocols.
EUI-64:
It is the IEEE defined 64-bit extended unique identifier formed by concatenation of 24-bit or 36-bit company id value by IEEE Registration Authority and the extension identifier within that company-id assignment. The extension identifiers are 40-bit (for 24-bit company-id) or 28-bit (for the 36-bit company-id) respectively.

3. Assumptions for efficiency-aware Neighbor Discovery

- The efficiency-aware nodes in the network carry unique interface ID in the network in order to form the auto-configured IPv6 address uniquely. An EUI-64 interface ID required for global communication.
- All nodes are single IPv6-hop away from their default router in the subnet.
- /64-bit IPv6 prefix is used for Stateless Auto-address configuration (SLAAC). The IPv6 Prefix may be distributed with Router Advertisement (RA) from the default router to all the nodes in that link.

4. The set of Requirements for efficiency and optimization

- Node Registration: Node initiated Registration and address allocation is done in order to avoid periodic multicast Router Advertisement messages and often Neighbor Address resolution can be skipped as all packets go via the default router which now knows about all the registered nodes. Node Registration enables reduction of all-node and solicited-node multicast messages in the subnet.
- Address allocation of registered nodes [ND] are performed using IPv6 Autoconfiguration [AUTOCONF].
- Host initiated Registration and Refresh is done by sending a Router Solicitation and then a Neighbor Solicitation Message using Address Registration Option (described below).
- The node registration may replace the requirement of doing Duplicate Address Detection.
- Sleepy hosts are supported by this Neighbor Discovery procedures as they are not woken up periodically by Router Advertisement multicast messages or Neighbor Solicitation multicast messages. Sleepy nodes may wake up in its own schedule and send unicast registration refresh messages when needed.
- Since this document requires formation of an IPv6 address with an unique 64-bit Interface ID(EUI-64) is required for global IPv6 addresses, if the network is an isolated one and uses ULA [ULA] as its IPv6 address then the deployment should make sure that each
MAC address in that network has unique address and can provide a unique 64-bit ID for each node in the network.

- /64-bit Prefix is required to form the IPv6 address.
- MTU requirement is same as IPv6 network.

5. Basic Operations

In the efficient-nd IPv6 Network, the NEAR routers are the default routers for the efficiency-aware hosts (EAH). During the startup or joining the network the host does not wait for the Router Advertisements as the NEAR routers do not perform periodic multicast RA as per RFC 4861. Instead, the EAH sends a multicast RS to find out a NEAR router in the network. The RS message is the same as in RFC 4861. The advertising routers in the link responds to the RS message with RA with Prefix Information Option and any other options configured in the network. If EAH hosts will look for a RA from a NEAR (E-flag) and choose a NEAR as its default router and consequently sends a unicast Neighbor Solicitation Message with ARO option in order to register itself with the default router. The EAH does not do Duplicate Address Detection or NS Resolution of addresses. NEAR maintains a binding of registered nodes and registration life-time information along with the neighbor Cache information. The NEAR is responsible for forwarding all the messages from its EAH including on-link messages from one EAH to another. For details of protocol operations please see the sections below.

When a IPv6 network consists of both legacy hosts and EAH, and if the NEAR is configured for 'mixed mode' operation, it should be able to handle ARO requests and send periodic RA. Thus it should be able to serve both efficiency-aware hosts and legacy hosts. Similarly, a legacy host compatible EAH falls back to RFC 4861 host behavior if a NEAR is not present in the link. See the section on 'Mixed Mode Operations' for details below.

6. Applicability Statement

This document aims to guide the implementors to choose an appropriate IPv6 neighbor discovery and Address configuration procedures suitable for any efficient IPv6 network. These optimization is equally useful for the energy-sensitive, non-multicast links and for classical IPv6 networks i.e home networks, Data-Center IPv6 overlay networks where saving Neighbor Discovery messages will reduce cost and increase bandwidth availability. See use cases towards the end of the document.

Note that the specification allows 'Mixed-mode' operation in the
efficiency-aware nodes for backward compatibility and transitioning to a complete efficiency-aware network of hosts and routers. Though the efficiency-aware only nodes will minimize the ND signalling and DOS attacks in the LAN.

Applicability of this solution is limited to the legacy IPv6 nodes and subnets and it optimizes the generic IPv6 signaling activities at network layer. However, further optimization at the application layers are possible for increased efficiency based on particular usecases and applications.

7. New Neighbor Discovery Options and Messages

This section will discuss the registration and de-registration procedure of the hosts in the network.

7.1. Address Registration Option

The Address Registration Option (ARO) is useful for avoiding Duplicate Address Detection messages since it requires a unique ID for registration. The address registration is used for maintaining reachability of the node or host by the router. This option is exactly the same as in [6LOWPAN-ND] which is reproduced here for the benefits of the readers.

The routers keep track of host IP addresses that are directly reachable and their corresponding link-layer addresses. This is useful for lossy and lowpower networks and as well as wired networks. An Address Registration Option (ARO) can be included in unicast Neighbor Solicitation (NS) messages sent by hosts. Thus it can be included in the unicast NS messages that a host sends as part of Neighbor Unreachability Detection to determine that it can still reach a default router. The ARO is used by the receiving router to reliably maintain its Neighbor Cache. The same option is included in corresponding Neighbor Advertisement (NA) messages with a Status field indicating the success or failure of the registration. This option is always host initiated.

The ARO is required for reliability and power saving. The lifetime field provides flexibility to the host to register an address which should be usable (the reachability information may be propagated to the routing protocols) during its intended sleep schedule of nodes that switches to frequent sleep mode.

The sender of the NS also includes the EUI-64 of the interface it is registering an address from. This is used as a unique ID for the detection of duplicate addresses. It is used to tell the difference
between the same node re-registering its address and a different node
(with a different EUI-64) registering an address that is already in
use by someone else. The EUI-64 is also used to deliver an NA
carrying an error Status code to the EUI-64 based link-local IPv6
address of the host.

When the ARO is used by hosts an SLLA option MUST be included and the
address that is to be registered MUST be the IPv6 source address of
the Neighbor Solicitation message.

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     Type      |   Length = 2  |    Status     |   Reserved    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|           Reserved            |     Registration Lifetime     |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                                                          |
+               EUI-64 or equivalent                           +
|                                                          |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Fields:
Type: TBD1 (See [6LOWPAN-ND])
Length: 8-bit unsigned integer. The length of the option in
units of 8 bytes. Always 2.
Status: 8-bit unsigned integer. Indicates the status of a
registration in the NA response. MUST be set to 0 in
NS messages. See below.
Reserved: This field is unused. It MUST be initialized to zero
by the sender and MUST be ignored by the receiver.
Registration Lifetime: 16-bit unsigned integer. The amount of time
in a unit of 10 seconds that the router should retain
the Neighbor Cache entry for the sender of the NS that
includes this option.
EUI-64: 64 bits. This field is used to uniquely identify the
interface of the registered address by including the
EUI-64 identifier assigned to it unmodified.

The Status values used in Neighbor Advertisements are:
Table 1

<table>
<thead>
<tr>
<th>Status</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Success</td>
</tr>
<tr>
<td>1</td>
<td>Duplicate Address</td>
</tr>
<tr>
<td>2</td>
<td>Neighbor Cache Full</td>
</tr>
<tr>
<td>3-255</td>
<td>Allocated using Standards Action [RFC2434]</td>
</tr>
</tbody>
</table>

7.2. Refresh and De-registration

A host SHOULD send a Registration message in order to renew its registration before its registration lifetime expires in order to continue its connectivity with the network. If anytime, the node decides that it does not need the default router’s service anymore, it MUST send a de-registration message – i.e., a registration message with lifetime being set to zero. A mobile host SHOULD first de-register with the default router before it moves away from the subnet.

7.3. A New Router Advertisement Flag

A new Router Advertisement flag [RF] is needed in order to distinguish a router advertisement from a efficiency-aware default router or a legacy IPv6 router. This flag is ignored by the legacy IPv6 hosts. EAH hosts use this flag in order to discover a NEAR router if it receives multiple RA from both legacy and NEAR routers.

```
0 1 2 3 4 5 6 7
+-+-+-+-+-+-+-+
|M|O|H|Prf|P|E|R|
+-+-+-+-+-+-+-+
```

The ‘E’ bit above MUST be 1 when a IPv6 router implements and configures the efficiency-aware Router behavior for Neighbor Discovery as per this document. All other cases E bit is 0.

The legacy IPv6 hosts will ignore the E bit in RA advertisement. All EAH MUST look for E bit in RA in order to determine the efficiency-aware support in the default router in the link.

This document assumes that an implementation will have configuration knobs to determine whether it is running in classical IPv6 ND [ND] or
Optimized Energy Aware ND (this document) mode or both (Mixed mode).

8. efficiency-aware Neighbor Discovery Messages

Router Advertisement (RA): Periodic RAs SHOULD be avoided. Only solicited RAs are RECOMMENDED. An RA MUST contain the Source Link-layer Address option containing Router’s link-layer address (this is optional in [ND]. An RA MUST carry Prefix information option with L bit being unset, so that hosts do not multicast any NS messages as part of address resolution. A new flag (E-flag) is introduced in the RA in order to characterize the efficiency-aware mode support. Unlike RFC4861 which suggests multicast Router Advertisements, this specification optimizes the exchange by always unicasting RAs in response to RS. This is possible since the RS always includes a SLLA option, which is used by the router to unicast the RA.

Router Solicitation (RS): Upon system startup, the node sends a multicast or link broadcast (when multicast is not supported at the link-layer) RS to find out the available routers in the link. An RS may be sent at other times as described in section 6.3.7 of RFC 4861. A Router Solicitation MUST carry Source Link-layer Address option. Since no periodic RAs are allowed in the efficiency-aware IPv6 network, the host may send periodic unicast RS to the routers. The time-periods for the RS varies on the deployment scenarios and the Default Router Lifetime advertised in the RAs.

Default Router Selection: Same as in section 6.3.6 of RFC 4861[ND].

Neighbor Solicitation (NS): Neighbor solicitation is used between the hosts and the default-router as part of NUD and registering the host’s address(es). An NS message MUST use the Address Registration option in order to accomplish the registration.

Neighbor Advertisement (NA): As defined in [ND] and ARO option.

Redirect Messages: A router SHOULD NOT send a Redirect message to a host since the link has non-transitive reachability. The host behavior is same as described in section 8.3 of RFC 4861[ND], i.e. a host MUST NOT send or accept redirect
messages when in efficiency-aware mode.
Same as in RFC 4861[ND]

MTU option:                As per the RFC 4861.
Address Resolution:         No NS/NA are sent as the prefixes are treated
                          as off-link. Thus no address resolution is
                          performed at the hosts. The routers keep
                          track of Neighbor Solicitations with Address
                          Registration options(ARO) and create an
                          extended neighbor cache of reachable
                          addresses. The router also knows the nexthop
                          link-local address and corresponding link-
                          layer address when it wants to route a
                          packet.

Neighbor Unreachability Detection(NUD): NUD is performed in
"forward-progress" fashion as described in section 7.3.1 of RFC 4861[ND]. However, if
Address Registration Option is used, the NUD SHOULD be combined with the Re-registration
of the node. This way no extra message for
NUD is required.

9. efficiency-aware Host Behavior

A host sends Router Solicitation at the system startup and also when
it suspects that one of its default routers have become
unreachable(after NUD fails). The EAH MUST process the E-bit in RA
as described in this document. The EAH MUST use ARO option to
register with the neighboring NEAR router.

A host SHOULD be able to autoconfigure its IPv6 addresses using the
IPv6 prefix obtained from Router Advertisement. The host SHOULD form
its link-local address from the EUI-64 as specified by IEEE
Registration Authority and RFC 2373. If this draft feature is
implemented and configured, the host MUST NOT re-direct Neighbor
Discovery messages. The host does not require to join solicited-node
multicast address but it MUST join the all-node multicast address.

A host always sends packets to (one of) its default router(s). This
is accomplished by the routers never setting the 'L' flag in the
Prefix options.

The host is unable to forward routes or participate in a routing
protocol. A legacy IPv6 Host compliant EAH SHOULD be able to fall
back to RFC 4861 host behavior if there is no efficiency-aware router
(NEAR) in the link.

The efficiency-aware host MUST NOT send or accept re-direct messages.
It does not join solicited node multicast address.

10. The Energy Aware Default Router (NEAR) Behavior

The main purpose of the default router in the context of this document is to receive and process the registration request, forward packets from one neighbor to the other, informs the routing protocol about the un-availability of the registered nodes if the routing protocol requires this information for the purpose of mobility or fast convergence. A default router (NEAR) behavior may be observed in one or more interfaces of a Border Router (BR).

A Border Router normally may have multiple interfaces and connects the nodes in a link like a regular IPv6 subnet(s) or acts as a gateway between separate networks such as Internet and home networks. The Border Router is responsible for distributing one or more /64 prefixes to the nodes to identify a packet belonging to the particular network. One or more of the interfaces of the Border Router may be connected with the efficiency-aware hosts or a efficiency-aware router (NEAR).

The efficiency-aware default router MUST not send periodic RA unless it is configured to support both legacy IPv6 and efficiency-aware hosts. If the Router is configured for efficiency-aware hosts support, it MUST send Router Advertisments with E-bit flag ON and MUST NOT set ‘L’ bit in the advertisements.

The router SHOULD NOT garbage collect Registered Neighbor Cache entries since they need to retain them until the Registration Lifetime expires. If a NEAR receives a NS message from the same host one with ARO and another without ARO then the NS message with ARO gets the precedence and the NS without ARO is ignored. This behavior protects the router from Denial Of Service attacks. Similarly, if Neighbor Unreachability Detection on the router determines that the host is UNREACHABLE (based on the logic in [ND]), the Neighbor Cache entry SHOULD NOT be deleted but be retained until the Registration Lifetime expires. If an ARO arrives for an NCE that is in UNREACHABLE state, that NCE should be marked as STALE.

A default router keeps a cache for all the nodes’ IP addresses, created from the Address Registration processing.

10.1. Router Configuration Modes

An efficiency-aware Router (NEAR) MUST be able to configure in efficiency-aware-only mode where it will expect all hosts register with the router following RS; thus will not support legacy hosts.
However, it will create legacy NCE for NS messages for other routers in the network. This mode is able to prevent ND flooding on the link.

An efficiency-aware Router (NEAR) SHOULD be able to have configuration knob to configure itself in Mixed-Mode where it will support both efficiency-aware hosts and legacy hosts. However even in mixed-mode the router should check for duplicate entries in the NCE before creating a new ones and it should rate-limit creating new NCE based on requests from the same host MAC address.

The RECOMMENDED default mode of operation for the efficiency-aware router is Mixed-mode.

11. NCE Management in efficiency-aware Routers

The use of explicit registrations with lifetimes plus the desire to not multicast Neighbor Solicitation messages for hosts imply that we manage the Neighbor Cache entries slightly differently than in [ND]. This results in two different types of NCEs and the types specify how those entries can be removed:

Legacy: Entries that are subject to the normal rules in [ND] that allow for garbage collection when low on memory. Legacy entries are created only when there is no duplicate NCE. In mixed-mode and efficiency-aware mode the legacy entries are converted to the registered entries upon successful processing of ARO. Legacy type can be considered as union of garbage-collectible and Tentative Type NCEs described in [6LOWPAN-ND].

Registered: Entries that have an explicit registered lifetime and are kept until this lifetime expires or they are explicitly unregistered.

Note that the type of the NCE is orthogonal to the states specified in [ND].

When a host interacts with a router by sending Router Solicitations that does not match with the existing NCE entry of any type, a Legacy NCE is first created. Once a node successfully registers with a Router the result is a Registered NCE. As Routers send RAs to legacy hosts, or receive multicast NS messages from other Routers the result is Legacy NCEs. There can only be one kind of NCE for an IP address at a time.
A Router Solicitation might be received from a host that has not yet registered its address with the router or from a legacy[ND] host in the Mixed-mode of operation.

In the 'Efficiency-aware' only mode the router MUST NOT modify an existing Neighbor Cache entry based on the SLLA option from the Router Solicitation. Thus, a router SHOULD create a tentative Legacy Neighbor Cache entry based on SLLA option when there is no match with the existing NCE. Such a legacy Neighbor Cache entry SHOULD be timed out in TENTATIVE_LEGACY_NCE_LIFETIME seconds unless a registration converts it into a Registered NCE.

However, in 'Mixed-mode' operation, the router does not require to keep track of TENTATIVE_LEGACY_NCE_LIFETIME as it does not know if the RS request is from a legacy host or the efficiency-aware hosts. However, it creates the legacy type of NCE and updates it to a registered NCE if the ARO NS request arrives corresponding to the legacy NCE. Successful processing of ARO will complete the NCE creation phase.

If ARO did not result in a duplicate address being detected, and the registration life-time is non-zero, the router creates and updates the registered NCE for the IPv6 address. If the Neighbor Cache is full and new entries need to be created, then the router SHOULD respond with a NA with status field set to 2. For successful creation of NCE, the router SHOULD include a copy of ARO and send NA to the requestor with the status field 0. A TLLA(Target Link Layer) Option is not required with this NA.

Typically for efficiency-aware routers (NEAR), the registration life-time and EUI-64 are recorded in the Neighbor Cache Entry along with the existing information described in [ND]. The registered NCE are meant to be ready and reachable for communication and no address resolution is required in the link. The efficiency-aware hosts will renew their registration to keep maintain the state of reachability of the NCE at the router. However the router may do NUD to the idle or unreachable hosts as per [ND].

11.1. Handling ND DOS Attack

IETF community has discussed possible issues with /64 DOS attacks on the ND networks when a attacker host can send thousands of packets to the router with a on-link destination address or sending RS messages to initiate a Neighbor Solicitation from the neighboring router which will create a number of INCOMPLETE NCE entries for non-existent nodes in the network resulting in table overflow and denial of service of the existing communications.
The efficiency-aware behavior documented in this specification avoids the ND DOS attacks by:

- Having the hosts register with the default router
- Having the hosts send their packets via the default router
- Not resolving addresses for the Routing Solicitor by mandating SLLA option along with RS
- Checking for duplicates in NCE before the registration
- Checking against the MAC-address and EUI-64 id is possible now for NCE matches
- On-link IPv6-destinations on a particular link must be registered else these packets are not resolved and extra NCEs are not created

It is recommended that Mixed-mode operation and legacy hosts SHOULD NOT be used in the IPv6 link in order to avoid the ND DOS attacks. For the general case of Mixed-mode the router does not create INCOMPLETE NCEs for the registered hosts, but it follows the [ND] steps of NCE states for legacy hosts.

12. Mixed-Mode Operations

Mixed-Mode operation discusses the protocol behavior where the IPv6 subnet is composed with legacy IPv6 Neighbor Discovery compliant nodes and efficiency-aware IPv6 nodes implementing this specification.

The mixed-mode model SHOULD support the following configurations in the IPv6 link:

- The legacy IPv6 hosts and efficiency-aware-hosts in the network and a NEAR router
- legacy IPv6 default-router and efficiency-aware hosts (EAH) in the link
- one router is in mixed mode and the link contains both legacy IPv6 hosts and EAH
- A link contains both efficiency-aware IPv6 router and hosts and legacy IPv6 routers and hosts and each host should be able to communicate with each other.

In mixed-mode operation, a NEAR MUST be configured for mixed-mode in order to support the legacy IPv6 hosts in the network. In mixed-mode, the NEAR MUST act as proxy for Neighbor Solicitation for DAD and Address Resolution on behalf of its registered hosts on that link. It should follow the NCE management for the EAH as described in this document and follow RFC 4861 NCE management for the legacy IPv6 hosts. Both in mixed-mode and efficiency-aware mode, the NEAR sets E-bit flag in the RA and does not set ‘L’ on-link bit.
If a NEAR receives NS message from the same host one with ARO and another without ARO then the NS message with ARO gets the precedence.

An efficiency-aware Host implementation SHOULD support falling back to legacy IPv6 node behavior when no efficiency-aware routers are available in the network during the startup. If the EAH was operational in efficiency-aware mode and it determines that the NEAR is no longer available, then it should send a RS and find an alternate default router in the link. If no efficiency-aware router is indicated from the RA, then the EAH SHOULD fall back into RFC 4861 behavior. On the otherhand, in the efficiency-aware mode EAH SHOULD ignore multicast Router Advertisements(RA) sent by the legacy and Mixed-mode routers in the link.

The routers that are running on efficiency-aware mode or legacy mode SHOULD NOT dynamically switch the mode without flushing the Neighbor Cache Entries.

13. Bootstrapping

If the network is a efficiency-aware IPv6 subnet, and the efficiency-aware Neighbor Discovery mechansim is used by the hosts and routers as described in this document. At the start, the node uses its link-local address to send Router Solicitation and then it sends the Node Registration message as described in this document in order to form the address. The Duplicate address detection process should be skipped if the network is guaranteed to have unique interface identifiers which is used to form the IPv6 address.
In the mixed mode operation, it is expected that logically there will be at least one legacy IPv6 router and another NEAR router present in the link. The legacy IPv6 router will follow RFC 4861 behavior and NEAR router will follow the efficiency-aware behavior for registration, NCE maintenance, forwarding packets from a EAH and it will also act as a ND proxy for the legacy IPv6 hosts querying to resolve a EAH node.

A legacy IPv6 host and EAH are not expected to see a difference in their bootstrapping if both legacy and efficiency-aware functionalities of routers are available in the network. It is RECOMMENDED that the EAH implementation SHOULD be able to behave like a legacy IPv6 host if it discovers that no efficiency-aware routing support is present in the link.

14. Handling Sleepy Nodes

The solution allows the sleepy nodes to complete its sleep schedule without waking up due to periodic Router Advertisement messages or due to Multicast Neighbor Solicitation for address resolution. The node registration lifetime SHOULD be synchronized with its sleep
interval period in order to avoid waking up in the middle of sleep for registration refresh. Depending on the application, the registration lifetime SHOULD be equal to or integral multiple of a node's sleep interval period.

15. Duplicate Address Detection

In efficiency-aware mode, there is no need for Duplicate Address Detection (DAD) assuming that the deployment ensures unique 64bit identification availability for each registered host. In the event of collision of EUI64 field of ARO by two registration requests, the later request is denied if the first one is a valid request. The denied EAH node SHOULD pick another alternative IPv6 address to register to prevent further registration denial. The method of assignment of alternate IPv6 address is out of scope of this document.

16. Use Case Analysis

This section provides applicability scenarios where the efficiency-aware Neighbor Discovery will be most beneficial.

16.1. Data Center Routers on the link

efficiency-aware Routers and hosts are useful in IPv6 networks in the Data Center as they produce less signaling and also provides ways to minimize the ND flood of messages. Moreover, this mechanism will work with data-center nodes which are deliberately in sleep mode for saving energy.

This solution will work well in Data Center Virtual network and VM scenarios where number of VLANs are very high and ND signalings are undesirably high due the multicast messaging and periodic Router Advertisments and Neighbor Unreachability detections.

16.2. Edge Routers and Home Networks

An Edge Router in the network will also benefit implementing the efficiency-aware Neighbor Discovery behavior in order to save the signaling and keeping track of the registered nodes in its domain. A BNG sits at the operator’s edge network and often the BNG has to handle a large number of home CPEs. If a BNG runs Neighbor Discovery protocol and acts as the default router for the CPE at home, this solution will be helpful for reducing the control messages and improving network performances.
The same solution can be run on CPE or Home Residential Gateways to assign IPv6 addresses to the wired and wireless home devices without the problem of ND flooding issues and consuming less power. It provides mechanism for the sleepy nodes to adjust their registration lifetime according to their sleep schedules.

16.3. M2M Networks

Any Machine-to-machine (M2M) networks such as IPv6 surveillance networks, wireless monitoring networks and other m2m networks desire for efficiency-aware control protocols and dynamic address allocation. The in-built address allocation and autoconfiguration mechanism in IPv6 along with the default router capability will be useful for the simple small-scale networks without having the burden of DHCPv6 service and Routing Protocols.

16.4. Cellular and Wi-fi Networks

The cellular and Wi-fi IPv6 devices can act as efficiency-aware hosts and register with their nearest default router. This will reduce number of signalings and the registration method (ARO) will provide operators a mechanism for tracking the nodes in the default router.

17. Mobility Considerations

If the hosts move from one subnet to another, they MUST first de-register and then register themselves in the new subnet or network. Otherwise, the regular IPv6 Mobility [IPV6M] behavior applies.

18. Other Considerations

18.1. Detecting Network Attachment (DNA)

IPv6 DNA [DNA] uses unicast ND probes and link-layer indications to detect movement of its network attachments. Upon detecting link-layer indication, it sends a all-routers Solicitation message. However DNA [DNA] optimizes the IPv6 address operability while a node is moving and its network attachments are changing with respect to the neighboring routers. This document does not expect Router Advertisements from the neighboring routers, thus this solution will rely on the ND probes for movement detection and as well as link-layer indication. When the node implements this document along with DNA, it MUST send ARO option with its Neighbor Solicitation unicast message if the candidate router advertisement indicates that the router is a NEAR router. If the candidate router is a legacy router then and it is the only choice then the EAH host adapt to the legacy...
behavior. However if EAH node implements DNA host capability as well, then it SHOULD give preference to the NEAR routers in its candidate list of routers.

18.2. ND-Proxy

ND proxy support in mixed-mode operation: The ND Proxy will continue to support the legacy IPv6 Neighbor Solicitation requests in the mixed mode. The NEAR router SHOULD act as the ND proxy on behalf of EAH hosts for the legacy nodes’ NS requests for EAH.

18.3. DHCPv6 Interaction

Co-existence with DHCP: For classical IPv6, if DHCPv6 or central address allocation mechanism is used, then Neighbor Discovery autoconfiguration is not used for global address allocation. However, link-local duplicate address detection, Neighbor solicitation, Neighbor unreachability detection are still used. Upon assignment of the IPv6-address from DHCPv6, a EAH node SHOULD then register the IP-address with the default router for avoiding Duplicate address detection and Address Resolution. For Legacy DHCPv6 nodes there is no change in behavior. NOTE: DHCPv6 Server MUST be notified by NEAR for its efficiency-aware service interfaces. DHCPv6 server then SHOULD inform the DHCP requestor node about the default-router capability during the address assignment period.

Although the solution described in this document prevents unnecessary multicast messages in the IPv6 ND procedure, it does not affect normal IPv6 multicast packets and ability of nodes to join and leave the multicast group or forwarding multicast traffic or responding to multicast queries.

19. Updated Neighbor Discovery Constants

This section discusses the updated default values of ND constants based on [ND] section 10. New and changed constants are listed only for efficiency-aware-nd implementation.

Router Constants:
- MAX_RTR_ADVERTISEMENTS (NEW) 3 transmissions
- MIN_DELAY_BETWEEN_RAS (CHANGED) 1 second
- TENTATIVE_LEGACY_NCE_LIFETIME (NEW) 30 seconds

Host Constants:
20. Security Considerations

These optimizations are not known to introduce any new threats against Neighbor Discovery beyond what is already documented for IPv6 [RFC 3756].

Section 11.2 of [ND] applies to this document as well.

This mechanism minimizes the possibility of ND /64 DOS attacks in efficiency-aware mode. See Section 11.1.

21. IANA Considerations

A new flag (E-bit) in RA has been introduced. IANA assignment of the E-bit flag is required upon approval of this document.

22. Changelog

Changes from draft-chakrabarti-nordmark-energy-aware-nd-02:
  o Replaced energy-aware with efficiency-aware which covers both energy efficiency and other operational efficiency
  o Added consideration for DNA, ND proxy and clarified that this is useful for networks with MLD-snooping switches as well
  o Added use-cases, Support for Mixed-mode operations and a diagram for bootstrapping scenario.
  o Clarified its applicability when DHCP is used for address allocation.
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1. Introduction

RFC 3484 [RFC3484] describes default algorithms for selecting an address when a node has multiple destination and/or source addresses to choose from by using an address selection policy. In Section 2 of RFC 6724, it is suggested that the default policy table may be administratively configured to suit the specific needs of a site. This specification defines a new DHCPv6 option for such configuration.

Some problems have been identified with the default RFC 3484 address selection policy [RFC5220]. It is unlikely that any default policy will suit all scenarios, and thus mechanisms to control the source address selection policy will be necessary. Requirements for those mechanisms are described in [RFC5221], while solutions are discussed in [I-D.ietf-6man-addr-select-sol] and [I-D.ietf-6man-addr-select-considerations]. Those documents have helped shape the improvements in the default address selection algorithm [RFC6724] as well as the DHCPv6 option defined in this specification.

1.1. Conventions Used in This Document

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].
1.2. Terminology

This document uses the terminology defined in [RFC2460] and the DHCPv6 specification defined in [RFC3315]

2. Address Selection options

The Address Selection option provides the address selection policy table, and some other configuration parameters.

A address selection option contains zero or more policy table options. Multiple policy table options in a Policy Table option constitute a single policy table.

The format of the Address Selection option is given below.

Figure 1: Address Selection option format

option-code: OPTION_ADDRSEL (TBD).

option-len: The total length of the Reserved field, A, P flags, and POLICY TABLE OPTIONS in octets.

Reserved: Reserved field. Server MUST set this value to zero and client MUST ignore its content.

A: Automatic Row Addition flag. This flag toggles the Automatic Row Addition flag at client hosts, which is described in the section 2.1 in RFC 6724 [RFC6724]. If this flag is set to 1, it does not change client host behavior, that is, a client MAY automatically add additional site-specific rows to the policy table. If set to 0, the Automatic Row Addition flag is disabled, and a client MAY NOT automatically add rows to the policy table.
P: Privacy Preference flag. This flag toggles the Privacy Preference flag at client hosts, which is described in the section 5 in RFC 6724 [RFC6724]. If this flag is set to 1, it does not change client host behavior, that is, a client SHOULD prefer temporary addresses. If set to 0, the Privacy Preference flag is disabled, and a client SHOULD prefer public addresses.

POLICY TABLE OPTIONS: Zero or more Address Selection Policy Table options described below.

<table>
<thead>
<tr>
<th>label</th>
<th>precedence</th>
<th>prefix-len</th>
<th>prefix</th>
</tr>
</thead>
</table>

Figure 2: Address Selection Policy Table option format

- **option-code**: OPTION_ADDRSEL_TABLE (TBD).
- **option-len**: The total length of the label field, precedence field, prefix-len field, and prefix field.
- **label**: An 8-bit unsigned integer; this value is for correlation of source address prefixes and destination address prefixes.
- **precedence**: An 8-bit unsigned integer; this value is used for sorting destination addresses.
- **prefix-len**: An 8-bit unsigned integer; the number of leading bits in the prefix that are valid. The value ranges from 0 to 128.
- **prefix**: A variable-length field containing an IP address or the prefix of an IP address. An IPv4-mapped address [RFC4291] must be used to represent an IPv4 address as a prefix value. The prefix should be zero padded up to the next octet boundary. So the length of this field should be between 0 and 16 bytes.
3. Appearance of the Address Selection options

The Address Selection options MUST NOT appear in any messages other than the following ones: Solicit, Advertise, Request, Renew, Rebind, Reconfigure, Information-Request, and Reply.

4. Processing the Policy Table option

This section describes how to process received Policy Table option at the DHCPv6 client.

This option’s concept is to serve as a hint for a node about how to behave in the network. So, basically, it should be up to the node’s administrator how to deal with the received policy information in the way described below.

4.1. Handling of the local policy table

RFC 6724 defines the default policy table. Also, a user is usually able to configure the policy table to satisfy his requirement.

The client implementation SHOULD provide the following choices to the user:

a) It receives distributed policy table, and replaces the existing policy tables with that.
b) It preserves the default policy table, or manually configured policy.

4.2. Handling of the stale policy table

When the information from the DHCP server goes stale, the policy received from the DHCP server should be removed and the default policy should be restored.

The received information can be considered stale in several cases, such as, when the interface goes down, the DHCP server does not respond for a certain amount of time, and the Information Refresh Time is expired.

4.3. Multi-interface situation

The policy table, and other parameters specified in this document are node-global information by its nature. One of the reason is that the outbound interface is usually chosen after destination address selection. So, a host cannot make use of multiple address selection policy even if they are stored per interface.
Even if the received policy from one source is merged with one from another source, the effect of both policy are more or less changed. The policy table is defined as a whole, so the slightest addition/deletion from the policy table brings a change in semantics of the policy.

It also should be noted that absence of the distributed policy from a certain network interface should not be treated as absence of policy itself, because it may mean preference for the default address selection policy.

Under the above assumptions, how to handle received policy is specified below.

A node MAY use Address Selection options by default in any of the following two cases:

1: The host is single-homed, where the host belongs to one administrative network domain exclusively usually through one active network interface.
2: The host implements some advanced heuristics to deal with multiple received policy, which is outside the scope of this document.

The above restrictions do not preclude implementations from providing configuration options to enable this option on a certain network interface.

Nor, they do not preclude implementations from storing distributed address selection policies per interface. They can be used effectively on such implementations that adopt per-application interface selection.

5. Implementation Considerations

- The value ‘label’ is passed as an unsigned integer, but there is no special meaning for the value, that is whether it is a large or small number. It is used to select a preferred source address prefix corresponding to a destination address prefix by matching the same label value within the DHCP message. DHCPv6 clients need to convert this label to a representation specified by each implementation (e.g., string).

- Currently, the label and precedence values are defined as 8-bit unsigned integers. In almost all cases, this value will be enough.
The maximum number of address selection rules that may be conveyed in one DHCPv6 message depends on the prefix length of each rule and the maximum DHCPv6 message size defined in RFC 3315. It is possible to carry over 3,000 rules in one DHCPv6 message (maximum UDP message size). However, it should not be expected that DHCP clients, servers and relay agents can handle UDP fragmentation. So, the number of the options and the total size of the options should be taken care of.

Since the number of selection rules could be large, an administrator configuring the policy to be distributed should consider the resulting DHCPv6 message size.

6. Security Considerations

A rogue DHCPv6 server could issue bogus address selection policies to a client. This might lead to incorrect address selection by the client, and the affected packets might be blocked at an outgoing ISP because of ingress filtering. Alternatively, an IPv6 transition mechanism might be preferred over native IPv6, even if it is available. To guard against such attacks, a legitimate DHCPv6 server should be communicated through a secure, trusted channel, such as a channel protected by IPsec, SEND and DHCP authentication, as described in section 21 of RFC 3315.

Another threat is about privacy concern. As in the security consideration section of RFC 6724, at least a part of, the address selection policy stored in a host can be leaked by a packet from a remote host. This issue will not be degraded regardless of the introduction of this option, or regardless of whether the host is multihomed or not.

7. IANA Considerations

IANA is requested to assign option codes to OPTION_ADDRSEL, OPTION_ADDRSEL_TABLE, and OPTION_ADDRSEL_ZONE from the option-code space as defined in section "DHCPv6 Options" of RFC 3315.
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Appendix B. Past Discussion

- The ‘zone index’ value is used to specify a particular zone for scoped addresses. This can be used effectively to control address selection in the site scope (e.g., to tell a node to use a specified source address corresponding to a site-scoped multicast address). However, in some cases such as a link-local scope address, the value specifying one zone is only meaningful locally within that node. There might be some cases where the administrator knows which clients are on the network and wants specific interfaces to be used though. However, in general case, it is really rare case, and the field was removed.
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1. Introduction

[RFC6724] describes default algorithms for selecting an address when a node has multiple destination and/or source addresses to choose from by using an address selection policy. This specification defines a new DHCPv6 option for configuring the default policy table.

Some problems were identified with the default address selection policy as originally defined in [RFC3484]. As a result, RFC 3484 was updated and obsoleted by [RFC6724]. While this update corrected a number of issues identified from operational experience, it is unlikely that any default policy will suit all scenarios, and thus mechanisms to control the source address selection policy will be necessary. Requirements for those mechanisms are described in [RFC5221], while solutions are discussed in [I-D.ietf-6man-addr-select-considerations]. Those documents have helped shape the improvements in the default address selection algorithm in [RFC6724] as well as the requirements for the DHCPv6 option defined in this specification.

This option’s concept is to serve as a hint for a node about how to behave in the network. Ultimately, while the node’s administrator can control how to deal with the received policy information, the implementation SHOULD follow the method described below uniformly, to ease troubleshooting and to reduce operational costs.

1.1. Conventions Used in This Document
The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

1.2. Terminology

This document uses the terminology defined in [RFC2460] and the DHCPv6 specification defined in [RFC3315].

2. Address Selection options

The Address Selection option provides the address selection policy table, and some other configuration parameters.

An Address Selection option contains zero or more policy table options. Multiple policy table options in an Address Selection option constitute a single policy table. When an Address Selection option does not contain a policy table option, it may be used to just convey the A and P flags.

The format of the Address Selection option is given below.

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|          OPTION_ADDRSEL       |         option-len            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|  Reserved |A|P|                                               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                      (variable length)                        |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 1: Address Selection option format

option-code: OPTION_ADDRSEL (TBD).

option-len: The total length of the Reserved field, A, P flags, and POLICY TABLE OPTIONS in octets.

Reserved: Reserved field. The server MUST set this value to zero and the client MUST ignore its content.
A: Automatic Row Addition flag. This flag toggles the Automatic Row Addition flag at client hosts, which is described in section 2.1 of [RFC6724]. If this flag is set to 1, it does not change client host behavior, that is, a client MAY automatically add additional site-specific rows to the policy table. If set to 0, the Automatic Row Addition flag is disabled, and a client SHOULD NOT automatically add rows to the policy table. If the option contains a POLICY TABLE option, this flag is meaningless, and automatic row addition SHOULD NOT be performed against the distributed policy table. This flag SHOULD be set to 0 only when the Automatic Row Addition at client hosts is harmful for site-specific reasons.

P: Privacy Preference flag. This flag toggles the Privacy Preference flag on client hosts, which is described in section 5 of [RFC6724]. If this flag is set to 1, it does not change client host behavior, that is, a client will prefer temporary addresses [RFC4941]. If set to 0, the Privacy Preference flag is disabled, and a client will prefer public addresses. This flag SHOULD be set to 0 only when the temporary addresses should not be preferred for site-specific reasons.

POLICY TABLE OPTIONS: Zero or more Address Selection Policy Table options, as described below. This option corresponds to a row in the policy table defined in section 2.1 of [RFC6724].

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     OPTION_ADDRSEL_TABLE      |         option-len            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|    label      |  precedence   |   prefix-len  |               |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+               |
|                                                               |
|                   prefix   (variable length)                  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 2: Address Selection Policy Table option format
```

option-code: OPTION_ADDRSEL_TABLE (TBD).
option-len: The total length of the label field, precedence field, prefix-len field, and prefix field.

label: An 8-bit unsigned integer; this value is for correlation of source address prefixes and destination address prefixes. This field is used to deliver a label value in the [RFC6724] policy table.

precedence: An 8-bit unsigned integer; this value is used for sorting destination addresses. This field is used to deliver a precedence value in [RFC6724] policy table.

prefix-len: An 8-bit unsigned integer; the number of leading bits in the prefix that are valid. The value ranges from 0 to 128. If an option with a prefix length greater than 128 is included, the whole Address Selection option MUST be ignored.

prefix: A variable-length field containing an IP address or the prefix of an IP address. An IPv4-mapped address [RFC4291] must be used to represent an IPv4 address as a prefix value. This field is padded with zeros up to the nearest octet boundary when prefix-len is not divisible by 8. This can be expressed using the following equation: (prefix-len + 7)/8 So the length of this field should be between 0 and 16 bytes. For example, the prefix 2001:db8::/60 would be encoded with an prefix-len of 60, the prefix would be 8 octets and would contains octets 20 01 0d b8 00 00 00 00.

3. Processing the Address Selection option

This section describes how to process a received Address Selection option at the DHCPv6 client.

This option’s concept is to serve as a hint for a node about how to behave in the network. Ultimately, while the node’s administrator can control how to deal with the received policy information, the implementation SHOULD follow the method described below uniformly, to ease troubleshooting and to reduce operational costs.

3.1. Handling local configurations
[RFC6724] defines two flags (A, P) and the default policy table. Also, users are usually able to configure the flags and the policy table to satisfy their own requirements.

The client implementation SHOULD provide the following choices to the user.

(a) replace the existing flags and active policy table with the DHCPv6 distributed flags and policy table.

(b) preserve the existing flags and active policy table, whether this be the default policy table, or user configured policy.

Choice (a) SHOULD be the default, i.e. that the policy table is not explicitly configured by the user.

3.2. Handling stale distributed flags and policy table

When the information from the DHCP server goes stale, the flags and the policy table received from the DHCP server SHOULD be deprecated. The local configuration SHOULD be restored when the DHCP-supplied configuration has been deprecated. In order to implement this, a host can retain the local configuration even after the flags and the policy table is updated by the distributed flags and policy table.

The received information can be considered stale in several cases, e.g., when the interface goes down, the DHCP server does not respond for a certain amount of time, or the Information Refresh Time has expired.

3.3. Handling multiple interfaces

The policy table, and other parameters specified in this document, are node-global information by their nature. One reason being that the outbound interface is usually chosen after destination address selection. So a host cannot make use of multiple address selection policies even if they are stored per interface.

The policy table is defined as a whole, so the slightest addition/deletion from the policy table brings a change in the semantics of the policy.
It also should be noted that the absence of a DHCP-distributed policy from a certain network interface should not infer that the network administrator does not care about address selection policy at all, because it may mean there is a preference to use the default address selection policy. So, it should be safe to assume that the default address selection policy should be used where no overriding policy is provided.

Under the above assumptions, we can specify how to handle received policy as follows.

In the absence of distributed policy for a certain network interface, the default address selection policy SHOULD be used. A node should use Address Selection options by default in any of the following two cases:

1: A single-homed host SHOULD use default address selection options, where the host belongs exclusively to one administrative network domain, usually through one active network interface.

2: Hosts that use advanced heuristics to deal with multiple received policies that are defined outside the scope of this document SHOULD use Address Selection options.

Implementations MAY provide configuration options to enable this protocol on a per interface basis.

Implementations MAY store distributed address selection policies per interface. They can be used effectively on implementations that adopt per-application interface selection.

4. Implementation Considerations

- The value ‘label’ is passed as an unsigned integer, but there is no special meaning for the value, that is whether it is a large or small number. It is used to select a preferred source address prefix corresponding to a destination address prefix by matching the same label value within the DHCP message. DHCPv6 clients SHOULD convert this label to a representation appropriate for the local implementation (e.g., string).

- The maximum number of address selection rules that may be conveyed in one DHCPv6 message depends on the prefix length of each rule and the maximum DHCPv6 message size defined in [RFC3315]. It is possible to carry over 3,000 rules in one DHCPv6 message (maximum UDP message size). However, it should not be expected that DHCP clients, servers and relay agents can handle UDP fragmentation.
Network administrators SHOULD consider local limitations to the maximum DHCPv6 message size that can be reliably transported via their specific local infrastructure to end nodes; and therefore they SHOULD consider the number of options, the total size of the options, and the resulting DHCPv6 message size, when defining their policy table.

5. Security Considerations

A rogue DHCPv6 server could issue bogus address selection policies to a client. This might lead to incorrect address selection by the client, and the affected packets might be blocked at an outgoing ISP because of ingress filtering, incur additional network charges, or be misdirected to an attacker’s machine. Alternatively, an IPv6 transition mechanism might be preferred over native IPv6, even if it is available. To guard against such attacks, a legitimate DHCPv6 server should communicate through a secure, trusted channel, such as a channel protected by IPsec, SEND and DHCP authentication, as described in section 21 of [RFC3315]. A commonly used alternative mitigation is to employ DHCP snooping at Layer 2.

Another threat surrounds the potential privacy concern as described in the security considerations section of [RFC6724], whereby an attacker can send packets with different source addresses to a destination to solicit different source addresses in the responses from that destination. This issue will not be modified by the introduction of this option, regardless of whether the host is multihomed or not.

6. IANA Considerations

IANA is requested to assign option codes to OPTION_ADDRSEL and OPTION_ADDRSEL_TABLE from the "DHCP Option Codes" registry (http://www.iana.org/assignments/dhcpv6-parameters/dhcpv6-parameters.xml).
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Appendix B. Examples

[RFC5220] gives several cases where address selection problems happen. This section contains some examples for solving those cases by using the DHCP option defined in this text to update the hosts’ policy table in a network accordingly. There is also some discussion of example policy tables in sections 10.3 to 10.7 of RFC 6724.
B.1. Ingress Filtering Problem

In the case described in section 2.1.2 of [RFC5220], the following policy table should be distributed, when Router performs static routing and directs the default route to ISP1 as per Figure 2. By putting the same label value to all IPv6 addresses (::/0) and the local subnet (2001:db8:1000:1::/64), a host picks a source address in this subnet to send a packet via the default route.

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Precedence</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>::1/128</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>::/0</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>2001:db8:1000:1::/64</td>
<td>45</td>
<td>1</td>
</tr>
<tr>
<td>2001:db8:8000:1::/64</td>
<td>45</td>
<td>14</td>
</tr>
<tr>
<td>::ffff:0:0/96</td>
<td>35</td>
<td>4</td>
</tr>
<tr>
<td>2002::/16</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>2001::/32</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>fc00::/7</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>::/96</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>fec0::/10</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>3ffe::/16</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

B.2. Half-Closed Network Problem

In the case described in section 2.1.3 of [RFC5220], the following policy table should be distributed. By splitting the closed network prefix (2001:db8:8000::/36) from all IPv6 addresses (::/0) and giving different labels, the closed network prefix will only be used when packets are destined for the closed network.

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Precedence</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>::1/128</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>::/0</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>2001:db8:8000::/36</td>
<td>45</td>
<td>14</td>
</tr>
<tr>
<td>::ffff:0:0/96</td>
<td>35</td>
<td>4</td>
</tr>
<tr>
<td>2002::/16</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>2001::/32</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>fc00::/7</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>::/96</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>fec0::/10</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>3ffe::/16</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

B.3. IPv4 or IPv6 Prioritization
In the case described in section 2.2.1 of [RFC5220], the following policy table should be distributed to prioritize IPv6. This case is also described in [RFC6724]

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Precedence</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>::/128</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>::/0</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>::ffff:0:0/96</td>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>2002::/16</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>2001::/32</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>fc00::/7</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>::/96</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>fec0::/10</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>3ffe::/16</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>

B.4. ULA or Global Prioritization

In the case described in section 2.2.3 of [RFC5220], the following policy table should be distributed, or Automatic Row Addition flag should be set to 1. By splitting the ULA in this site (fc12:3456:789a::/48) from all IPv6 addresses (::/0) and giving it higher precedence, the ULA will be used to connect to servers in the same site.

<table>
<thead>
<tr>
<th>Prefix</th>
<th>Precedence</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>::/128</td>
<td>50</td>
<td>0</td>
</tr>
<tr>
<td>fc12:3456:789a::/48</td>
<td>45</td>
<td>14</td>
</tr>
<tr>
<td>::/0</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>::ffff:0:0/96</td>
<td>35</td>
<td>4</td>
</tr>
<tr>
<td>2002::/16</td>
<td>30</td>
<td>2</td>
</tr>
<tr>
<td>2001::/32</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>fc00::/7</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>::/96</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>fec0::/10</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>3ffe::/16</td>
<td>1</td>
<td>12</td>
</tr>
</tbody>
</table>
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Abstract

This document provides an update of the Internet Protocol version 6 (IPv6) specification (RFC2460) to improve the performance of IPv6 in the use case when a tunnel protocol uses UDP with IPv6 to tunnel packets. The performance improvement is obtained by relaxing the IPv6 UDP checksum requirement for suitable tunneling protocol where header information is protected on the "inner" packet being carried. This relaxation removes the overhead associated with the computation of UDP checksums on IPv6 packets used to carry tunnel protocols and thereby improves the efficiency of the traversal of firewalls and other network middleboxes by such protocols. We describe how the IPv6 UDP checksum requirement can be relaxed in the situation where the encapsulated packet itself contains a checksum, the limitations and risks of this approach, and defines restrictions on the use of this relaxation to mitigate these risks.
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1. Introduction

This work constitutes an update of the Internet Protocol Version 6 (IPv6) Specification [RFC2460], in the use case when a tunnel protocol uses UDP with IPv6 to tunnel packets. With the rapid growth of the Internet, tunneling protocols have become increasingly important to enable the deployment of new protocols. Tunneled protocols can be deployed rapidly, while the time to upgrade and deploy a critical mass of routers, switches and end hosts on the global Internet for a new protocol is now measured in decades. At the same time, the increasing use of firewalls and other security related middleboxes means that truly new tunnel protocols, with new protocol numbers, are also unlikely to be deployable in a reasonable time frame, which has resulted in an increasing interest in and use of UDP-based tunneling protocols. In such protocols, there is an encapsulated "inner" packet, and the "outer" packet carrying the tunneled inner packet is a UDP packet, which can pass through firewalls and other middleboxes filtering that is a fact of life on the current Internet.

Tunnel endpoints may be routers or middleboxes aggregating traffic from a large number of tunnel users, therefore the computation of an additional checksum on the outer UDP packet, may be seen as an unwarranted burden on nodes that implement a tunneling protocol, especially if the inner packet(s) are already protected by a checksum. In IPv4, there is a checksum on the IP packet itself, and the checksum on the outer UDP packet can be set to zero. However in IPv6 there is not a checksum on the IP packet and RFC 2460 [RFC2460] explicitly states that IPv6 receivers MUST discard UDP packets with a zero checksum. So, while sending a UDP packet with a zero checksum is permitted in IPv4 packets, it is explicitly forbidden in IPv6 packets. To improve support for IPv6 UDP tunnels, this document updates RFC 2460 to allow tunnel endpoints to use a zero UDP checksum under constrained situations (IPv6 tunnel transports that carry checksum-protected packets), following the considerations in [I-D.ietf-6man-udpzero].

Unicast UDP Usage Guidelines for Application Designers [RFC5405] should be consulted when reading this specification. It discusses both UDP tunnels (Section 3.1.3) and the usage of Checksums (Section 3.4).

While the origin of this specification is the problem raised by the draft titled "Automatic IP Multicast Without Explicit Tunnels", also known as "AMT," [I-D.ietf-mboned-auto-multicast] we expect it to have wide applicability. Since the first version of this document, the need for an efficient UDP tunneling mechanism has increased. Other IETF Working Groups, notably LISP [I-D.ietf-lisp] and Softwires
[RFC5619] have expressed a need to update the UDP checksum processing in RFC 2460. We therefore expect this update to be applicable in future to other tunneling protocols specified by these and other IETF Working Groups.

2. Some Terminology

For the remainder of this document, we discuss only IPv6, since this problem does not exist for IPv4. Therefore all reference to 'IP' should be understood as a reference to IPv6.

The document uses the terms "tunneling" and "tunneled" as adjectives when describing packets. When we refer to 'tunneling packets' we refer to the outer packet header that provides the tunneling function. When we refer to 'tunneled packets' we refer to the inner packet, i.e. the packet being carried in the tunnel.

2.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

3. Problem Statement

This document provides an update for the case where a tunnel protocol transports tunneled packets that already have a UDP header with a checksum, there is both a benefit and a cost to compute and check the UDP checksum of the outer (encapsulating) UDP transport header. In certain cases, where reducing the forwarding cost is important, such as for systems that perform the check in software, the cost may outweigh the benefit; this document describes a means to avoid that cost, in the case where there is an inner header with a checksum.

4. Discussion

IPv6 UDP Checksum Considerations [I-D.ietf-6man-udpzero] describes the issues related to allowing UDP over IPv6 to have a valid checksum of zero and is not repeated here.

Section 5.1 of [I-D.ietf-6man-udpzero], identifies 9 requirements that introduce constraints on the usage of a zero checksum for UDP over IPv6. This document is intended to satisfy these requirements.

[I-D.ietf-6man-udpzero] and mailing list discussions have noted there
is still the possibility of deep-inspection firewall devices or other middleboxes checking the UDP checksum field of the outer packet and thereby discarding the tunneling packets. This would be an issue also for any legacy IPv6 system that has not implemented this update to the IPv6 specification. In this case, the system (according to RFC 2460) will discard the zero-checksum UDP packets, and should log this as an error.

The below discuss how path errors can be detected and handled in an UDP tunneling protocol when the checksum protection is disabled. Note that other (non-tunneling) protocols may have different approaches, but these are not the topic of this update. We propose the following approach to handle this problem:

- Context (i.e. tunneling state) should be established via application Protocol Data Units (PDUs) that are carried in checksummed UDP packets. That is, any control packets flowing between the tunnel endpoints should be protected by UDP checksums. The control packets can also contain any negotiation required to enable the endpoint/adapters to accept UDP packets with a zero checksum. The control packets may also carry any negotiation required to enable the endpoint/adapters to identify the set of ports that need to enable reception UDP datagrams with a zero checksum.

- A system shall not set the UDP checksum to zero in packets that do not contain tunneled packets.

- UDP keep-alive packets with checksum zero can be sent to validate paths, given that paths between tunnel endpoints can change and so middleboxes in the path may vary during the life of the association. Paths with middleboxes that are intolerant of a UDP checksum of zero will drop the keep-ales and the endpoints will discover that. Note that this need only be done per tunnel endpoint pair, not per tunnel context. Keep-alive traffic should include both packets with tunnel checksums and packets with checksums equal to zero to enable the remote end to distinguish between path failures and the blockage of packets with checksum equal to zero.

- Corruption of the encapsulating IPv6 source address, destination address and/or the UDP source port, destination port fields : If the 9 restrictions in [I-D.ietf-6man-udpzero] are followed, the inner packets (tunneled packets) should be protected and run the usual (presumably small) risk of having undetected corruption(s). If tunneling protocol contexts contain (at a minimum) source and destination IP addresses and source and destination ports, there are 16 possible corruption outcomes. We note that these outcomes
are not equally likely. The possible corruption outcomes may be:

* Half of the 16 possible corruption combinations have a corrupted destination address. If the incorrect destination is reached and the node doesn’t have an application for the destination port, the packet will be dropped. If the application at the incorrect destination is the same tunneling protocol and if it has a matching context (which can be assumed to be a very low probability event) the inner packet will be decapsulated and forwarded. Application developers should verify the context of the packets they receive using UDP, as described in [RFC5405]. Applications that verify the context of a datagram are expected to have a high probability of discarding corrupted data. [I-D.ietf-6man-udpzero] presents examples of cases where corruption can inadvertently impact application state.

* Half of the 8 possible corruption combinations with a correct destination address have a corrupted source address. If the tunnel contexts contain all elements of the address-port 4-tuple, then the likelihood is that this corruption will be detected.

* Of the remaining 4 possibilities, with valid source and destination IPv6 addresses, 1 has all 4 fields valid, the other three have one or both ports corrupted. Again, if the tunneling endpoint context contains sufficient information, these errors should be detected with high probability.

- Corruption of source-fragmented encapsulating packets: In this case, a tunneling protocol may reassemble fragments associated with the wrong context at the right tunnel endpoint, or it may reassemble fragments associated with a context at the wrong tunnel endpoint, or corrupted fragments may be reassembled at the right context at the right tunnel endpoint. In each of these cases, the IPv6 length of the encapsulating header may be checked (though [I-D.ietf-6man-udpzero] points out the weakness in this check). In addition, if the encapsulated packet is protected by a transport (or other) checksum, these errors can be detected (with some probability).

While they do not guarantee correctness, these mechanism can reduce the risks of relaxing the UDP checksum requirement for IPv6.

5. The Zero-Checksum Update

This specification updates IPv6 to allow a UDP checksum of zero for
the outer encapsulating packet of a tunneling protocol. UDP endpoints that implement this update MUST change their behavior for any destination port explicitly configured for zero checksum and not discard UDP packets received with a checksum value of zero on the outer packet. When this is done, it requires the constraints in Section 5.1 of [I-D.ietf-6man-udpzero].

Specifically, the text in [RFC2460] Section 8.1, 4th bullet is updated. We refer to the following text:

"Unlike IPv4, when UDP packets are originated by an IPv6 node, the UDP checksum is not optional. That is, whenever originating a UDP packet, an IPv6 node must compute a UDP checksum over the packet and the pseudo-header, and, if that computation yields a result of zero, it must be changed to hex FFFF for placement in the UDP header. IPv6 receivers must discard UDP packets containing a zero checksum, and should log the error."

This item should be taken out of the bullet list and should be replaced by:

Whenever originating a UDP packet, an IPv6 node SHOULD compute a UDP checksum over the packet and the pseudo-header, and, if that computation yields a result of zero, it must be changed to hex FFFF for placement in the UDP header. IPv6 receivers SHOULD discard UDP packets containing a zero checksum, and SHOULD log the error. However, some protocols, such as tunneling protocols that use UDP as a tunnel encapsulation, MAY omit computing the UDP checksum of the encapsulating UDP header and set it to zero, subject to the constraints described in RFCxxxx. In cases where the encapsulating protocol uses a zero checksum for UDP, the receiver of packets sent to a port enabled to receive zero-checksum packets MUST NOT discard packets solely for having a UDP checksum of zero. Note that these constraints apply only to encapsulating protocols that omit calculating the UDP checksum and set it to zero. An encapsulating protocol can always choose to compute the UDP checksum, in which case, its behavior is not updated and uses the method specified in RFC2460.

1. IPv6 protocol stack implementations SHOULD NOT by default allow the new method. The default node receiver behavior MUST discard all IPv6 packets carrying UDP packets with a zero checksum.

2. Implementations MUST provide a way to signal the set of ports that will be enabled to receive UDP datagrams with a zero checksum.
checksum. An IPv6 node that enables reception of UDP packets with a zero-checksum, MUST enable this only for a specific port or port-range. This may be implemented via a socket API call, or similar mechanism.

3. RFC 2460 specifies that IPv6 nodes should log UDP datagrams with a zero-checksum. A port for which zero-checksum has been enabled MUST NOT log zero-checksum datagrams for that reason (of course, there might be other reasons to log such packets).

4. A stack may separately identify UDP datagrams that are discarded with a zero checksum. It SHOULD NOT add these to the standard log, since the endpoint has not been verified.

5. UDP Tunnels that encapsulate IP MAY rely on the inner packet integrity checks provided that the tunnel will not significantly increase the rate of corruption of the inner IP packet. If a significantly increased corruption rate can occur, then the tunnel MUST provide an additional integrity verification mechanism. An integrity mechanism is always recommended at the tunnel layer to ensure that corruption rates of the inner most packet are not increased.

6. Tunnels that encapsulate Non-IP packets MUST have a CRC or other mechanism for checking packet integrity, unless the Non-IP packet specifically is designed for transmission over lower layers that do not provide any packet integrity guarantee. In particular, the application must be designed so that corruption of this information does not result in accumulated state or incorrect processing of a tunneled payload.

7. UDP applications that support use of a zero-checksum, SHOULD NOT rely upon correct reception of the IP and UDP protocol information (including the length of the packet) when decoding and processing the packet payload. In particular, the application must be designed so that corruption of this information does not result in accumulated state or incorrect processing of a tunneled payload.

8. If a method proposes recursive tunnels, it MUST provide guidance that is appropriate for all use-cases. Restrictions may be needed to the use of a tunnel encapsulations and the use of recursive tunnels (e.g. Necessary when the endpoint is not verified).

9. IPv6 nodes that receive ICMPv6 messages that refer to packets with a zero UDP checksum MUST provide appropriate checks.
concerning the consistency of the reported packet to verify that the reported packet actually originated from the node, before acting upon the information (e.g. validating the address and port numbers in the ICMPv6 message body).

Middleboxes MUST allow IPv6 packets with UDP checksum equal to zero to pass. Implementations of middleboxes MAY allow configuration of specific port ranges for which a zero UDP checksum is valid and may drop IPv6 UDP packets outside those ranges.

The path between tunnel endpoints can change, thus also the middleboxes in the path may vary during the life of the association. Paths with middleboxes that are intolerant of a UDP checksum of zero will drop any keep-alives sent to validate the path using checksum zero and the endpoints will discover that. Therefore keep-alive traffic SHOULD include both packets with tunnel checksums and packets with checksums equal to zero to enable the remote end to distinguish between path failures and the blockage of packets with checksum equal to zero. Note that path validation need only be done per tunnel endpoint pair, not per tunnel context.

RFC-Editor Note: Please replace RFCXXXX above with the RFC number this specification receives and remove this note.

6. Additional Observations

The existence of this issue among a significant number of protocols being developed in the IETF motivates this specified change. The authors would also like to make the following observations:

- An empirically-based analysis of the probabilities of packet corruptions (with or without checksums) has not (to our knowledge) been conducted since about 2000. It is now 2012. We strongly suggest that an empirical study is in order, along with an extensive analysis of IPv6 header corruption probabilities.

- A key cause to the increased usage of UDP in tunneling is the lack of protocol support in middleboxes. Specifically, new protocols, such as LISP [I-D.ietf-lisp], prefer to use UDP tunnels to traverse an end-to-end path successfully and avoid having their packets dropped by middleboxes. If this were not the case, the use of UDP-lite [RFC3828] might become more viable for some (but not necessarily all) tunneling protocols.
Another issue is that the UDP checksum is overloaded with the task of protecting the IPv6 header for UDP flows (as is the TCP checksum for TCP flows). Protocols that do not use a pseudo-header approach to computing a checksum or CRC have essentially no protection from mis-delivered packets.

7. IANA Considerations

This document makes no request of IANA.

Note to RFC Editor: this section may be removed on publication as an RFC.

8. Security Considerations

It requires less work to generate zero-checksum attack packets than ones with full UDP checksums. However, this does not lead to any significant new vulnerabilities as checksums are not a security measure and can be easily generated by any attacker, as properly configured tunnels should check the validity of the inner packet and perform any needed security checks, regardless of the checksum status, and finally as most attacks are generated from compromised hosts which automatically create checksummed packets (in other words, it would generally be more, not less, effort for most attackers to generate zero UDP checksums on the host).
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1. Introduction

This work constitutes an update of the Internet Protocol Version 6 (IPv6) Specification [RFC2460], in the use case where a tunnel protocol uses UDP with IPv6 to tunnel packets. With the rapid growth of the Internet, tunnel protocols have become increasingly important to enable the deployment of new protocols. Tunnel protocols can be deployed rapidly, while the time to upgrade and deploy a critical mass of routers, middleboxes and hosts on the global Internet for a new protocol is now measured in decades. At the same time, the increasing use of firewalls and other security-related middleboxes means that truly new tunnel protocols, with new protocol numbers, are also unlikely to be deployable in a reasonable time frame, which has resulted in an increasing interest in and use of UDP-based tunnel protocols. In such protocols, there is an encapsulated "inner" packet, and the "outer" packet carrying the tunneled inner packet is a UDP packet, which can pass through firewalls and other middleboxes that perform filtering that is a fact of life on the current Internet.

Tunnel endpoints may be routers or middleboxes aggregating traffic from a number of tunnel users, therefore the computation of an additional checksum on the outer UDP packet may be seen as an unwarranted burden on nodes that implement a tunnel protocol, especially if the inner packet(s) are already protected by a checksum. In IPv4, there is a checksum over the IP packet header, and the checksum on the outer UDP packet may be set to zero. However in IPv6 there is no checksum in the IP header and RFC 2460 [RFC2460] explicitly states that IPv6 receivers MUST discard UDP packets with a zero checksum. So, while sending a UDP datagram with a zero checksum is permitted in IPv4 packets, it is explicitly forbidden in IPv6 packets. To improve support for IPv6 UDP tunnels, this document updates RFC 2460 to allow endpoints to use a zero UDP checksum under constrained situations (primarily IPv6 tunnel transports that carry checksum-protected packets), following the applicability statements and constraints in [I-D.ietf-6man-udpzero].

"Unicast UDP Usage Guidelines for Application Designers" [RFC5405] should be consulted when reading this specification. It discusses both UDP tunnels (Section 3.1.3) and the usage of checksums (Section 3.4).

While the origin of this specification is the problem raised by the draft titled "Automatic Multicast Tunnels", also known as "AMT" [I-D.ietf-mboned-auto-multicast] we expect it to have wide applicability. Since the first version of this document, the need for an efficient UDP tunneling mechanism has increased. Other IETF Working Groups, notably LISP [RFC6830] and Softwires [RFC5619] have
expressed a need to update the UDP checksum processing in RFC 2460. We therefore expect this update to be applicable in the future to other tunnel protocols specified by these and other IETF Working Groups.

2. Some Terminology

This document discusses only IPv6, since this problem does not exist for IPv4. Therefore all reference to 'IP' should be understood as a reference to IPv6.

The document uses the terms "tunneling" and "tunneled" as adjectives when describing packets. When we refer to ‘tunneling packets’ we refer to the outer packet header that provides the tunneling function. When we refer to ‘tunneled packets’ we refer to the inner packet, i.e., the packet being carried in the tunnel.

2.1. Requirements Language

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119 [RFC2119].

3. Problem Statement

When using tunnel protocols based on UDP, there can be both a benefit and a cost to computing and checking the UDP checksum of the outer (encapsulating) UDP transport header. In certain cases, reducing the forwarding cost is important, e.g., for nodes that perform the checksum in software the cost may outweigh the benefit. This document provides an update for usage of the UDP checksum with IPv6. The update is specified for use by a tunnel protocol that transports packets that are themselves protected by a checksum.

4. Discussion

"Applicability Statement for the use of IPv6 UDP Datagrams with Zero Checksums" [I-D.ietf-6man-udpzero] describes issues related to allowing UDP over IPv6 to have a valid zero UDP checksum and is the starting point for this discussion. Sections 4 and 5 of [I-D.ietf-6man-udpzero], respectively identify node implementation and usage requirements for datagrams sent and received with a zero UDP checksum. These introduce constraints on the usage of a zero checksum for UDP over IPv6. The remainder of this section analyses the use of general tunnels and motivates why tunnel protocols are
being permitted to use the method described in this update. Issues with middleboxes are also discussed.

4.1. Analysis of Corruption in Tunnel Context

This section analyzes the impact of the different corruption modes in the context of a tunnel protocol. It indicates what needs to be considered by the designer and user of a tunnel protocol to be robust. It also summarizes why use of a zero UDP checksum is thought to be safe for deployment.

1. Context (i.e., tunneling state) should be established by exchanging application Protocol Data Units (PDUs) carried in checksummed UDP datagrams or by other protocols with integrity protection against corruption. These control packets should also carry any negotiation required to enable the tunnel endpoint to accept UDP datagrams with a zero checksum and identify the set of ports that are used. It is important that the control traffic is robust against corruption because undetected errors can lead to long-lived and significant failures that may affect much more than the single packet that was corrupted.

2. Keep-alive datagrams with a zero UDP checksum should be sent to validate the network path, because the path between tunnel endpoints can change and therefore the set of middleboxes along the path may change during the life of an association. Paths with middleboxes that drop datagrams with a zero UDP checksum will drop these keep-alives. To enable the tunnel endpoints to discover and react to this behavior in a timely way, the keep-alive traffic should include datagrams with a non-zero checksum and datagrams with a zero checksum.

3. Receivers should attempt to detect corruption of the address information in an encapsulating packet. A robust tunnel protocol should track tunnel context based on the 5-tuple (tunneled protocol number, IPv6 source address, IPv6 destination address, UDP source port, UDP destination port). A corrupted datagram that arrives at a destination may be filtered based on this check.

* If the datagram header matches the 5-tuple and the node has the zero checksum enabled for this port, the payload is matched to the wrong context. The tunneled packet will then be decapsulated and forwarded by the tunnel egress.

* If a corrupted datagram matches a different 5-tuple and the zero checksum was enabled for the port, the datagram payload is matched to the wrong context, and may be processed by the
wrong tunnel protocol, if it also passes the verification of that protocol.

* If a corrupted datagram matches a 5-tuple and the zero checksum has not been enabled for this port, the datagram will be discarded.

When only the source information is corrupted, the datagram could arrive at the intended applications/protocol, which will process the datagram and try to match it against an existing tunnel context. The likelihood that a corrupted packet enters a valid context is reduced when the protocol restricts processing to only the source addresses with established contexts. When both source and destination fields are corrupted, this increases the likelihood of failing to match a context, with the exception of errors replacing one packet header with another one. In this case, it is possible that both packets are tunneled and therefore the corrupted packet could match a previously defined context.

4. Receivers should attempt to detect corruption of source-fragmented encapsulating packets. A tunnel protocol may reassemble fragments associated with the wrong context at the right tunnel endpoint, or it may reassemble fragments associated with a context at the wrong tunnel endpoint, or corrupted fragments may be reassembled at the right context at the right tunnel endpoint. In each of these cases, the IPv6 length of the encapsulating header may be checked (though [I-D.ietf-6man-udpzero] points out the weakness in this check). In addition, if the encapsulated packet is protected by a transport (or other) checksum, these errors can be detected (with some probability).

5. Tunnel protocols using UDP have some advantages that reduce the risk for a corrupted tunnel packet reaching a destination that will receive it, compared to other applications. This results from processing by the network of the inner (tunneled) packet after being forwarded from the tunnel egress using a wrong context:

* A tunneled packet may be forwarded to the wrong address domain, for example, a private address domain where the inner packet’s address is not routable, or may fail a source address check, such as Unicast Reverse Path Forwarding [RFC2827], resulting in the packet being dropped.

* The destination address of a tunneled packet may not at all be reachable from the delivered domain. For example, an Ethernet
frame where the destination MAC address is not present on the LAN segment that was reached.

* The type of the tunneled packet may prevent delivery. For example, an attempt to interpret an IP packet payload as an Ethernet frame, would likely result in the packet being dropped as invalid.

* The tunneled packet checksum or integrity mechanism may detect corruption of the inner packet caused at the same time as corruption to the outer packet header. The resulting packet would likely be dropped as invalid.

These checks each significantly reduce the likelihood that a corrupted inner tunneled packet is finally delivered to a protocol listener that can be affected by the packet. While the methods do not guarantee correctness, they can reduce the risk of relaxing the UDP checksum requirement for a tunnel application using IPv6.

4.2. Limitation to Tunnel Protocols

This document describes the applicability of using a zero UDP checksum to support tunnel protocols. There are good motivations behind this and the arguments are provided here.

- Tunnels carry inner packets that have their own semantics, which may make any corruption less likely to reach the indicated destination and be accepted as a valid packet. This is true for IP packets with the addition of verification that can be made by the tunnel protocol, the network processing of the inner packet headers as discussed above, and verification of the inner packet checksums. Non-IP inner packets are likely to be subject to similar effects that may reduce the likelihood of a misdelivered packet being delivered to a protocol listener that can be affected by the packet.

- Protocols that directly consume the payload must have sufficient robustness against misdelivered packets from any context, including the ones that are corrupted in tunnels and any other usage of the zero checksum. This will require an integrity mechanism. Using a standard UDP checksum reduces the computational load in the receiver to verify this mechanism.

- The design for stateful protocols or protocols where corruption causes cascade effects requires extra care. In tunnel usage, each encapsulating packet provides only a transport mechanism from tunnel ingress to tunnel egress. A corruption will commonly only affect the single tunneled packet, not the established protocol
state. One common effect is that the inner packet flow will only see a corruption and misdelivery of the outer packet as a lost packet.

- Some non-tunnel protocols operate with general servers that do not know the source from which they will receive a packet. In such applications, a zero UDP checksum is unsuitable because there is a need to provide the first level of verification that the packet was intended for the receiving server. A verification prevents the server from processing the datagram payload and without this it may spend significant resources processing the packet, including sending replies or error messages.

Tunnel protocols that encapsulate IP will generally be safe for deployment, since all IPv4 and IPv6 packets include at least one checksum at either the network or transport layer. The network delivery of the inner packet will then further reduce the effects of corruption. Tunnel protocols carrying non-IP packets may offer equivalent protection when the non-IP networks reduce the risk of misdelivery to applications. However, there is a need for further analysis to understand the implications of misdelivery of corrupted packets for that each non-IP protocol. The analysis above suggests that non-tunnel protocols can be expected to have significantly more cases where a zero checksum would result in misdelivery or negative side-effects.

One unfortunate side-effect of increased use of a zero-checksum is that it also increases the likelihood of acceptance when a datagram with a zero UDP checksum is misdelivered. This requires all tunnel protocols using this method to be designed to be robust to misdelivery.

4.3. Middleboxes

"Applicability Statement for the use of IPv6 UDP Datagrams with Zero Checksums" [I-D.ietf-6man-udpzero] notes that middleboxes that conform to RFC 2460 will discard datagrams with a zero UDP checksum and should log this as an error. Tunnel protocols intending to use a zero UDP checksum need to ensure that they have defined a method for handling cases when a middlebox prevents the path between the tunnel ingress and egress from supporting transmission of datagrams with a zero UDP checksum.

5. The Zero-Checksum Update

This specification updates IPv6 to allow a zero UDP checksum in the outer encapsulating datagram of a tunnel protocol. UDP endpoints
that implement this update MUST follow the node requirements in
"Applicability Statement for the use of IPv6 UDP Datagrams with Zero
Checksums" [I-D.ietf-6man-udpzero].

The following text in [RFC2460] Section 8.1, 4th bullet should be deleted:

"Unlike IPv4, when UDP packets are originated by an IPv6 node, the
UDP checksum is not optional. That is, whenever originating a UDP
packet, an IPv6 node must compute a UDP checksum over the packet and
the pseudo-header, and, if that computation yields a result of zero,
it must be changed to hex FFFF for placement in the UDP header. IPv6
receivers must discard UDP packets containing a zero checksum, and
should log the error."

This text should be replaced by:

An IPv6 node associates a mode with each used UDP port (for
sending and/or receiving packets).

Whenever originating a UDP packet for a port in the default mode,
an IPv6 node MUST compute a UDP checksum over the packet and the
pseudo-header, and, if that computation yields a result of zero,
it MUST be changed to hex FFFF for placement in the UDP header as
specified in [RFC2460]. IPv6 receivers MUST by default discard
UDP packets containing a zero checksum, and SHOULD log the error.

As an alternative, certain protocols that use UDP as a tunnel
encapsulation, MAY enable the zero-checksum mode for a specific
port (or set of ports) for sending and/or receiving. Any node
implementing the zero-checksum mode MUST follow the node
requirements specified in Section 4 of "Applicability Statement
for the use of IPv6 UDP Datagrams with Zero Checksums"
[I-D.ietf-6man-udpzero].

Any protocol that enables the zero-checksum mode for a specific
port or ports MUST follow the usage requirements specified in
Section 5 of "Applicability Statement for the use of IPv6 UDP
Datagrams with Zero Checksums" [I-D.ietf-6man-udpzero].

Middleboxes supporting IPv6 MUST follow requirements 9, 10 and 11
of the usage requirements specified in Section 5 of "Applicability
Statement for the use of IPv6 UDP Datagrams with Zero Checksums"
[I-D.ietf-6man-udpzero].
6. Additional Observations

This update was motivated by the existence of a number of protocols being developed in the IETF that are expected to benefit from the change. The following observations are made:

- An empirically-based analysis of the probabilities of packet corruption (with or without checksums) has not (to our knowledge) been conducted since about 2000. At the time of publication, it is now 2012. We strongly suggest a new empirical study, along with an extensive analysis of the corruption probabilities of the IPv6 header. This can potentially allow revising the recommendations in this document.

- A key motivation for the increase in use of UDP in tunneling is a lack of protocol support in middleboxes. Specifically, new protocols, such as LISP [RFC6830], may prefer to use UDP tunnels to traverse an end-to-end path successfully and avoid having their packets dropped by middleboxes. If middleboxes were updated to support UDP-Lite [RFC3828], UDP-Lite would provide better protection than offered by this update. This may be suited to a variety of applications and would be expected to be preferred over this method for many tunnel protocols.

- Another issue is that the UDP checksum is overloaded with the task of protecting the IPv6 header for UDP flows (as is the TCP checksum for TCP flows). Protocols that do not use a pseudo-header approach to computing a checksum or CRC have essentially no protection from misdelivered packets.

7. IANA Considerations

This document makes no request of IANA.

Note to RFC Editor: this section may be removed on publication as an RFC.

8. Security Considerations

Less work is required to generate an attack using a zero UDP checksum than one using a standard full UDP checksum. However, this does not lead to significant new vulnerabilities because checksums are not a security measure and can be easily generated by any attacker.

In general any user of zero UDP checksums should apply the checks and context verification that are possible to minimize the risk of
unintended traffic to reach a particular context. This will however not protect against an intended attack that create packet with the correct information. Source address validation can help prevent injection of traffic into contexts by an attacker.

Depending on the hardware design, the processing requirements may differ for tunnels that have a zero UDP checksum and those that calculate a checksum. This processing overhead may need to be considered when deciding whether to enable a tunnel and to determine an acceptable rate for transmission. This can become a security risk for designs that can handle a significantly larger number of packets with zero UDP checksums compared to datagrams with a non-zero checksum, such as tunnel egress. An attacker could attempt to inject non-zero checksummed UDP packets into a tunnel forwarding zero checksum UDP packets and cause overload in the processing of the non-zero checksums, e.g. if this happens in a router's slow path. Protection mechanisms should therefore be employed when this threat exists. Protection may include source address filtering to prevent an attacker injecting traffic, as well as throttling the amount of non-zero checksum traffic. The latter may impact the function of the tunnel protocol.
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Abstract

This document examines the role of the UDP transport checksum when used with IPv6, as defined in RFC2460. It presents a summary of the trade-offs for evaluating the safety of updating RFC 2460 to permit an IPv6 UDP endpoint to use a zero value in the checksum field as an indication that no checksum is present. This method is compared with some other possibilities. The document also describes the issues and design principles that need to be considered when UDP is used with IPv6 to support tunnel encapsulations. It concludes that UDP with a zero checksum in IPv6 can safely be used for this purpose, provided that this usage is governed by a set of constraints.
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1. Introduction

The User Datagram Protocol (UDP) [RFC0768] transport is defined for the Internet Protocol (IPv4) [RFC0791] and is defined in Internet Protocol, Version 6 (IPv6) [RFC2460] for IPv6 hosts and routers. The UDP transport protocol has a minimal set of features. This limited set has enabled a wide range of applications to use UDP, but these application do need to provide many important transport functions on top of UDP. The UDP Usage Guidelines [RFC5405] provides overall guidance for application designers, including the use of UDP to support tunneling. The key difference between UDP usage with IPv4 and IPv6 is that IPv6 mandates use of the UDP checksum, i.e. a non-zero value, due to the lack of an IPv6 header checksum.

The lack of a possibility to use UDP with a zero-checksum in IPv6 has been observed as a real problem for certain classes of application, primarily tunnel applications. This class of application has been deployed with a zero checksum using IPv4. The design of IPv6 raises different issues when considering the safety of using a zero checksum for UDP with IPv6. These issues can significantly affect applications, both when an endpoint is the intended user and when an innocent bystander (received by a different endpoint to that intended). The document examines these issues and compares the strengths and weaknesses of a number of proposed solutions. This analysis presents a set of issues that must be considered and mitigated to be able to safely deploy UDP with a zero checksum over IPv6. The provided comparison of methods is expected to also be useful when considering applications that have different goals from the ones that initiated the writing of this document, especially the use of already standardized methods.

The analysis concludes that using UDP with a zero checksum is the best method of the proposed alternatives to meet the goals for certain tunnel applications. Unfortunately, this usage is expected to have some deployment issues related to middleboxes, limiting the usability more than desired in the currently deployed internet. However, this limitation will be largest initially and will reduce as updates for support of UDP zero checksum for IPv6 are provided to middleboxes. The document therefore derives a set of constraints required to ensure safe deployment of zero checksum in UDP. It also identifies some issues that require future consideration and possibly additional research.

1.1. Document Structure

Section 1 provides a background to key issues, and introduces the use of UDP as a tunnel transport protocol.

Section 2 describes a set of standards-track datagram transport protocols that may be used to support tunnels.

Section 3 discusses issues with a zero checksum in UDP for IPv6. It considers the impact of corruption, the need for validation of the
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Section 4 evaluates a set of proposals to update the UDP transport behaviour and other alternatives intended to improve support for tunnel protocols. It focuses on a proposal to allow a zero checksum for this use-case with IPv6 and assesses the trade-offs that would arise.

Section 5.1 lists the constraints perceived for safe deployment of zero_checksum.

Section 6 provides the recommendations for standardization of zero_checksum with a summary of the findings and notes remaining issues needing future work.

1.2. Background

This section provides a background on topics relevant to the following discussion.

1.2.1. The Role of a Transport Endpoint

An Internet transport endpoint should concern itself with the following issues:

- Protection of the endpoint transport state from unnecessary extra state (e.g. Invalid state from rogue packets).
- Protection of the endpoint transport state from corruption of internal state.
- Pre-filtering by the endpoint of erroneous data, to protect the transport from unnecessary processing and from corruption that it can not itself reject.
- Pre-filtering of incorrectly addressed destination packets, before responding to a source address.

1.2.2. The UDP Checksum
UDP, as defined in [RFC0768], supports two checksum behaviours when used with IPv4. The normal behaviour is for the sender to calculate a checksum over a block of data that includes a pseudo header and the UDP datagram payload. The UDP header includes a 16-bit one's complement checksum that provides a statistical guarantee that the payload was not corrupted in transit. This also allows a receiver to verify that the endpoint was the intended destination of the datagram, because the transport pseudo header covers the IP addresses, port numbers, transport payload length, and Next Header/Protocol value corresponding to the UDP transport protocol [RFC1071]. The length field verifies that the datagram is not truncated or padded. The checksum therefore protects an application against receiving corrupted payload data in place of, or in addition to, the data that were sent. Although the IPv4 UDP [RFC0768] checksum may be disabled, applications are recommended to enable UDP checksums [RFC5405].

The network-layer fields that are validated by a transport checksum are:

- Endpoint IP source address (always included in the pseudo header of the checksum)
- Endpoint IP destination address (always included in the pseudo header of the checksum)
- Upper layer payload type (always included in the pseudo header of the checksum)
- IP length of payload (always included in the pseudo header of the checksum)
- Length of the network layer extension headers (i.e. by correct position of the checksum bytes)

The transport-layer fields that are validated by a transport checksum are:

- Transport demultiplexing, i.e. ports (always included in the checksum)
- Transport payload size (always included in the checksum)

Transport endpoints also need to verify the correctness of reassembly of any fragmented datagram. For UDP, this is normally provided as a part of the integrity check. Disabling the IPv4 checksum prevents this check. A lack of the UDP header and checksum in fragments can lead to issues in a translator or middlebox. For example, many IPv4 Network Address Translators, NATs, rely on port numbers to find the mappings, packet fragments do not carry port numbers, so fragments get dropped. IP/ICMP Translation Algorithm [RFC6145] provides some guidance on the processing of fragmented IPv4 UDP datagrams that do not carry a UDP checksum.
IPv4 UDP checksum control is often a kernel-wide configuration control (e.g. in Linux and BSD), rather than a per socket call. There are also Networking Interface Cards (NICs) that automatically calculate TCP [RFC0793] and UDP checksums on transmission when a checksum of zero is sent to the NIC, using a method known as checksum offloading.

1.2.3. Differences between IPv6 and IPv4

IPv6 does not provide a network-layer integrity check. The removal of the header checksum from the IPv6 specification released routers from a need to update a network-layer checksum for each router hop as the IPv6 Hop Count is changed (in contrast to the checksum update needed when an IPv4 router modifies the Time-To-Live (TTL)).

The IP header checksum calculation was seen as redundant for most traffic (with UDP or TCP checksums enabled), and people wanted to avoid this extra processing. However, there was concern that the removal of the IP header checksum in IPv6 combined with a UDP checksum set to zero would lessen the protection of the source/destination IP addresses and result in a significant (a multiplier of ~32,000) increase in the number of times that a UDP packet was accidentally delivered to the wrong destination address and/or apparently sourced from the wrong source address. This would have had implications on the detectability of mis-delivery of a packet to an incorrect endpoint/socket, and the robustness of the Internet infrastructure. The use of the UDP checksum is therefore required [RFC2460] when endpoint applications transmit UDP datagrams over IPv6.

1.3. Use of UDP Tunnels

One increasingly popular use of UDP is as a tunneling protocol, where a tunnel endpoint encapsulates the packets of another protocol inside UDP datagrams and transmits them to another tunnel endpoint. Using UDP as a tunneling protocol is attractive when the payload protocol is not supported by the middleboxes that may exist along the path, because many middleboxes support transmission using UDP. In this use, the receiving endpoint decapsulates the UDP datagrams and forwards the original packets contained in the payload [RFC5405]. Tunnels establish virtual links that appear to directly connect locations that are distant in the physical Internet topology and can be used to create virtual (private) networks.

1.3.1. Motivation for new approaches

A number of tunnel encapsulations deployed over IPv4 have used the UDP transport with a zero checksum. Users of these protocols expect a similar solution for IPv6.
A number of tunnel protocols are also currently being defined (e.g. Automated Multicast Tunnels, AMT [I-D.ietf-mboned-auto-multicast], and the Locator/Identifier Separation Protocol, LISP [LISP]). These protocols have proposed an update to IPv6 UDP checksum processing. These tunnel protocols could benefit from simpler checksum processing for various reasons:

- Reducing forwarding costs, motivated by redundancy present in the encapsulated packet header, since in tunnel encapsulations, payload integrity and length verification may be provided by higher layer encapsulations (often using the IPv4, UDP, UDP-Lite, or TCP checksums).

- Eliminating a need to access the entire packet when forwarding the packet by a tunnel endpoint.

- Enhancing ability to traverse middleboxes, especially Network Address Translators, NATs.

- A desire to use the port number space to enable load-sharing.

1.3.2. Reducing forwarding cost

It is a common requirement to terminate a large number of tunnels on a single router/host. Processing per tunnel concerns both state (memory requirements) and per-packet processing costs.

Automatic IP Multicast Tunneling, known as AMT [I-D.ietf-mboned-auto-multicast] currently specifies UDP as the transport protocol for packets carrying tunneled IP multicast packets. The current specification for AMT requires that the UDP checksum in the outer packet header should be 0 (see Section 6.6 of [I-D.ietf-mboned-auto-multicast]). It argues that the computation of an additional checksum, when an inner packet is already adequately protected, is an unwarranted burden on nodes implementing lightweight tunneling protocols. The AMT protocol needs to replicate a multicast packet to each gateway tunnel. In this case, the outer IP addresses are different for each tunnel and therefore require a different pseudo header to be built for each UDP replicated encapsulation.

The argument concerning redundant processing costs is valid regarding the integrity of a tunneled packet. In some architectures (e.g. PC-based routers), other mechanisms may also significantly reduce checksum processing costs: There are implementations that have optimised checksum processing algorithms, including the use of checksum-offloading. This processing is readily available for IPv4 packets at high line rates. Such processing may be anticipated for IPv6 endpoints, allowing receivers to reject corrupted packets without further processing. However, there are certain classes of tunnel end-points where this off-loading is not available and
unlikely to become available in the near future.

1.3.3. Need to inspect the entire packet

The currently-deployed hardware in many routers uses a fast-path processing that only provides the first n bytes of a packet to the forwarding engine, where typically n <= 128. This prevents fast processing of a transport checksum over an entire (large) packet. Hence the currently defined IPv6 UDP checksum is poorly suited to use within a router that is unable to access the entire packet and does not provide checksum-offloading. Thus enabling checksum calculation over the complete packet can impact router design, performance improvement, energy consumption and/or cost.

1.3.4. Interactions with middleboxes

In IPv4, UDP-encapsulation may be desirable for NAT traversal, since UDP support is commonly provided. It is also necessary due to the almost ubiquitous deployment of IPv4 NATs. There has also been discussion of NAT for IPv6, although not for the same reason as in IPv4. If IPv6 NAT becomes a reality they hopefully do not present the same protocol issues as for IPv4. If NAT is defined for IPv6, it should take UDP zero checksum into consideration.

The requirements for IPv6 firewall traversal are likely be to be similar to those for IPv4. In addition, it can be reasonably expected that a firewall conforming to RFC 2460 will not regard UDP datagrams with a zero checksum as valid packets. If a zero-checksum for UDP were to be allowed for IPv6, this would need firewalls to be updated before full utility of the change is available.

It can be expected that UDP with zero-checksum will initially not have the same middlebox traversal characteristics as regular UDP. However, if standardized we can expect an improvement over time of the traversal capabilities. We also note that deployment of IPv6-capable middleboxes is still in its initial phases. Thus, it might be that the number of non-updated boxes quickly become a very small percentage of the deployed middleboxes.

1.3.5. Support for load balancing

The UDP port number fields have been used as a basis to design load-balancing solutions for IPv4. This approach has also been leveraged for IPv6. An alternate method would be to utilise the IPv6 Flow Label as basis for entropy for the load balancing. This would have the desirable effect of releasing IPv6 load-balancing devices from the need to assume semantics for the use of the transport port field and also works for all type of transport protocols. This use of the flow-label is consistent with the intended use, although further clarity may be needed to ensure the field can be consistently used for this purpose, (e.g. Equal-Cost Multi-Path routing, ECMP [ECMP]).
Router vendors could be encouraged to start using the IPv6 Flow Label as a part of the flow hash, providing support for ECMP without requiring use of UDP. However, the method for populating the outer IPv6 header with a value for the flow label is not trivial: If the inner packet uses IPv6, then the flow label value could be copied to the outer packet header. However, many current end-points set the flow label to a zero value (thus no entropy). The ingress of a tunnel seeking to provide good entropy in the flow label field would therefore need to create a random flow label value and keep corresponding state, so that all packets that were associated with a flow would be consistently given the same flow label. Although possible, this complexity may not be desirable in a tunnel ingress.

The end-to-end use of flow labels for load balancing is a long-term solution. Even if the usage of the flow label is clarified, there would be a transition time before a significant proportion of end-points start to assign a good quality flow label to the flows that they originate, with continued use of load balancing using the transport header fields until any widespread deployment is finally achieved.

2. Standards-Track Transports

The IETF has defined a set of transport protocols that may be applicable for tunnels with IPv6. There are also a set of network layer encapsulation tunnels such as IP-in-IP and GRE. These already standardized solutions are discussed here prior to the issues, as background for the issue description and some comparison of where the issue may already occur.

2.1. UDP with Standard Checksum

UDP [RFC0768] with standard checksum behaviour, as defined in RFC 2460, has already been discussed. UDP usage guidelines are provided in [RFC5405].

2.2. UDP-Lite

UDP-Lite [RFC3828] offers an alternate transport to UDP, specified as a proposed standard, RFC 3828. A MIB is defined in RFC 5097 and unicast usage guidelines in [RFC5405]. There is at least one open source implementation as a part of the Linux kernel since version 2.6.20.
UDP-Lite provides a checksum with optional partial coverage. When using this option, a datagram is divided into a sensitive part (covered by the checksum) and an insensitive part (not covered by the checksum). When the checksum covers the entire packet, UDP-Lite is fully equivalent with UDP. Errors/corruption in the insensitive part will not cause the datagram to be discarded by the transport layer at the receiving endpoint. A minor side-effect of using UDP-Lite is that this was specified for damage-tolerant payloads, and some link-layers may employ different link encapsulations when forwarding UDP-Lite segments (e.g., radio access bearers). Most link-layers will cover the insensitive part with the same strong layer 2 frame CRC that covers the sensitive part.

2.2.1. Using UDP-Lite as a Tunnel Encapsulation

Tunnel encapsulations can use UDP-Lite (e.g., Control And Provisioning of Wireless Access Points, CAPWAP [RFC5415]), since UDP-Lite provides a transport-layer checksum, including an IP pseudo header checksum, in IPv6, without the need for a router/middelbox to traverse the entire packet payload. This provides most of the verification required for delivery and still keeps the complexity of the checksumming operation low. UDP-Lite may set the length of checksum coverage on a per packet basis. This feature could be used if a tunnel protocol is designed to only verify delivery of the tunneled payload and uses full checksumming for control information.

There is currently poor support for middlebox traversal using UDP-Lite, because UDP-Lite uses a different IPv6 network-layer Next Header value to that of UDP, and few middleboxes are able to interpret UDP-Lite and take appropriate actions when forwarding the packet. This makes UDP-Lite less suited to protocols needing general Internet support, until such time that UDP-Lite has achieved better support in middleboxes and end-points.

2.3. General Tunnel Encapsulations

The IETF has defined a set of tunneling protocols or network layer encapsulations, e.g., IP-in-IP and GRE. These either do not include a checksum or use a checksum that is optional, since tunnel encapsulations are typically layered directly over the Internet layer (identified by the upper layer type in the IPv6 Next Header field) and are also not used as endpoint transport protocols. There is little chance of confusing a tunnel-encapsulated packet with other application data that could result in corruption of application state or data.
From the end-to-end perspective, the principal difference is that the network-layer Next Header field identifies a separate transport, which reduces the probability that corruption could result in the packet being delivered to the wrong endpoint or application. Specifically, packets are only delivered to protocol modules that process a specific next header value. The next header field therefore provides a first-level check of correct demultiplexing. In contrast, the UDP port space is shared by many diverse applications and therefore UDP demultiplexing relies solely on the port numbers.

3. Issues Requiring Consideration

This section evaluates issues around the proposal to update IPv6 [RFC2460], to provide the option of using a UDP transport checksum set to zero. Some of the identified issues are shared with other protocols already in use.

The decision by IPv6 to omit an integrity check at the network level has meant that the transport check was overloaded with many functions, including validating:

- the endpoint address was not corrupted within a router, i.e., a packet was intended to be received by this destination and validate that the packet does not consist of a wrong header spliced to a different payload;
- that extension header processing is correctly delimited - i.e., the start of data has not been corrupted. In this case, reception of a valid next header value provides some protection;
- reassembly processing, when used;
- the length of the payload;
- the port values - i.e., the correct application receives the payload (applications should also check the expected use of source ports/addresses);
- the payload integrity.

In IPv4, the first four checks are performed using the IPv4 header checksum.

In IPv6, these checks occur within the endpoint stack using the UDP checksum information. An IPv6 node also relies on the header information to determine whether to send an ICMPv6 error message [RFC4443] and to determine the node to which this is sent. Corrupted information may lead to misdelivery to an unintended application socket on an unexpected host.

3.1. Effect of packet modification in the network
IP packets may be corrupted as they traverse an Internet path. Evidence has been presented [Sigcomm2000] to show that this was once an issue with IPv4 routers, and occasional corruption could result from bad internal router processing in routers or hosts. These errors are not detected by the strong frame checksums employed at the link-layer [RFC3819]. There is no current evidence that such cases are rare in the modern Internet, nor that they may not be applicable to IPv6. It therefore seems prudent not to relax this constraint. The emergence of low-end IPv6 routers and the proposed use of NAT with IPv6 further motivate the need to protect from this type of error.

Corruption in the network may result in:

- A datagram being mis-delivered to the wrong host/router or the wrong transport entity within an endpoint. Such a datagram needs to be discarded;
- A datagram payload being corrupted, but still delivered to the intended host/router transport entity. Such a datagram needs to be either discarded or correctly processed by an application that provides its own integrity checks;
- A datagram payload being truncated by corruption of the length field. Such a datagram needs to be discarded.

When a checksum is used, this significantly reduces the impact of errors, reducing the probability of undetected corruption of state (and data) on both the host stack and the applications using the transport service.

The following sections examine the impact of modifying each of these header fields.

3.1.1. Corruption of the destination IP address

An IP endpoint destination address could be modified in the network (e.g. corrupted by an error). This is not a concern for IPv4, because the IP header checksum will result in this packet being discarded by the receiving IP stack. Such modification in the network can not be detected at the network layer when using IPv6.

There are two possible outcomes:

- Delivery to a destination address that is not in use (the packet will not be delivered, but could result in an error report);
Delivery to a different destination address. This modification will normally be detected by the transport checksum, resulting in silent discard. Without this checksum, the packet would be passed to the endpoint port demultiplexing function. If an application is bound to the associated ports, the packet payload will be passed to the application (see the subsequent section on port processing).

3.1.2. Corruption of the source IP address

This section examines what happens when the source address is corrupted in transit. This is not a concern in IPv4, because the IP header checksum will normally result in this packet being discarded by the receiving IP stack.

Corruption of an IPv6 source address does not result in the IP packet being delivered to a different endpoint protocol or destination address. If only the source address is corrupted, the datagram will likely be processed in the intended context, although with erroneous origin information. The result will depend on the application or protocol that processes the packet. Some examples are:

- An application that requires a per-established context may disregard the datagram as invalid, or could map this to another context (if a context for the modified source address was already activated).

- A stateless application will process the datagram outside of any context, a simple example is the ECHO server, which will respond with a datagram directed to the modified source address. This would create unwanted additional processing load, and generate traffic to the modified endpoint address.

- Some datagram applications build state using the information from packet headers. A previously unused source address would result in receiver processing and the creation of unnecessary transport-layer state at the receiver. For example, Real Time Protocol (RTP) [RFC3550] sessions commonly employ a source independent receiver port. State is created for each received flow.
Reception of a datagram with a corrupted source address will therefore result in accumulation of unnecessary state in the RTP state machine, including collision detection and response (since the same synchronization source, SSRC, value will appear to arrive from multiple source IP addresses).

In general, the effect of corrupting the source address will depend upon the protocol that processes the packet and its robustness to this error. For the case where the packet is received by a tunnel endpoint, the tunnel application is expected to correctly handle a corrupted source address.

The impact of source address modification is more difficult to quantify when the receiving application is not that originally intended and several fields have been modified in transit.

### 3.1.3. Corruption of Port Information

This section describes what happens if one or both of the UDP port values are corrupted in transit. This can also happen with IPv4 in the zero checksum case, but not when UDP checksums are enabled or with UDP-Lite. If the ports carried in the transport header of an IPv6 packet were corrupted in transit, packets may be delivered to the wrong process (on the intended machine) and/or responses or errors sent to the wrong application process (on the intended machine).

### 3.1.4. Delivery to an unexpected port

If one combines the corruption effects, such as destination address and ports, there is a number of potential outcomes when traffic arrives at an unexpected port. This section discusses these possibilities and their outcomes for a packet that does not use the UDP checksum validation:

- Delivery to a port that is not in use. The packet is discarded, but could generate an ICMPv6 message (e.g. port unreachable).
- It could be delivered to a different node that implements the same application, where the packet may be accepted, generating side-effects or accumulated state.
- It could be delivered to an application that does not implement the tunnel protocol, where the packet may be incorrectly parsed, and may be misinterpreted, generating side-effects or accumulated state.

The probability of each outcome depends on the statistical probability that the address or the port information for the source or destination becomes corrupt in the datagram such that they match those of an existing flow or server port. Unfortunately, such a match may be more likely for UDP than for connection-oriented transports, because:
1. There is no handshake prior to communication and no sequence numbers (as in TCP, DCCP, or SCTP). Together, this makes it hard to verify that an application is given only the data associated with a transport session.

2. Applications writers often bind to wild-card values in endpoint identifiers and do not always validate correctness of datagrams they receive (guidance on this topic is provided in [RFC5405]). While these rules could, in principle, be revised to declare naive applications as "Historic". This remedy is not realistic: the transport owes it to the stack to do its best to reject bogus datagrams.

If checksum coverage is suppressed, the application therefore needs to provide a method to detect and discard the unwanted data. A tunnel protocol would need to perform its own integrity checks on any control information if transported in UDP with zero-checksum. If the tunnel payload is another IP packet, the packets requiring checksums can be assumed to have their own checksums provided that the rate of corrupted packets is not significantly larger due to the tunnel encapsulation. If a tunnel transports other inner payloads that do not use IP, the assumptions of corruption detection for that particular protocol must be fulfilled, this may require an additional checksum/CRC and/or integrity protection of the payload and tunnel headers.

A protocol using UDP zero-checksum can never assume that it is the only protocol using a zero checksum. Therefore, it needs to gracefully handle misdelivery. It must be robust to reception of malformed packets received on a listening port and expect that these packets may contain corrupted data or data associated with a completely different protocol.

3.1.5. Corruption of Fragmentation Information

The fragmentation information in IPv6 employs a 32-bit identity field, compared to only a 16-bit field in IPv4, a 13-bit fragment offset and a 1-bit flag, indicating if there are more fragments. Corruption of any of these field may result in one of two outcomes:

Reassembly failure: An error in the "More Fragments" field for the last fragment will for example result in the packet never being considered complete and will eventually be timed out and discarded. A corruption in the ID field will result in the fragment not being delivered to the intended context thus leaving the rest incomplete, unless that packet has been duplicated prior
to corruption. The incomplete packet will eventually be timed out and discarded.

Erroneous reassembly: The re-assembled packet did not match the original packet. This can occur when the ID field of a fragment is corrupted, resulting in a fragment becoming associated with another packet and taking the place of another fragment. Corruption in the offset information can cause the fragment to be misaligned in the reassembly buffer, resulting in incorrect reassembly. Corruption can cause the packet to become shorter or longer, however completion of reassembly is much less probable, since this would requires consistent corruption of the IPv6 headers payload length field and the offset field. The possibility of mis-assembly requires the reassembling stack to provide strong checks that detect overlap or missing data, note however that this is not guaranteed and has recently been clarified in "Handling of Overlapping IPv6 Fragments" [RFC5722].

The erroneous reassembly of packets is a general concern and such packets should be discarded instead of being passed to higher layer processes. The primary detector of packet length changes is the IP payload length field, with a secondary check by the transport checksum. The Upper-Layer Packet length field included in the pseudo header assists in verifying correct reassembly, since the Internet checksum has a low probability of detecting insertion of data or overlap errors (due to misplacement of data). The checksum is also incapable of detecting insertion or removal of all zero-data that occurs in a multiple of a 16-bit chunk.

The most significant risk of corruption results following mis-association of a fragment with a different packet. This risk can be significant, since the size of fragments is often the same (e.g. fragments resulting when the path MTU results in fragmentation of a larger packet, common when addition of a tunnel encapsulation header expands the size of a packet). Detection of this type of error requires a checksum or other integrity check of the headers and the payload. Such protection is anyway desirable for tunnel encapsulations using IPv4, since the small fragmentation ID can easily result in wrap-around [RFC4963], this is especially the case for tunnels that perform flow aggregation [I-D.ietf-intarea-tunnels].
Tunnel fragmentation behavior matters. There can be outer or inner fragmentation "Tunnels in the Internet Architecture" [I-D.ietf-intarea-tunnels]. If there is inner fragmentation by the tunnel, the outer headers will never be fragmented and thus a zero-checksum in the outer header will not affect the reassembly process. When a tunnel performs outer header fragmentation, the tunnel egress needs to perform reassembly of the outer fragments into an inner packet. The inner packet is either a complete packet or a fragment. If it is a fragment, the destination endpoint of the fragment will perform reassembly of the received fragments. The complete packet or the reassembled fragments will then be processed according to the packet next header field. The receiver may only detect reassembly anomalies when it uses a protocol with a checksum. The larger the number of reassembly processes to which a packet has been subjected, the greater the probability of an error.

- An IP-in-IP tunnel that performs inner fragmentation has similar properties to a UDP tunnel with a zero-checksum that also performs inner fragmentation.

- An IP-in-IP tunnel that performs outer fragmentation has similar properties to a UDP tunnel with a zero-checksum that performs outer fragmentation.

- A tunnel that performs outer fragmentation can result in a higher level of corruption due to both inner and outer fragmentation, enabling more chances for reassembly errors to occur.

- Recursive tunneling can result in fragmentation at more than one header level, even for inner fragmentation unless it goes to the inner most IP header.

- Unless there is verification at each reassembly, the probability for undetected error will increase with the number of times fragmentation is recursively applied, making IP-in-IP and UDP with zero checksum both vulnerable to undetected errors.

In conclusion fragmentation of packets with a zero-checksum does not worsen the situation compared to some other commonly used tunnel encapsulations. However, caution is needed for recursive tunneling without any additional verification at the different tunnel layers.

3.2. Validating the network path

IP transports designed for use in the general Internet should not assume specific path characteristics. Network protocols may reroute packets that change the set of routers and middleboxes along a path. Therefore transports such as TCP, SCTP and DCCP have been designed to negotiate protocol parameters, adapt to different network path characteristics, and receive feedback to verify that the current path is suited to the intended application. Applications using UDP and
UDP-Lite need to provide their own mechanisms to confirm the validity of the current network path.

The zero-checksum in UDP is explicitly disallowed in RFC2460. Thus it may be expected that any device on the path that has a reason to look beyond the IP header will consider such a packet as erroneous or illegal and may likely discard it, unless the device is updated to support a new behavior. A pair of end-points intending to use a new behavior will therefore not only need to ensure support at each end-point, but also that the path between them will deliver packets with the new behavior. This may require negotiation or an explicit mandate to use the new behavior by all nodes intended to use a new protocol.

Support along the path between end points may be guaranteed in limited deployments by appropriate configuration. In general, it can be expected to take time for deployment of any updated behaviour to become ubiquitous. A sender will need to probe the path to verify the expected behavior. Path characteristics may change, and usage therefore should be robust and able to detect a failure of the path under normal usage and re-negotiate. This will require periodic validation of the path, adding complexity to any solution using the new behavior.

3.3. Applicability of method

The expectation of the present proposal defined in [I-D.ietf-6man-udpchecksums] is that this change would only apply to IPv6 router nodes that implement specific protocols that permit omission of UDP checksums. However, the distinction between a router and a host is not always clear, especially at the transport level. Systems (such as unix-based operating systems) routinely provide both functions. There is also no way to identify the role of a receiver from a received packet.

Any new method would therefore need a specific applicability statement indicating when the mechanism can (and can not) be used. Enabling this, and ensuring correct interactions with the stack, implies much more than simply disabling the checksum algorithm for specific packets at the transport interface.

The IETF should carefully consider constraints on sanctioning the use of any new transport mode. If this is specified and widely available, it may be expected to be used by applications that are perceived to gain benefit. Any solution that uses an end-to-end transport protocol, rather than an IP-in-IP encapsulation, needs to
minimise the possibility that end-hosts could confuse a corrupted or wrongly delivered packet with that of data addressed to an application running on their endpoint unless they accept that behavior.

3.4. Impact on non-supporting devices or applications

It is important to consider what potential impact the zero-checksum behavior may have on end-points, devices or applications that are not modified to support the new behavior or by default or preference, use the regular behavior. These applications must not be significantly impacted by the changes.

To illustrate a potential issue, consider the implications of a node that were to enable use of a zero-checksum at the interface level: This would result in all applications that listen to a UDP socket receiving datagram where the checksum was not verified. This could have a significant impact on an application that was not designed with the additional robustness needed to handle received packets with corruption, creating state or destroying existing state in the application.

In contrast, the use of a zero-checksum could be enabled only for individual ports using an explicit request by the application. In this case, applications using other ports would maintain the current IPv6 behavior, discarding incoming UDP datagrams with a zero-checksum. These other applications would not be effected by this changed behavior. An application that allows the changed behavior should be aware of the risk for corruption and the increased level of misdirected traffic, and can be designed robustly to handle this risk.

4. Evaluation of proposal to update RFC 2460 to support zero checksum

This section evaluates the proposal to update IPv6 [RFC2460], to provide the option that some nodes may suppress generation and checking of the UDP transport checksum. It also compares the proposal with other alternatives.

4.1. Alternatives to the Standard Checksum

There are several alternatives to the normal method for calculating the UDP Checksum that do not require a tunnel endpoint to inspect the
entire packet when computing a checksum. These include (in decreasing order of complexity):

- Delta computation of the checksum from an encapsulated checksum field. Since the checksum is a cumulative sum [RFC1624], an encapsulating header checksum can be derived from the new pseudo header, the inner checksum and the sum of the other network-layer fields not included in the pseudo header of the encapsulated packet, in a manner resembling incremental checksum update [RFC1141]. This would not require access to the whole packet, but does require fields to be collected across the header, and arithmetic operations on each packet. The method would only work for packets that contain a 2’s complement transport checksum (i.e. it would not be appropriate for SCTP or when IP fragmentation is used).

- UDP-Lite with the checksum coverage set to only the header portion of a packet. This requires a pseudo header checksum calculation only on the encapsulating packet header. The computed checksum value may be cached (before adding the Length field) for each flow/destination and subsequently combined with the Length of each packet to minimise per-packet processing. This value is combined with the UDP payload length for the pseudo header, however this length is expected to be known when performing packet forwarding.

- The proposed UDP Tunnel Transport, UDPTT [UDPTT] suggested a method where UDP would be modified to derive the checksum only from the encapsulating packet protocol header. This value does not change between packets in a single flow. The value may be cached per flow/destination to minimise per-packet processing.

- There has been a proposal to simply ignore the UDP checksum value on reception at the tunnel egress, allowing a tunnel ingress to insert any value correct or false. For tunnel usage, a non standard checksum value may be used, forcing an RFC 2460 receiver to drop the packet. The main downside is that it would be impossible to identify a UDP packet (in the network or an endpoint) that is treated in this way compared to a packet that has actually been corrupted.

- A method has been proposed that uses a new (to be defined) IPv6 Destination Options Header to provide an end-to-end validation check at the network layer. This would allow an endpoint to verify delivery to an appropriate end point, but would also require IPv6 nodes to correctly handle the additional header, and would require changes to middlebox behavior (e.g. when used with a NAT that always adjusts the checksum value).

- UDP modified to disable checksum processing [I-D.ietf-6man-udpchecksums]. This requires no checksum calculation, but would require constraints on appropriate usage and updates to end-points and middleboxes.
4.2 Comparison

This section compares the above listed methods to support datagram tunneling. It includes proposals for updating the behaviour of UDP.

4.2.1 Middlebox Traversal

Regular UDP with a standard checksum or the delta encoded optimization for creating correct checksums have the best possibilities for successful traversal of a middlebox. No new support is required.

A method that ignores the UDP checksum on reception is expected to have a good probability of traversal, because most middleboxes perform an incremental checksum update. UDPTT may also traverse a middlebox with this behaviour. However, a middlebox on the path that attempts to verify a standard checksum will not forward packets using either of these methods, preventing traversal. The methods that ignores the checksum has an additional downside in that middlebox traversal can not be improved, because there is no way to identify which packets use the modified checksum behaviour.

IP-in-IP or GRE tunnels offer good traversal of middleboxes that have not been designed for security, e.g. firewalls. However, firewalls may be expected to be configured to block general tunnels as they present a large attack surface.

A new IPv6 Destination Options header will suffer traversal issues with middleboxes, especially Firewalls and NATs, and will likely require them to be updated before the extension header is passed.

Packets using UDP with a zero checksum will not be passed by any middlebox that validates the checksum using RFC 2460 or updates the checksum field, such as NAT or firewalls. This would require an update to correctly handle the zero checksum packets.

UDP-Lite will require an update of almost all type of middleboxes, because it requires support for a separate network-layer protocol number. Once enabled, the method to support incremental checksum update would be identical to that for UDP, but different for checksum
4.2.2. Load Balancing

The usefulness of solutions for load balancers depends on the difference in entropy in the headers for different flows that can be included in a hash function. All the proposals that use the UDP protocol number have equal behavior. UDP-Lite has the potential for equally good behavior as for UDP. However, UDP-Lite is currently likely to not be supported by deployed hashing mechanisms, which may cause a load balancer to not use the transport header in the computed hash. A load balancer that only uses the IP header will have low entropy, but could be improved by including the IPv6 the flow label, providing that the tunnel ingress ensures that different flow labels are assigned to different flows. However, a transition to the common use of good quality flow labels is likely to take time to deploy.

4.2.3. Ingress and Egress Performance Implications

IP-in-IP tunnels are often considered efficient, because they introduce very little processing and low data overhead. The other proposals introduce a UDP-like header incurring associated data overhead. Processing is minimised for the zero-checksum method, ignoring the checksum on reception, and only slightly higher for UDPTT, the extension header and UDP-Lite. The delta-calculation scheme operates on a few more fields, but also introduces serious failure modes that can result in a need to calculate a checksum over the complete packet. Regular UDP is clearly the most costly to process, always requiring checksum calculation over the entire packet.

It is important to note that the zero-checksum method, ignoring checksum on reception, the Option Header, UDPTT and UDP-Lite will likely incur additional complexities in the application to incorporate a negotiation and validation mechanism.

4.2.4. Deployability

The major factors influencing deployability of these solutions are a need to update both end-points, a need for negotiation and the need to update middleboxes. These are summarised below:

- The solution with the best deployability is regular UDP. This requires no changes and has good middlebox traversal characteristics.
- The next easiest to deploy is the delta checksum solution. This does not modify the protocol on the wire and only needs changes in tunnel ingress.
- IP-in-IP tunnels should not require changes to the end-points, but
raise issues when traversing firewalls and other security-type devices, which are expected to require updates.

- Ignoring the checksum on reception will require changes at both end-points. The never ceasing risk of path failure requires additional checks to ensure this solution is robust and will require changes or additions to the tunneling control protocol to negotiate support and validate the path.

- The remaining solutions offer similar deployability. UDP-Lite requires support at both end-points and in middleboxes. UDPTT and Zero-checksum with or without an Extension header require support at both end-points and in middleboxes. UDP-Lite, UDPTT, and Zero-checksum and Extension header may additionally require changes or additions to the tunneling control protocol to negotiate support and path validation.

4.2.5. Corruption Detection Strength

The standard UDP checksum and the delta checksum can both provide some verification at the tunnel egress. This can significantly reduce the probability that a corrupted inner packet is forwarded. UDP-Lite, UDPTT and the extension header all provide some verification against corruption, but do not verify the inner packet. They only provide a strong indication that the delivered packet was intended for the tunnel egress and was correctly delimited. The Zero-checksum, ignoring the checksum on reception and IP-and-IP encapsulation provide no verification that a received packet was intended to be processed by a specific tunnel egress or that the inner packet was correct.

4.2.6. Comparison Summary

The comparisons above may be summarised as "there is no silver bullet that will slay all the issues". One has to select which down side(s) can best be lived with. Focusing on the existing solutions, this can be summarized as:

Regular UDP: Good middlebox traversal and load balancing and multiplexing, requiring a checksum in the outer headers covering the whole packet.

IP in IP: A low complexity encapsulation, with limited middlebox traversal, no multiplexing support, and currently poor load balancing support that could improve over time.

UDP-Lite: A medium complexity encapsulation, with good multiplexing support, limited middlebox traversal, but possible to improve over time, currently poor load balancing support that could improve over time, in most cases requiring application level negotiation...
The delta-checksum is an optimization in the processing of UDP, as such it exhibits some of the drawbacks of using regular UDP.

The remaining proposals may be described in similar terms:

Zero-Checksum: A low complexity encapsulation, with good multiplexing support, limited middlebox traversal that could improve over time, good load balancing support, in most cases requiring application level negotiation and validation.

UDPTT: A medium complexity encapsulation, with good multiplexing support, limited middlebox traversal, but possible to improve over time, good load balancing support, in most cases requiring application level negotiation and validation.

IPv6 Destination Option IP in IP tunneling: A medium complexity, with no multiplexing support, limited middlebox traversal, currently poor load balancing support that could improve over time, in most cases requiring application level negotiation and validation.

IPv6 Destination Option combined with UDP Zero-checksuming: A medium complexity encapsulation, with good multiplexing support, limited load balancing support that could improve over time, in most cases requiring application level negotiation and validation.

Ignore the checksum on reception: A low complexity encapsulation, with good multiplexing support, medium middlebox traversal that never can improve, good load balancing support, in most cases requiring application level negotiation and validation.

There is no clear single optimum solution. If the most important need is to traverse middleboxes, then the best choice is to stay with regular UDP and consider the optimizations that may be required to perform the checksumming. If one can live with limited middlebox traversal, low complexity is necessary and one does not require load balancing, then IP-in-IP tunneling is the simplest. If one wants strengthened error detection, but with currently limited middlebox traversal and load-balancing, UDP-Lite is appropriate. UDP Zero-checksum addresses another set of constraints, low complexity and a need for load balancing from the current Internet, providing it can live with currently limited middlebox traversal.
Techniques for load balancing and middlebox traversal do continue to evolve. Over a long time, developments in load balancing have good potential to improve. This time horizon is long since it requires both load balancer and end-point updates to get full benefit. The challenges of middlebox traversal are also expected to change with time, as device capabilities evolve. Middleboxes are very prolific with a larger proportion of end-user ownership, and therefore may be expected to take long time cycles to evolve. One potential advantage is that the deployment of IPv6 capable middleboxes are still in its initial phase and the quicker zero-checksum becomes standardized the fewer boxes will be non-compliant.

Thus, the question of whether to allow UDP with a zero-checksum for IPv6 under reasonable constraints, is therefore best viewed as a trade-off between a number of more subjective questions:

1. Is there sufficient interest in zero-checksum with the given constraints (summarised below)?
2. Are there other avenues of change that will resolve the issue in a better way and sufficiently quickly?
3. Do we accept the complexity cost of having one more solution in the future?

The authors do think the answer to the above questions are such that zero-checksum should be standardized for use by tunnel encapsulations.

5. Requirements on the specification of transported protocols

This section identifies requirements for the protocols that are transported over a transport connection that does not perform a UDP checksum calculation to verify the integrity at the transport endpoints.

5.1. Constraints required on usage of a zero checksum

If a zero checksum approach were to be adopted by the IETF, the specification should consider adding the following constraints on usage:

1. IPv6 protocol stack implementations should not by default allow the new method. The default node receiver behaviour must discard all IPv6 packets carrying UDP packets with a zero checksum.
2. Implementations must provide a way to signal the set of ports that will be enabled to receive UDP datagrams with a zero checksum. An IPv6 node that enables reception of UDP packets with a zero-checksum, must enable this only for a specific port or port-range. This may be implemented via a socket API call, or
similar mechanism.

3. RFC 2460 specifies that IPv6 nodes should log UDP datagrams with a zero-checksum. This should remain the case for any datagram received on a port that does not explicitly enable zero-checksum processing. A port for which zero-checksum has been enabled must not log the datagram.

4. A stack may separately identify UDP datagrams that are discarded with a zero checksum. It should not add these to the standard log, since the endpoint has not been verified.

5. Tunnels that encapsulate IP may rely on the inner packet integrity checks provided that the tunnel will not significantly increase the rate of corruption of the inner IP packet. If a significantly increased corruption rate can occur, then the tunnel must provide an additional integrity verification mechanism. An integrity mechanisms is always recommended at the tunnel layer to ensure that corruption rates of the inner most packet are not increased.

6. Tunnels that encapsulate Non-IP packets must have a CRC or other mechanism for checking packet integrity, unless the Non-IP packet specifically is designed for transmission over lower layers that do not provide any packet integrity guarantee. In particular, the application must be designed so that corruption of this information does not result in accumulated state or incorrect processing of a tunneled payload.

7. UDP applications that support use of a zero-checksum, should not rely upon correct reception of the IP and UDP protocol information (including the length of the packet) when decoding and processing the packet payload. In particular, the application must be designed so that corruption of this information does not result in accumulated state or incorrect processing of a tunneled payload.

8. If a method proposes recursive tunnels, it needs to provide guidance that is appropriate for all use-cases. Restrictions may be needed to the use of a tunnel encapsulations and the use of recursive tunnels (e.g. Necessary when the endpoint is not verified).

9. IPv6 nodes that receive ICMPv6 messages that refer to packets with a zero UDP checksum must provide appropriate checks concerning the consistency of the reported packet to verify that the reported packet actually originated from the node, before acting upon the information (e.g. validating the address and port numbers in the ICMPv6 message body).

Deployment of the new method needs to remain restricted to endpoints that explicitly enable this mode and adopt the above procedures. Any
middlebox that examines or interacts with the UDP header over IPv6 should support the new method.

6. Summary

This document examines the role of the transport checksum when used with IPv6, as defined in RFC2460.

It presents a summary of the trade-offs for evaluating the safety of updating RFC 2460 to permit an IPv6 UDP endpoint to use a zero value in the checksum field to indicate that no checksum is present. A decision not to include a UDP checksum in received IPv6 datagrams could impact a tunnel application that receives these packets. However, a well-designed tunnel application should include consistency checks to validate any header information encapsulated with a packet. In most cases tunnels encapsulating IP packets can rely on the inner packets own integrity protection. When correctly implemented, such a tunnel endpoint will not be negatively impacted by omission of the transport-layer checksum. Recursive tunneling and fragmentation is a potential issue that can raise corruption rates significantly, and requires careful consideration.

Other applications at the intended destination node or another IPv6 node can be impacted if they are allowed to receive datagrams without a transport-layer checksum. It is particularly important that already deployed applications are not impacted by any change at the transport layer. If these applications execute on nodes that implement RFC 2460, they will reject all datagrams with a zero UDP checksum, thus this is not an issue. For nodes that implement support for zero-checksum it is important to ensure that only UDP applications that desire zero-checksum can receive and originate zero-checksum packets. Thus, the enabling of zero-checksum needs to be at a port level, not for the entire host or for all use of an interface.

The implications on firewalls, NATs and other middleboxes need to be considered. It is not expected that IPv6 NATs handle IPv6 UDP datagrams in the same way that they handle IPv4 UDP datagrams. This possibly reduces the need to update the checksum. Firewalls are intended to be configured, and therefore may need to be explicitly updated to allow new services or protocols. IPv6 middlebox deployment is not yet as prolific as it is in IPv4. Thus, relatively few current middleboxes may actually block IPv6 UDP with a zero checksum.

In general, UDP-based applications need to employ a mechanism that allows a large percentage of the corrupted packets to be removed before they reach an application, both to protect the data stream of the application and the control plane of higher layer protocols. These checks are currently performed by the UDP checksum for IPv6, or the reduced checksum for UDP-Lite when used with IPv6.
The use of UDP with no checksum has merits for some applications, such as tunnel encapsulation, and is widely used in IPv4. However, there are dangers for IPv6: There is a bigger risk of corruption and miss-delivery when using zero-checksum in IPv6 compared to IPv4 due to the removed IP header checksum. Thus, applications need to make a new evaluation of the risks of enabling a zero-checksum. Some applications will need to re-consider their usage of zero-checksum, and possibly consider a solution that at least provides the same delivery protection as for IPv4, for example by utilizing UDP-Lite, or by enabling the UDP checksum. Tunnel applications using UDP for encapsulation can in many case use zero-checksum without significant impact on the corruption rate. In some cases, the use of checksum off-loading may help alleviate the checksum processing cost.

Recursive tunneling and fragmentation is a difficult issue relating to tunnels in general. There is an increased risk of an error in the inner-most packet when fragmentation when several layers of tunneling and several different reassembly processes are run without any verification of correctness. This issue requires future thought and consideration.

The conclusion is that UDP zero checksum in IPv6 should be standardized, as it satisfies usage requirements that are currently difficult to address. We do note that a safe deployment of zero-checksum will need to follow a set of constraints listed in Section 5.1.
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1. Introduction

The User Datagram Protocol (UDP) [RFC0768] transport is defined for the Internet Protocol (IPv4) [RFC0791] and is defined in "Internet Protocol, Version 6 (IPv6) [RFC2460] for IPv6 hosts and routers. The UDP transport protocol has a minimal set of features. This limited set has enabled a wide range of applications to use UDP, but these application do need to provide many important transport functions on top of UDP. The UDP Usage Guidelines [RFC5405] provides overall guidance for application designers, including the use of UDP to support tunneling. The key difference between UDP usage with IPv4 and IPv6 is that RFC 2460 mandates use of a calculated UDP checksum, i.e. a non-zero value, due to the lack of an IPv6 header checksum. The inclusion of the pseudo header in the checksum computation provides a statistical check that datagrams have been delivered to the intended IPv6 destination node. Algorithms for checksum computation are described in [RFC1071].

The lack of a possibility to use an IPv6 datagram with a zero UDP checksum has been observed as a real problem for certain classes of application, primarily tunnel applications. This class of application has been deployed with a zero UDP checksum using IPv4. The design of IPv6 raises different issues when considering the safety of using a UDP checksum with IPv6. These issues can significantly affect applications, both when an endpoint is the intended user and when an innocent bystander (when a packet is received by a different endpoint to that intended).

This document examines the issues and an appendix compares the strengths and weaknesses of a number of proposed solutions. This identifies a set of issues that must be considered and mitigated to be able to safely deploy IPv6 applications that use a zero UDP checksum. The provided comparison of methods is expected to also be useful when considering applications that have different goals from the ones that initiated the writing of this document, especially the use of already standardized methods. The analysis concludes that using a zero UDP checksum is the best method of the proposed alternatives to meet the goals for certain tunnel applications.

This document defines recommendations and requirements for use of IPv6 datagrams with a zero UDP checksum. This usage is expected to have initial deployment issues related to middleboxes, limiting the usability more than desired in the currently deployed Internet. However, this limitation will be largest initially and will reduce as updates are provided in middleboxes that support the zero UDP checksum for IPv6. The document therefore derives a set of constraints required to ensure safe deployment of a zero UDP checksum.
Finally, the document also identifies some issues that require future consideration and possibly additional research.

1.1. Document Structure

Section 1 provides a background to key issues, and introduces the use of UDP as a tunnel transport protocol.

Section 2 describes a set of standards-track datagram transport protocols that may be used to support tunnels.

Section 3 discusses issues with a zero UDP checksum for IPv6. It considers the impact of corruption, the need for validation of the path and when it is suitable to use a zero UDP checksum.

Section 4 is an applicability statement that defines requirements and recommendations on the implementation of IPv6 nodes that support the use of a zero UDP checksum.

Section 5 provides an applicability statement that defines requirements and recommendations for protocols and tunnel encapsulations that are transported over an IPv6 transport that does not perform a UDP checksum calculation to verify the integrity at the transport endpoints.

Section 6 provides the recommendations for standardization of zero UDP checksum with a summary of the findings and notes remaining issues needing future work.

Appendix A evaluates the set of proposals to update the UDP transport behaviour and other alternatives intended to improve support for tunnel protocols. It concludes by assessing the trade-offs of the various methods, identifying advantages and disadvantages for each method.

1.2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

1.3. Use of UDP Tunnels

One increasingly popular use of UDP is as a tunneling protocol, where a tunnel endpoint encapsulates the packets of another protocol inside UDP datagrams and transmits them to another tunnel endpoint. Using UDP as a tunneling protocol is attractive when the payload protocol is not supported by the middleboxes that may exist along the path,
because many middleboxes support transmission using UDP. In this use, the receiving endpoint decapsulates the UDP datagrams and forwards the original packets contained in the payload [RFC5405]. Tunnels establish virtual links that appear to directly connect locations that are distant in the physical Internet topology and can be used to create virtual (private) networks.

1.3.1. Motivation for new approaches

A number of tunnel encapsulations deployed over IPv4 have used the UDP transport with a zero checksum. Users of these protocols expect a similar solution for IPv6.

A number of tunnel protocols are also currently being defined (e.g. Automated Multicast Tunnels, AMT [I-D.ietf-mboned-auto-multicast], and the Locator/Identifier Separation Protocol, LISP [LISP]). These protocols motivated an update to IPv6 UDP checksum processing to benefit from simpler checksum processing for various reasons:

- Reducing forwarding costs, motivated by redundancy present in the encapsulated packet header, since in tunnel encapsulations, payload integrity and length verification may be provided by higher layer encapsulations (often using the IPv4, UDP, UDP-Lite, or TCP checksums).

- Eliminating a need to access the entire packet when forwarding the packet by a tunnel endpoint.

- Enhancing ability to traverse and function with middleboxes.

- A desire to use the port number space to enable load-sharing.

1.3.2. Reducing forwarding cost

It is a common requirement to terminate a large number of tunnels on a single router/host. The processing cost per tunnel includes both state (memory requirements) and per-packet processing at the tunnel ingress and egress.

Automatic IP Multicast Tunneling, known as AMT [I-D.ietf-mboned-auto-multicast] currently specifies UDP as the transport protocol for packets carrying tunneled IP multicast packets. The current specification for AMT states that the UDP checksum in the outer packet header should be zero (see Section 6.6 of [I-D.ietf-mboned-auto-multicast]). This argues that the computation of an additional checksum is an unwarranted burden on nodes implementing lightweight tunneling protocols when an inner packet is already adequately protected. The AMT protocol needs to
replicate a multicast packet to each gateway tunnel. In this case, the outer IP addresses are different for each tunnel and therefore require a different pseudo header to be built for each UDP replicated encapsulation.

The argument concerning redundant processing costs is valid regarding the integrity of a tunneled packet. In some architectures (e.g. PC-based routers), other mechanisms may also significantly reduce checksum processing costs: There are implementations that have optimised checksum processing algorithms, including the use of checksum-offloading. This processing is readily available for IPv4 packets at high line rates. Such processing may be anticipated for IPv6 endpoints, allowing receivers to reject corrupted packets without further processing. However, there are certain classes of tunnel end-points where this off-loading is not available and unlikely to become available in the near future.

1.3.3. Need to inspect the entire packet

The currently-deployed hardware in many routers uses a fast-path processing that only provides the first n bytes of a packet to the forwarding engine, where typically n <= 128.

When this design is used to support a tunnel ingress and egress, it prevents fast processing of a transport checksum over an entire (large) packet. Hence the currently defined IPv6 UDP checksum is poorly suited to use within a router that is unable to access the entire packet and does not provide checksum-offloading. Thus enabling checksum calculation over the complete packet can impact router design, performance improvement, energy consumption and/or cost.

1.3.4. Interactions with middleboxes

Many paths in the Internet include one or more middleboxes of various types. There exist large classes of middleboxes that will handle zero UDP checksum packets, which would not support UDP-Lite or the other investigated proposals. These middleboxes includes load balancers (see Section 1.3.5) including Equal Cost Multipath Routing, traffic classifiers and other functions that reads some fields in the UDP headers but does not validate the UDP checksum.

There are also middleboxes that either validates or modify the UDP checksum. The two most common classes are Firewalls and NATs. In IPv4, UDP-encapsulation may be desirable for NAT traversal, since UDP support is commonly provided. It is also necessary due to the almost ubiquitous deployment of IPv4 NATs. There has also been discussion of NAT for IPv6, although not for the same reason as in IPv4. If
IPv6 NAT becomes a reality they hopefully do not present the same protocol issues as for IPv4. If NAT is defined for IPv6, it should take into consideration the use of a zero UDP checksum.

The requirements for IPv6 firewall traversal are likely be to be similar to those for IPv4. In addition, it can be reasonably expected that a firewall conforming to RFC 2460 will not regard datagrams with a zero UDP checksum as valid. Use of a zero UDP checksum with IPv6 requires firewalls to be updated before the full utility of the change is available.

It can be expected that datagrams with zero UDP checksum will initially not have the same middlebox traversal characteristics as regular UDP (RFC 2460). However when implementations follow the requirements specified in this document, we expect the traversal capabilities to improve over time. We also note that deployment of IPv6-capable middleboxes is still in its initial phases. Thus, it might be that the number of non-updated boxes quickly become a very small percentage of the deployed middleboxes.

1.3.5. Support for load balancing

The UDP port number fields have been used as a basis to design load-balancing solutions for IPv4. This approach has also been leveraged for IPv6. An alternate method would be to utilise the IPv6 Flow Label [RFC6437] as a basis for entropy for load balancing. This would have the desirable effect of releasing IPv6 load-balancing devices from the need to assume semantics for the use of the transport port field and also works for all type of transport protocols.

This use of the flow-label for load balancing is consistent with the intended use, although further clarity was needed to ensure the field can be consistently used for this purpose, therefore an updated IPv6 Flow Label [RFC6437] and Equal-Cost Multi-Path routing usage, (ECMP) [RFC6438] was produced. Router vendors could be encouraged to start using the IPv6 Flow Label as a part of the flow hash, providing support for ECMP without requiring use of UDP.

However, the method for populating the outer IPv6 header with a value for the flow label is not trivial: If the inner packet uses IPv6, then the flow label value could be copied to the outer packet header. However, many current end-points set the flow label to a zero value (thus no entropy). The ingress of a tunnel seeking to provide good entropy in the flow label field would therefore need to create a random flow label value and keep corresponding state, so that all packets that were associated with a flow would be consistently given the same flow label. Although possible, this complexity may not be
The end-to-end use of flow labels for load balancing is a long-term solution. Even if the usage of the flow label is clarified, there would be a transition time before a significant proportion of endpoints start to assign a good quality flow label to the flows that they originate, with continued use of load balancing using the transport header fields until any widespread deployment is finally achieved.

2. Standards-Track Transports

The IETF has defined a set of transport protocols that may be applicable for tunnels with IPv6. There are also a set of network layer encapsulation tunnels such as IP-in-IP and GRE. These already standardized solutions are discussed here prior to the issues, as background for the issue description and some comparison of where the issue may already occur.

2.1. UDP with Standard Checksum

UDP [RFC0768] with standard checksum behaviour, as defined in RFC 2460, has already been discussed. UDP usage guidelines are provided in [RFC5405].

2.2. UDP-Lite

UDP-Lite [RFC3828] offers an alternate transport to UDP, specified as a proposed standard, RFC 3828. A MIB is defined in [RFC5097] and unicast usage guidelines in [RFC5405]. There is at least one open source implementation as a part of the Linux kernel since version 2.6.20.

UDP-Lite provides a checksum with optional partial coverage. When using this option, a datagram is divided into a sensitive part (covered by the checksum) and an insensitive part (not covered by the checksum). When the checksum covers the entire packet, UDP-Lite is fully equivalent with UDP, with the exception that it uses a different value in the Next Header field in the IPv6 header. Errors/corruption in the insensitive part will not cause the datagram to be discarded by the transport layer at the receiving endpoint. A minor side-effect of using UDP-Lite is that this was specified for damage-tolerant payloads and some link-layers may employ different link encapsulations when forwarding UDP-Lite segments (e.g. radio access bearers). Most link-layers will cover the insensitive part with the same strong layer 2 frame CRC that covers the sensitive part.
2.2.1. Using UDP-Lite as a Tunnel Encapsulation

Tunnel encapsulations can use UDP-Lite (e.g. Control And Provisioning of Wireless Access Points, CAPWAP [RFC5415]), since UDP-Lite provides a transport-layer checksum, including an IP pseudo header checksum, in IPv6, without the need for a router/middlebox to traverse the entire packet payload. This provides most of the verification required for delivery and still keeps a low complexity for the checksumming operation. UDP-Lite may set the length of checksum coverage on a per packet basis. This feature could be used if a tunnel protocol is designed to only verify delivery of the tunneled payload and uses a calculated checksum for control information.

There is currently poor support for middlebox traversal using UDP-Lite, because UDP-Lite uses a different IPv6 network-layer Next Header value to that of UDP, and few middleboxes are able to interpret UDP-Lite and take appropriate actions when forwarding the packet. This makes UDP-Lite less suited to protocols needing general Internet support, until such time that UDP-Lite has achieved better support in middleboxes and end-points.

2.3. General Tunnel Encapsulations

The IETF has defined a set of tunneling protocols or network layer encapsulations, e.g., IP-in-IP and GRE. These either do not include a checksum or use a checksum that is optional, since tunnel encapsulations are typically layered directly over the Internet layer (identified by the upper layer type in the IPv6 Next Header field) and are also not used as endpoint transport protocols. There is little chance of confusing a tunnel-encapsulated packet with other application data that could result in corruption of application state or data.

From the end-to-end perspective, the principal difference is that the network-layer Next Header field identifies a separate transport, which reduces the probability that corruption could result in the packet being delivered to the wrong endpoint or application. Specifically, packets are only delivered to protocol modules that process a specific Next Header value. The Next Header field therefore provides a first-level check of correct demultiplexing. In contrast, the UDP port space is shared by many diverse applications and therefore UDP demultiplexing relies solely on the port numbers.

2.4. Relation to UDP-Lite and UDP with checksum

The operation of IPv6 with UDP with a zero-checksum is not the same as IPv4 with UDP with a zero-checksum. Protocol designers should not
be fooled into thinking the two are the same. The requirements below list a set of additional considerations.

Where possible, existing general tunnel encapsulations, such as GRE, IP-in-IP, should be used. This section assumes that such existing tunnel encapsulations do not offer the functionally required to satisfy the protocol designer’s goals. The section considers the standardized alternative solutions, rather than the full set of ideas evaluated in Appendix A. The alternatives to UDP with a zero checksum are UDP with a (calculated) checksum, and UDP-Lite.

UDP with a checksum has the advantage of close to universal support in both endpoints and middleboxes. It also provides statistical verification of delivery to the intended destination (address and port). However, some classes of device have limited support for calculation of a checksum that covers a full datagram. For these devices, this can incur significant processing cost (e.g. requiring processing in the router slow-path) and can hence reduce capacity or fail to function.

UDP-Lite has the advantage of using a checksum that is calculated only over the pseudo header and the UDP header. This provides a statistical verification of delivery to the intended destination (address and port). The checksum can be calculated without access to the datagram payload, only requiring access to the part to be protected. A drawback is that UDP-Lite has currently limited support in both end-points (i.e. is not supported on all operating system platforms) and middleboxes (that require support for the UDP-Lite header type). A path verification method is therefore recommended.

IPv6 and UDP with a zero-checksum can also be used by nodes that do not permit calculation of a payload checksum. Many existing classes of middleboxes do not verify or change the transport checksum. For these middleboxes, IPv6 with a zero UDP checksum is expected to function where UDP-Lite would not. However, support for the zero UDP checksum in middleboxes that do change or verify the checksum is currently limited, and this may result in datagrams with a zero UDP checksum being discarded, therefore a path verification method is recommended.

There are sets of constrains for which no solution exist: A protocol designer that needs to originate or receive datagrams on a device that can not efficiently calculate a checksum over a full datagram and also needs these packets to pass through a middlebox that verifies or changes a UDP checksum, but does not support a zero UDP checksum, can not use the zero UDP checksum method. Similarly, one that originates datagrams on a device with UDP-Lite support, but needs the packets to pass through a middlebox that does not support
UDP-Lite, can not use UDP-Lite. For such cases, there is no optimal solution and the current recommendation is to use or fall-back to using UDP with full checksum coverage.

3. Issues Requiring Consideration

This informative section evaluates issues around the proposal to update IPv6 [RFC2460], to enable the UDP transport checksum to be set to zero. Some of the identified issues are shared with other protocols already in use. The section also provides background to the requirements and recommendations that follow.

The decision in RFC 2460 to omit an integrity check at the network level meant that the IPv6 transport checksum was overloaded with many functions, including validating:

- the endpoint address was not corrupted within a router, i.e., a packet was intended to be received by this destination and validate that the packet does not consist of a wrong header spliced to a different payload;

- that extension header processing is correctly delimited - i.e., the start of data has not been corrupted. In this case, reception of a valid Next Header value provides some protection;

- reassembly processing, when used;

- the length of the payload;

- the port values - i.e., the correct application receives the payload (applications should also check the expected use of source ports/addresses);

- the payload integrity.

In IPv4, the first four checks are performed using the IPv4 header checksum.

In IPv6, these checks occur within the endpoint stack using the UDP checksum information. An IPv6 node also relies on the header information to determine whether to send an ICMPv6 error message [RFC4443] and to determine the node to which this is sent. Corrupted information may lead to misdelivery to an unintended application socket on an unexpected host.
3.1. Effect of packet modification in the network

IP packets may be corrupted as they traverse an Internet path. Older evidence in "When the CRC and TCP Checksum Disagree" [Sigcomm2000] show that this was once an issue in year 2000 with IPv4 routers, and occasional corruption could result from bad internal router processing in routers or hosts. These errors are not detected by the strong frame checksums employed at the link-layer [RFC3819]. During the development of this document in 2009, individuals provided reports of observed rates for received UDP datagrams using IPv4 where the UDP checksum had been detected as corrupt. These rates were as high as 1.39E-4 for some paths, but also close to zero for some other paths.

There is extensive experience of deployment using tunnel protocols in well-managed networks (e.g. corporate networks or service provider core networks). This has shown the robustness of methods such as PWE and MPLS that do not employ a transport protocol checksum and have not specified mechanisms to protect from corruption of the unprotected headers (such as the VPN Identifier in MPLS). Reasons for the robustness may include:

- A reduced probability of corruption on paths through well-managed networks.

- IP form the majority of the inner traffic carried by these tunnel. Hence from a transport perspective, endpoint verification is already being performed when processing a received IPv4 packet or by the transport pseudo-header for an IPv6 packet. This update to UDP does not change this behaviour.

- In certain cases, a combination of additional filtering (e.g. filter of a MAC destination address in a L2 tunnel) significantly reduces the probability of final mis-delivery to the IP stack.

- The tunnel protocols did not use a UDP transport header, any corruption is therefore unlikely to result in misdelivery to another UDP-based application. This concern is specific to the use of UDP with IPv6.

While this experience can guide the present recommendations, any update to UDP must preserve operation in the general Internet. This is heterogeneous and can include links and systems of very varying characteristics. Transport protocols used by hosts need to be designed with this in mind, especially when there is need to traverse edge networks, where middlebox deployments are common.

For the general Internet, there is no current evidence that
corruption is rare, nor that this may not be applicable to IPv6. It therefore seems prudent not to relax checks on misdelivery. The emergence of low-end IPv6 routers and the proposed use of NAT with IPv6 further motivate the need to protect from misdelivery.

Corruption in the network may result in:

- A datagram being misdelivered to the wrong host/router or the wrong transport entity within an endpoint. Such a datagram needs to be discarded;

- A datagram payload being corrupted, but still delivered to the intended host/router transport entity. Such a datagram needs to be either discarded or correctly processed by an application that provides its own integrity checks;

- A datagram payload being truncated by corruption of the length field. Such a datagram needs to be discarded.

When a checksum is used, this significantly reduces the impact of errors, reducing the probability of undetected corruption of state (and data) on both the host stack and the applications using the transport service.

The following sections examine the impact of modifying each of these header fields.

3.1.1. Corruption of the destination IP address

An IPv6 endpoint destination address could be modified in the network (e.g. corrupted by an error). This is not a concern for IPv4, because the IP header checksum will result in this packet being discarded by the receiving IP stack. Such modification in the network can not be detected at the network layer when using IPv6. Detection of this corruption by a UDP receiver relies on the IPv6 pseudo header incorporated in the transport checksum.

There are two possible outcomes:

- Delivery to a destination address that is not in use (the packet will not be delivered, but could result in an error report);

- Delivery to a different destination address. This modification will normally be detected by the transport checksum, resulting in silent discard. Without a computed checksum, the packet would be passed to the endpoint port demultiplexing function. If an application is bound to the associated ports, the packet payload will be passed to the application (see the subsequent section on
port processing).

3.1.2. Corruption of the source IP address

This section examines what happens when the source address is corrupted in transit. This is not a concern in IPv4, because the IP header checksum will normally result in this packet being discarded by the receiving IP stack. Detection of this corruption by a UDP receiver relies on the IPv6 pseudo header incorporated in the transport checksum.

Corruption of an IPv6 source address does not result in the IP packet being delivered to a different endpoint protocol or destination address. If only the source address is corrupted, the datagram will likely be processed in the intended context, although with erroneous origin information. When using Unicast Reverse Path Forwarding [RFC2827], a change in address may result in the router discarding the packet when the route to the modified source address is different to that of the source address of the original packet.

The result will depend on the application or protocol that processes the packet. Some examples are:

- An application that requires a per-established context may disregard the datagram as invalid, or could map this to another context (if a context for the modified source address was already activated).

- A stateless application will process the datagram outside of any context, a simple example is the ECHO server, which will respond with a datagram directed to the modified source address. This would create unwanted additional processing load, and generate traffic to the modified endpoint address.

- Some datagram applications build state using the information from packet headers. A previously unused source address would result in receiver processing and the creation of unnecessary transport-layer state at the receiver. For example, Real Time Protocol (RTP) [RFC3550] sessions commonly employ a source independent receiver port. State is created for each received flow. Reception of a datagram with a corrupted source address will therefore result in accumulation of unnecessary state in the RTP state machine, including collision detection and response (since the same synchronization source, SSRC, value will appear to arrive from multiple source IP addresses).

- ICMP messages relating to a corrupted packet can be misdirected to the wrong source node.
In general, the effect of corrupting the source address will depend upon the protocol that processes the packet and its robustness to this error. For the case where the packet is received by a tunnel endpoint, the tunnel application is expected to correctly handle a corrupted source address.

The impact of source address modification is more difficult to quantify when the receiving application is not that originally intended and several fields have been modified in transit.

3.1.3. Corruption of Port Information

This section describes what happens if one or both of the UDP port values are corrupted in transit. This can also happen with IPv4 is used with a zero UDP checksum, but not when UDP checksums are calculated or when UDP-Lite is used. If the ports carried in the transport header of an IPv6 packet were corrupted in transit, packets may be delivered to the wrong application process (on the intended machine) and/or responses or errors sent to the wrong application process (on the intended machine).

3.1.4. Delivery to an unexpected port

If one combines the corruption effects, such as destination address and ports, there is a number of potential outcomes when traffic arrives at an unexpected port. This section discusses these possibilities and their outcomes for a packet that does not use the UDP checksum validation:

- Delivery to a port that is not in use. The packet is discarded, but could generate an ICMPv6 message (e.g. port unreachable).

- It could be delivered to a different node that implements the same application, where the packet may be accepted, generating side-effects or accumulated state.

- It could be delivered to an application that does not implement the tunnel protocol, where the packet may be incorrectly parsed, and may be misinterpreted, generating side-effects or accumulated state.

The probability of each outcome depends on the statistical probability that the address or the port information for the source or destination becomes corrupt in the datagram such that they match those of an existing flow or server port. Unfortunately, such a match may be more likely for UDP than for connection-oriented transports, because:
1. There is no handshake prior to communication and no sequence numbers (as in TCP, DCCP, or SCTP). Together, this makes it hard to verify that an application process is given only the application data associated with a specific transport session.

2. Applications writers often bind to wild-card values in endpoint identifiers and do not always validate correctness of datagrams they receive (guidance on this topic is provided in [RFC5405]). While these rules could, in principle, be revised to declare naive applications as "Historic". This remedy is not realistic: the transport owes it to the stack to do its best to reject bogus datagrams.

If checksum coverage is suppressed, the application therefore needs to provide a method to detect and discard the unwanted data. A tunnel protocol would need to perform its own integrity checks on any control information if transported in datagrams with a zero UDP checksum. If the tunnel payload is another IP packet, the packets requiring checksums can be assumed to have their own checksums provided that the rate of corrupted packets is not significantly larger due to the tunnel encapsulation. If a tunnel transports other inner payloads that do not use IP, the assumptions of corruption detection for that particular protocol must be fulfilled, this may require an additional checksum/CRC and/or integrity protection of the payload and tunnel headers.

A protocol that uses a zero UDP checksum can not assume that it is the only protocol using a zero UDP checksum. Therefore, it needs to gracefully handle misdelivery. It must be robust to reception of malformed packets received on a listening port and expect that these packets may contain corrupted data or data associated with a completely different protocol.

3.1.5. Corruption of Fragmentation Information

The fragmentation information in IPv6 employs a 32-bit identity field, compared to only a 16-bit field in IPv4, a 13-bit fragment offset and a 1-bit flag, indicating if there are more fragments. Corruption of any of these field may result in one of two outcomes:

Reassembly failure: An error in the "More Fragments" field for the last fragment will for example result in the packet never being considered complete and will eventually be timed out and discarded. A corruption in the ID field will result in the fragment not being delivered to the intended context thus leaving the rest incomplete, unless that packet has been duplicated prior to corruption. The incomplete packet will eventually be timed out.
Erroneous reassembly: The re-assembled packet did not match the original packet. This can occur when the ID field of a fragment is corrupted, resulting in a fragment becoming associated with another packet and taking the place of another fragment. Corruption in the offset information can cause the fragment to be misaligned in the reassembly buffer, resulting in incorrect reassembly. Corruption can cause the packet to become shorter or longer, however completion of reassembly is much less probable, since this would require consistent corruption of the IPv6 headers payload length field and the offset field. The possibility of mis-assembly requires the reassembling stack to provide strong checks that detect overlap or missing data, note however that this is not guaranteed and has been clarified in "Handling of Overlapping IPv6 Fragments" [RFC5722].

The erroneous reassembly of packets is a general concern and such packets should be discarded instead of being passed to higher layer processes. The primary detector of packet length changes is the IP payload length field, with a secondary check by the transport checksum. The Upper-Layer Packet length field included in the pseudo header assists in verifying correct reassembly, since the Internet checksum has a low probability of detecting insertion of data or overlap errors (due to misplacement of data). The checksum is also incapable of detecting insertion or removal of all zero-data that occurs in a multiple of a 16-bit chunk.

The most significant risk of corruption results following mis-association of a fragment with a different packet. This risk can be significant, since the size of fragments is often the same (e.g. fragments resulting when the path MTU results in fragmentation of a larger packet, common when addition of a tunnel encapsulation header expands the size of a packet). Detection of this type of error requires a checksum or other integrity check of the headers and the payload. Such protection is anyway desirable for tunnel encapsulations using IPv4, since the small fragmentation ID can easily result in wrap-around [RFC4963], this is especially the case for tunnels that perform flow aggregation [I-D.ietf-intarea-tunnels].

Tunnel fragmentation behavior matters. There can be outer or inner fragmentation "Tunnels in the Internet Architecture" [I-D.ietf-intarea-tunnels]. If there is inner fragmentation by the tunnel, the outer headers will never be fragmented and thus a zero UDP checksum in the outer header will not affect the reassembly process. When a tunnel performs outer header fragmentation, the tunnel egress needs to perform reassembly of the outer fragments into an inner packet. The inner packet is either a complete packet or a
fragment. If it is a fragment, the destination endpoint of the
fragment will perform reassembly of the received fragments. The
complete packet or the reassembled fragments will then be processed
according to the packet Next Header field. The receiver may only
detect reassembly anomalies when it uses a protocol with a checksum.
The larger the number of reassembly processes to which a packet has
been subjected, the greater the probability of an error.

- An IP-in-IP tunnel that performs inner fragmentation has similar
  properties to a UDP tunnel with a zero UDP checksum that also
  performs inner fragmentation.
- An IP-in-IP tunnel that performs outer fragmentation has similar
  properties to a UDP tunnel with a zero UDP checksum that performs
  outer fragmentation.
- A tunnel that performs outer fragmentation can result in a higher
  level of corruption due to both inner and outer fragmentation,
  enabling more chances for reassembly errors to occur.
- Recursive tunneling can result in fragmentation at more than one
  header level, even for inner fragmentation unless it goes to the
  inner-most IP header.
- Unless there is verification at each reassembly, the probability
  for undetected error will increase with the number of times
  fragmentation is recursively applied, making IP-in-IP and UDP with
  zero UDP checksum both vulnerable to undetected errors.

In conclusion, fragmentation of datagrams with a zero UDP checksum
does not worsen the performance compared to some other commonly used
tunnel encapsulations. However, caution is needed for recursive
隧道ing without any additional verification at the different tunnel
layers.

3.2. Where Packet Corruption Occurs

Corruption of IP packets can occur at any point along a network path,
during packet generation, during transmission over the link, in the
process of routing and switching, etc. Some transmission steps
include a checksum or Cyclic Redundancy Check (CRC) that reduces the
probability for corrupted packets being forwarded, but there still
exists a probability that errors may propagate undetected.

Unfortunately the community lacks reliable information to identify
the most common functions or equipment that result in packet
corruption. However, there are indications that the place where
corruption occurs can vary significantly from one path to another.
There is therefore a risk in applying evidence from one domain of usage to infer characteristics for another. Methods intended for general Internet usage must therefore assume that corruption can occur and deploy mechanisms to mitigate the effect of corruption and/or resulting misdelivery.

3.3. Validating the network path

IP transports designed for use in the general Internet should not assume specific path characteristics. Network protocols may reroute packets that change the set of routers and middleboxes along a path. Therefore transports such as TCP, SCTP and DCCP have been designed to negotiate protocol parameters, adapt to different network path characteristics, and receive feedback to verify that the current path is suited to the intended application. Applications using UDP and UDP-Lite need to provide their own mechanisms to confirm the validity of the current network path.

A zero value in the UDP checksum field is explicitly disallowed in RFC2460. Thus it may be expected that any device on the path that has a reason to look beyond the IP header, for example to validate the UDP checksum, will consider such a packet as erroneous or illegal and may discard it, unless the device is updated to support the new behavior. Any middlebox that modifies the UDP checksum, for example a NAT that changes the values of the IP and UDP header in such a way that the checksum over the pseudo header changes value, will need to be updated to support this behavior. Until then, a zero UDP checksum packet is likely to be discarded either directly in the middlebox or at the destination, when a zero UDP checksum has been modified to a non-zero by an incremental update.

A pair of end-points intending to use a new behavior will therefore not only need to ensure support at each end-point, but also that the path between them will deliver packets with the new behavior. This may require using negotiation or an explicit mandate to use the new behavior by all nodes that support the new protocol.

Enabling the use of a zero checksum places new requirements on equipment deployed within the network, such as middleboxes. A middlebox (e.g. Firewalls, Network Address Translators) may enable zero checksum usage for a particular range of ports. Note that checksum off-loading and operating system design may result in all IPv6 UDP traffic being sent with a calculated checksum. This requires middleboxes that are configured to enable a zero UDP checksum to continue to work with bidirectional UDP flows that use a zero UDP checksum in only one direction, and therefore they must not maintain separate state for a UDP flow based on its checksum usage.
Support along the path between end points can be guaranteed in limited deployments by appropriate configuration. In general, it can be expected to take time for deployment of any updated behaviour to become ubiquitous.

A sender will need to probe the path to verify the expected behavior. Path characteristics may change, and usage therefore should be robust and able to detect a failure of the path under normal usage and re-negotiate. Note that a bidirectional path does not necessarily support the same checksum usage in both the forward and return directions: Receipt of a datagram with a zero UDP checksum, does not imply that the remote endpoint can also receive a datagram with a zero UDP checksum. This will require periodic validation of the path, adding complexity to any solution using the new behavior.

3.4. Applicability of method

The update to the IPv6 specification defined in [I-D.ietf-6man-udpchecksums] only modifies IPv6 nodes that implement specific protocols designed to permit omission of a UDP checksum. This document therefore provides an applicability statement for the updated method indicating when the mechanism can (and can not) be used. Enabling this, and ensuring correct interactions with the stack, implies much more than simply disabling the checksum algorithm for specific packets at the transport interface.

When the method is widely available, it may be expected to be used by applications that are perceived to gain benefit. Any solution that uses an end-to-end transport protocol, rather than an IP-in-IP encapsulation, needs to minimise the possibility that application processes could confuse a corrupted or wrongly delivered UDP datagram with that of data addressed to the application running on their endpoint.

The protocol or application that uses the zero checksum method must ensure that the lack of checksum does not affect the protocol operation. This includes being robust to receiving an unintended packet from another protocol or context following corruption of a destination or source address and/or port value. It also includes considering the need for additional implicit protection mechanisms required when using the payload of a UDP packet received with a zero checksum.

3.5. Impact on non-supporting devices or applications

It is important to consider the potential impact of using a zero UDP checksum on end-point devices or applications that are not modified to support the new behavior or by default or preference, use the...
regular behavior. These applications must not be significantly impacted by the update.

To illustrate why this necessary, consider the implications of a node that enables use of a zero UDP checksum at the interface level: This would result in all applications that listen to a UDP socket receiving datagrams where the checksum was not verified. This could have a significant impact on an application that was not designed with the additional robustness needed to handle received packets with corruption, creating state or destroying existing state in the application.

A zero UDP checksum therefore needs to be enabled only for individual ports using an explicit request by the application. In this case, applications using other ports would maintain the current IPv6 behavior, discarding incoming datagrams with a zero UDP checksum. These other applications would not be affected by this changed behavior. An application that allows the changed behavior should be aware of the risk of corruption and the increased level of misdirected traffic, and can be designed robustly to handle this risk.

4. Constraints on implementation of IPv6 nodes supporting zero checksum

This section is an applicability statement that defines requirements and recommendations on the implementation of IPv6 nodes that support use of a zero value in the checksum field of a UDP datagram.

All implementations that support this zero UDP checksum method MUST conform to the requirements defined below.

1. An IPv6 sending node MAY use a calculated RFC 2460 checksum for all datagrams that it sends. This explicitly permits an interface that supports checksum offloading to insert an updated UDP checksum value in all UDP datagrams that it forwards, however note that sending a calculated checksum requires the receiver to also perform the checksum calculation. Checksum offloading can normally be switched off for a particular interface to ensure that datagrams are sent with a zero UDP checksum.

2. IPv6 nodes SHOULD by default NOT allow the zero UDP checksum method for transmission.

3. IPv6 nodes MUST provide a way for the application/protocol to indicate the set of ports that will be enabled to send datagrams with a zero UDP checksum. This may be implemented by enabling a
transport mode using a socket API call when the socket is established, or a similar mechanism. It may also be implemented by enabling the method for a pre-assigned static port used by a specific tunnel protocol.

4. IPv6 nodes MUST provide a method to allow an application/protocol to indicate that a particular UDP datagram is required to be sent with a UDP checksum. This needs to be allowed by the operating system at any time (e.g. to send keep-alive datagrams), not just when a socket is established in the zero checksum mode.

5. The default IPv6 node receiver behaviour MUST discard all IPv6 packets carrying datagrams with a zero UDP checksum.

6. IPv6 nodes MUST provide a way for the application/protocol to indicate the set of ports that will be enabled to receive datagrams with a zero UDP checksum. This may be implemented via a socket API call, or similar mechanism. It may also be implemented by enabling the method for a pre-assigned static port used by a specific tunnel protocol.

7. IPv6 nodes supporting usage of zero UDP checksums MUST also allow reception using a calculated UDP checksum on all ports configured to allow zero UDP checksum usage. (The sending endpoint, e.g. encapsulating ingress, may choose to compute the UDP checksum, or may calculate this by default.) The receiving endpoint MUST use the reception method specified in RFC2460 when the checksum field is not zero.

8. RFC 2460 specifies that IPv6 nodes SHOULD log received datagrams with a zero UDP checksum. This remains the case for any datagram received on a port that does not explicitly enable processing of a zero UDP checksum. A port for which the zero UDP checksum has been enabled MUST NOT log the datagram solely because the checksum value is zero.

9. IPv6 nodes MAY separately identify received UDP datagrams that are discarded with a zero UDP checksum. It SHOULD NOT add these to the standard log, since the endpoint has not been verified. This may be used to support other functions (such as a security policy).

10. IPv6 nodes that receive ICMPv6 messages that refer to packets with a zero UDP checksum MUST provide appropriate checks concerning the consistency of the reported packet to verify that the reported packet actually originated from the node, before acting upon the information (e.g. validating the address and
port numbers in the ICMPv6 message body).

5. Requirements on usage of the zero UDP checksum

This section is an applicability statement that identifies requirements and recommendations for protocols and tunnel encapsulations that are transported over an IPv6 transport flow (e.g. tunnel) that does not perform a UDP checksum calculation to verify the integrity at the transport endpoints. Before deciding to use the zero UDP checksum and loose the integrity verification provided, a protocol developer should seriously consider if they can use checksummed UDP packets or UDP-Lite [RFC3828], because IPv6 with a zero UDP checksum is not equivalent in behavior to IPv4 with zero UDP checksum.

The requirements and recommendations for protocols and tunnel encapsulations using an IPv6 transport flow that does not perform a UDP checksum calculation to verify the integrity at the transport endpoints are:

1. Transported protocols that enable the use of zero UDP checksum MUST only enable this for a specific port or port-range. This needs to be enabled at the sending and receiving endpoints for a UDP flow.

2. An integrity mechanism is always RECOMMENDED at the transported protocol layer to ensure that corruption rates of the delivered payload is not increased (e.g. the inner-most packet of a UDP tunnel). A mechanism that isolates the causes of corruption (e.g. identifying misdelivery, IPv6 header corruption, tunnel header corruption) is expected to also provide additional information about the status of the tunnel (e.g. to suggest a security attack).

3. A transported protocol that encapsulates Internet Protocol (IPv4 or IPv6) packets MAY rely on the inner packet integrity checks, provided that the tunnel protocol will not significantly increase the rate of corruption of the inner IP packet. If a significantly increased corruption rate can occur, then the tunnel protocol MUST provide an additional integrity verification mechanism. Early detection is desirable to avoid wasting unnecessary computation, transmission capacity or storage for packets that will subsequently be discarded.

4. A transported protocol that supports use of a zero UDP checksum, MUST be designed so that corruption of this information does not result in accumulated state for the protocol.
5. A transported protocol with a non-tunnel payload or one that encapsulates non-IP packets MUST have a CRC or other mechanism for checking packet integrity, unless the non-IP packet is specifically designed for transmission over a lower layer that does not provide a packet integrity guarantee.

6. A transported protocol with control feedback SHOULD be robust to changes in the network path, since the set of middleboxes on a path may vary during the life of an association. The UDP endpoints need to discover paths with middleboxes that drop packets with a zero UDP checksum. Therefore, transported protocols SHOULD send keep-alive messages with a zero UDP checksum. An endpoint that discovers an appreciable loss rate for keep-alive packets MAY terminate the UDP flow (e.g. tunnel). Section 3.1.3 of RFC 5405 describes requirements for congestion control when using a UDP-based transport.

7. A protocol with control feedback that can fall-back to using UDP with a calculated RFC 2460 checksum is expected to be more robust to changes in the network path. Therefore, keep-alive messages SHOULD include both UDP datagrams with a checksum and datagrams with a zero UDP checksum. This will enable the remote endpoint to distinguish between a path failure and dropping of datagrams with a zero UDP checksum.

8. A middlebox implementation MUST allow forwarding of an IPv6 UDP datagram with both a zero and standard UDP checksum using the same UDP port.

9. A middlebox MAY configure a restricted set of specific port ranges that forward UDP datagrams with a zero UDP checksum. The middlebox MAY drop IPv6 datagrams with a zero UDP checksum that are outside a configured range.

10. When a middlebox forwards an IPv6 UDP flow containing datagrams with both a zero and standard UDP checksum, the middlebox MUST not maintain separate state for flows depending on the value of their UDP checksum field. (This requirement is necessary to enable a sender that always calculates a checksum to communicate via a middlebox with a remote endpoint that uses a zero UDP checksum.)

Special considerations are required when designing a UDP tunnel protocol, where the tunnel ingress or egress may be a router that may not have access to the packet payload. When the node is acting as a host (i.e., sending or receiving a packet addressed to itself), the checksum processing is similar to other hosts. However, when the node (e.g. a router) is acting as a tunnel ingress or egress that
forwards a packet to or from a UDP tunnel, there may be restricted access to the packet payload. This prevents calculating (or verifying) a UDP checksum. In this case, the tunnel protocol may use a zero UDP checksum and must:

- Ensure that tunnel ingress and tunnel egress router are both configured to use a zero UDP checksum. For example, this may include ensuring that hardware checksum offloading is disabled.
- The tunnel operator must ensure that middleboxes on the network path are updated to support use of a zero UDP checksum.
- A tunnel egress should implement appropriate security techniques to protect from overload, including source address filtering to prevent traffic injection by an attacker, and rate-limiting of any packets that incur additional processing, such as UDP datagrams used for control functions that require verification of a calculated checksum to verify the network path. Usage of common control traffic for multiple tunnels between a pair of nodes can assist in reducing the number of packets to be processed.

6. Summary

This document provides an applicability statement for the use of UDP transport checksums with IPv6.

It examines the role of the UDP transport checksum when used with IPv6 and presents a summary of the trade-offs in evaluating the safety of updating RFC 2460 to permit an IPv6 endpoint to use a zero UDP checksum field to indicate that no checksum is present.

Application designers should first examine whether their transport goals may be met using standard UDP (with a calculated checksum) or by using UDP-Lite. The use of UDP with a zero UDP checksum has merits for some applications, such as tunnel encapsulation, and is widely used in IPv4. However, there are different dangers for IPv6: There is an increased risk of corruption and misdelivery when using zero UDP checksum in IPv6 compared to using IPv4 due to the lack of an IPv6 header checksum. Thus, applications need to evaluate the risks of enabling use of a zero UDP checksum and consider a solution that at least provides the same delivery protection as for IPv4, for example by utilizing UDP-Lite, or by enabling the UDP checksum. The use of checksum off-loading may help alleviate the cost of checksum processing and permit use of a checksum using method defined in RFC 2460.

Tunnel applications using UDP for encapsulation can in many cases use
a zero UDP checksum without significant impact on the corruption rate. A well-designed tunnel application should include consistency checks to validate the header information encapsulated with a received packet. In most cases, tunnels encapsulating IP packets can rely on the integrity protection provided by the transported protocol (or tunneled inner packet). When correctly implemented, such an endpoint will not be negatively impacted by omission of the transport-layer checksum. Recursive tunneling and fragmentation is a potential issue that can raise corruption rates significantly, and requires careful consideration.

Other UDP applications at the intended destination node or another node can be impacted if they are allowed to receive datagrams that have a zero UDP checksum. It is important that already deployed applications are not impacted by a change at the transport layer. If these applications execute on nodes that implement RFC 2460, they will discard (and log) all datagrams with a zero UDP checksum. This is not an issue.

In general, UDP-based applications need to employ a mechanism that allows a large percentage of the corrupted packets to be removed before they reach an application, both to protect the data stream of the application and the control plane of higher layer protocols. These checks are currently performed by the UDP checksum for IPv6, or the reduced checksum for UDP-Lite when used with IPv6.

The transport of recursive tunneling and the use of fragmentation pose difficult issues that need to be considered in the design of tunnel protocols. There is an increased risk of an error in the inner-most packet when fragmentation when several layers of tunneling and several different reassembly processes are run without verification of correctness. This requires extra thought and careful consideration in the design of transported tunnels.

Any use of the updated method must consider the implications on firewalls, NATs and other middleboxes. It is not expected that IPv6 NATs handle IPv6 UDP datagrams in the same way that they handle IPv4 UDP datagrams. In many deployed cases this will require an update to support an IPv6 zero UDP checksum. Firewalls are intended to be configured, and therefore may need to be explicitly updated to allow new services or protocols. IPv6 middlebox deployment is not yet as prolific as it is in IPv4, and therefore new devices are expected to follow the methods specified in this document.

Each application should consider the implications of choosing an IPv6 transport that uses a zero UDP checksum, and consider whether other standard methods may be more appropriate, and may simplify application design.
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8. IANA Considerations

This document does not require any actions by IANA.

9. Security Considerations

Transport checksums provide the first stage of protection for the stack, although they can not be considered authentication mechanisms. These checks are also desirable to ensure packet counters correctly log actual activity, and can be used to detect unusual behaviours.

Depending on the hardware design, the processing requirements may differ for tunnels that have a zero UDP checksum and those that calculate a checksum. This processing overhead may need to be considered when deciding whether to enable a tunnel and to determine an acceptable rate for transmission. This can become a security risk for designs that can handle a significantly larger number of packets with zero UDP checksums compared to datagrams with a non-zero checksum, such as tunnel egress. An attacker could attempt to inject non-zero checksummed UDP packets into a tunnel forwarding zero checksum UDP packets and cause overload in the processing of the non-zero checksums, e.g. if this happens in a routers slow path. Protection mechanisms should therefore be employed when this threat exists. Protection may include source address filtering to prevent an attacker injecting traffic, as well as throttling the amount of non-zero checksum traffic. The latter may impact the function of the tunnel protocol.

Transmission of IPv6 packets with a zero UDP checksum could reveal additional information to an on-path attacker to identify the operating system or configuration of a sending node. There is a need to probe the network path to determine whether the current path supports using IPv6 packets with a zero UDP checksum. The details of the probing mechanism may differ for different tunnel encapsulations.
and if visible in the network (e.g. if not using IPsec in encryption mode) could reveal additional information to an on-path attacker to identify the type of tunnel being used.

IP-in-IP or GRE tunnels offer good traversal of middleboxes that have not been designed for security, e.g. firewalls. However, firewalls may be expected to be configured to block general tunnels as they present a large attack surface. This applicability statement therefore permits this method to be enabled only for specific ranges of ports.

When the zero UDP checksum mode is enabled for a range of ports, nodes and middleboxes must forward received UDP datagrams that have either a calculated checksum or a zero checksum.
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Appendix A.  Evaluation of proposal to update RFC 2460 to support zero checksum

This informative appendix documents the evaluation of the proposal to update IPv6 [RFC2460], to provide the option that some nodes may suppress generation and checking of the UDP transport checksum.  It also compares the proposal with other alternatives, and notes that for a particular application some standard methods may be more appropriate than using IPv6 with a zero UDP checksum.

A.1.  Alternatives to the Standard Checksum

There are several alternatives to the normal method for calculating the UDP Checksum [RFC1071] that do not require a tunnel endpoint to inspect the entire packet when computing a checksum.  These include (in decreasing order of complexity):

- Delta computation of the checksum from an encapsulated checksum field.  Since the checksum is a cumulative sum [RFC1624], an encapsulating header checksum can be derived from the new pseudo header, the inner checksum and the sum of the other network-layer fields not included in the pseudo header of the encapsulated packet, in a manner resembling incremental checksum update [RFC1141].  This would not require access to the whole packet, but does require fields to be collected across the header, and arithmetic operations on each packet.  The method would only work for packets that contain a 2’s complement transport checksum (i.e., it would not be appropriate for SCTP or when IP fragmentation is used).
o UDP-Lite with the checksum coverage set to only the header portion of a packet. This requires a pseudo header checksum calculation only on the encapsulating packet header. The computed checksum value may be cached (before adding the Length field) for each flow/destination and subsequently combined with the length of each packet to minimise per-packet processing. This value is combined with the UDP payload length for the pseudo header, however this length is expected to be known when performing packet forwarding.

o The proposed UDP Tunnel Transport [UDPTT] suggested a method where UDP would be modified to derive the checksum only from the encapsulating packet protocol header. This value does not change between packets in a single flow. The value may be cached per flow/destination to minimise per-packet processing.

o There has been a proposal to simply ignore the UDP checksum value on reception at the tunnel egress, allowing a tunnel ingress to insert any value correct or false. For tunnel usage, a non standard checksum value may be used, forcing an RFC 2460 receiver to drop the packet. The main downside is that it would be impossible to identify a UDP datagram (in the network or an endpoint) that is treated in this way compared to a packet that has actually been corrupted.

o A method has been proposed that uses a new (to be defined) IPv6 Destination Options Header to provide an end-to-end validation check at the network layer. This would allow an endpoint to verify delivery to an appropriate end point, but would also require IPv6 nodes to correctly handle the additional header, and would require changes to middlebox behavior (e.g. when used with a NAT that always adjusts the checksum value).

o UDP modified to disable checksum processing [I-D.ietf-6man-udpchecksums]. This eliminates the need for a checksum calculation, but would require constraints on appropriate usage and updates to end-points and middleboxes.

o IP-in-IP tunneling. As this method completely dispenses with a transport protocol in the outer-layer it has reduced overhead and complexity, but also reduced functionality. There is no outer checksum over the packet and also no ports to perform demultiplexing between different tunnel types. This reduces the information available upon which a load balancer may act.

These options are compared and discussed further in the following sections.
A.2. Comparison

This section compares the above listed methods to support datagram tunneling. It includes proposals for updating the behaviour of UDP.

While this comparison focuses on applications that are expected to execute on routers, the distinction between a router and a host is not always clear, especially at the transport level. Systems (such as unix-based operating systems) routinely provide both functions. There is no way to identify the role of the receiving node from a received packet.

A.2.1. Middlebox Traversal

Regular UDP with a standard checksum or the delta encoded optimization for creating correct checksums have the best possibilities for successful traversal of a middlebox. No new support is required.

A method that ignores the UDP checksum on reception is expected to have a good probability of traversal, because most middleboxes perform an incremental checksum update. UDPTT would also have been able to traverse a middlebox with this behaviour. However, a middlebox on the path that attempts to verify a standard checksum will not forward packets using either of these methods, preventing traversal. A method that ignores the checksum has an additional downside in that it prevents improvement of middlebox traversal, because there is no way to identify UDP datagrams that use the modified checksum behaviour.

IP-in-IP or GRE tunnels offer good traversal of middleboxes that have not been designed for security, e.g. firewalls. However, firewalls may be expected to be configured to block general tunnels as they present a large attack surface.

A new IPv6 Destination Options header will suffer traversal issues with middleboxes, especially Firewalls and NATs, and will likely require them to be updated before the extension header is passed.

Datagrams with a zero UDP checksum will not be passed by any middlebox that validates the checksum using RFC 2460 or updates the checksum field, such as NAT or firewalls. This would require an update to correctly handle a datagram with a zero UDP checksum.

UDP-Lite will require an update of almost all type of middleboxes, because it requires support for a separate network-layer protocol number. Once enabled, the method to support incremental checksum update would be identical to that for UDP, but different for checksum
validation.

A.2.2. Load Balancing

The usefulness of solutions for load balancers depends on the difference in entropy in the headers for different flows that can be included in a hash function. All the proposals that use the UDP protocol number have equal behavior. UDP-Lite has the potential for equally good behavior as for UDP. However, UDP-Lite is currently unlikely to be supported by deployed hashing mechanisms, which could cause a load balancer to not use the transport header in the computed hash. A load balancer that only uses the IP header will have low entropy, but could be improved by including the IPv6 the flow label, providing that the tunnel ingress ensures that different flow labels are assigned to different flows. However, a transition to the common use of good quality flow labels is likely to take time to deploy.

A.2.3. Ingress and Egress Performance Implications

IP-in-IP tunnels are often considered efficient, because they introduce very little processing and low data overhead. The other proposals introduce a UDP-like header incurring associated data overhead. Processing is minimised for the method that uses a zero UDP checksum, ignoring the UDP checksum on reception, and only slightly higher for UDPTT, the extension header and UDP-Lite. The delta-calculation scheme operates on a few more fields, but also introduces serious failure modes that can result in a need to calculate a checksum over the complete datagram. Regular UDP is clearly the most costly to process, always requiring checksum calculation over the entire datagram.

It is important to note that the zero UDP checksum method, ignoring checksum on reception, the Option Header, UDPTT and UDP-Lite will likely incur additional complexities in the application to incorporate a negotiation and validation mechanism.

A.2.4. Deployability

The major factors influencing deployability of these solutions are a need to update both end-points, a need for negotiation and the need to update middleboxes. These are summarised below:

- The solution with the best deployability is regular UDP. This requires no changes and has good middlebox traversal characteristics.

- The next easiest to deploy is the delta checksum solution. This does not modify the protocol on the wire and only needs changes in
tunnel ingress.

- IP-in-IP tunnels should not require changes to the end-points, but raise issues when traversing firewalls and other security devices, which are expected to require updates.

- Ignoring the checksum on reception will require changes at both end-points. The never ceasing risk of path failure requires additional checks to ensure this solution is robust and will require changes or additions to the tunnel control protocol to negotiate support and validate the path.

- The remaining solutions (including the zero checksum method) offer similar deployability. UDP-Lite requires support at both end-points and in middleboxes. UDPTT and the zero UDP checksum method with or without an extension header require support at both end-points and in middleboxes. UDP-Lite, UDPTT, and the zero UDP checksum method and use of extension headers may additionally require changes or additions to the tunnel control protocol to negotiate support and path validation.

A.2.5. Corruption Detection Strength

The standard UDP checksum and the delta checksum can both provide some verification at the tunnel egress. This can significantly reduce the probability that a corrupted inner packet is forwarded. UDP-Lite, UDPTT and the extension header all provide some verification against corruption, but do not verify the inner packet. They only provide a strong indication that the delivered packet was intended for the tunnel egress and was correctly delimited.

The methods using a zero UDP checksum, ignoring the UDP checksum on reception and IP-and-IP encapsulation all provide no verification that a received datagram was intended to be processed by a specific tunnel egress or that the inner encapsulated packet was correct. Section 3.1 discusses experience using specific protocols in well-managed networks.

A.2.6. Comparison Summary

The comparisons above may be summarised as "there is no silver bullet that will slay all the issues". One has to select which down side(s) can best be lived with. Focusing on the existing solutions, this can be summarized as:
Regular UDP: The method defined in RFC 2460 has good middlebox traversal and load balancing and multiplexing, requiring a checksum in the outer headers covering the whole packet.

IP in IP: A low complexity encapsulation, with limited middlebox traversal, no multiplexing support, and currently poor load balancing support that could improve over time.

UDP-Lite: A medium complexity encapsulation, with good multiplexing support, limited middlebox traversal, but possible to improve over time, currently poor load balancing support that could improve over time, in most cases requiring application level negotiation to select the protocol and validation to confirm the path forwards UDP-Lite.

The delta-checksum is an optimization in the processing of UDP, as such it exhibits some of the drawbacks of using regular UDP.

The remaining proposals may be described in similar terms:

Zero-Checksum: A low complexity encapsulation, with good multiplexing support, limited middlebox traversal that could improve over time, good load balancing support, in most cases requiring application level negotiation and validation to confirm the path forwards a zero UDP checksum.

UDPTT: A medium complexity encapsulation, with good multiplexing support, limited middlebox traversal, but possible to improve over time, good load balancing support, in most cases requiring application level negotiation to select the transport and validation to confirm the path forwards UDPTT datagrams.

IPv6 Destination Option IP in IP tunneling: A medium complexity, with no multiplexing support, limited middlebox traversal, currently poor load balancing support that could improve over time, in most cases requiring negotiation to confirm the option is supported and validation to confirm the path forwards the option.

IPv6 Destination Option combined with UDP Zero-checksumming: A medium complexity encapsulation, with good multiplexing support, limited load balancing support that could improve over time, in most cases requiring negotiation to confirm the option is supported and validation to confirm the path forwards the option.

Ignore the checksum on reception: A low complexity encapsulation, with good multiplexing support, medium middlebox traversal that never can improve, good load balancing support, in most cases requiring negotiation to confirm the option is supported by the
remote endpoint and validation to confirm the path forwards a zero UDP checksum.

There is no clear single optimum solution. If the most important need is to traverse middleboxes, then the best choice is to stay with regular UDP and consider the optimizations that may be required to perform the checksumming. If one can live with limited middlebox traversal, low complexity is necessary and one does not require load balancing, then IP-in-IP tunneling is the simplest. If one wants strengthened error detection, but with currently limited middlebox traversal and load-balancing, UDP-Lite is appropriate. Zero UDP checksum addresses another set of constraints, low complexity and a need for load balancing from the current Internet, providing it can live with currently limited middlebox traversal.

Techniques for load balancing and middlebox traversal do continue to evolve. Over a long time, developments in load balancing have good potential to improve. This time horizon is long since it requires both load balancer and end-point updates to get full benefit. The challenges of middlebox traversal are also expected to change with time, as device capabilities evolve. Middleboxes are very prolific with a larger proportion of end-user ownership, and therefore may be expected to take long time cycles to evolve.

One potential advantage is that the deployment of IPv6-capable middleboxes are still in its initial phase and the quicker a new method becomes standardized, the fewer boxes will be non-compliant.

Thus, the question of whether to permit use of datagrams with a zero UDP checksum for IPv6 under reasonable constraints, is therefore best viewed as a trade-off between a number of more subjective questions:

- Is there sufficient interest in using a zero UDP checksum with the given constraints (summarised below)?
- Are there other avenues of change that will resolve the issue in a better way and sufficiently quickly?
- Do we accept the complexity cost of having one more solution in the future?

The analysis concludes that the IETF should carefully consider constraints on sanctioning the use of any new transport mode. The 6man working group of the IETF has determined that the answer to the above questions are sufficient to update IPv6 to standardise use of a zero UDP checksum for use by tunnel encapsulations for specific applications.
Each application should consider the implications of choosing an IPv6 transport that uses a zero UDP checksum. In many cases, standard methods may be more appropriate, and may simplify application design. The use of checksum off-loading may help alleviate the checksum processing cost and permit use of a checksum using method defined in RFC 2460.

Appendix B. Document Change History

{RFC EDITOR NOTE: This section must be deleted prior to publication}

Individual Draft 00 This is the first DRAFT of this document - It contains a compilation of various discussions and contributions from a variety of IETF WGs, including: mboned, tsv, 6man, lisp, and behave. This includes contributions from Magnus with text on RTP, and various updates.

Individual Draft 01

* This version corrects some typos and editorial NiTs and adds discussion of the need to negotiate and verify operation of a new mechanism (3.3.4).

Individual Draft 02

* Version -02 corrects some typos and editorial NiTs.

* Added reference to ECMP for tunnels.

* Clarifies the recommendations at the end of the document.

Working Group Draft 00

* Working Group Version -00 corrects some typos and removes much of rationale for UDPTT. It also adds some discussion of IPv6 extension header.

Working Group Draft 01

* Working Group Version -01 updates the rules and incorporates off-list feedback. This version is intended for wider review within the 6man working group.
Working Group Draft 02

* This version is the result of a major rewrite and re-ordering of the document.

* A new section comparing the results have been added.

* The constraints list has been significantly altered by removing some and rewording other constraints.

* This contains other significant language updates to clarify the intent of this draft.

Working Group Draft 03

* Editorial updates

Working Group Draft 04

* Resubmission only updating the AMT and RFC2765 references.

Working Group Draft 05

* Resubmission to correct editorial NiTs – thanks to Bill Atwood for noting these.

Group Draft 05.

Working Group Draft 06

* Resubmission to keep draft alive (spelling updated from 05).

Working Group Draft 07

* Interim Version

* Submission after IESG Feedback Added

* Updates to enable the document to become a PS Applicability Statement

Working Group Draft 08

* First Version written as a PS Applicability Statement

* Changes to reflect decision to update RFC 2460, rather than recommend decision

* Updates to requirements for middleboxes
* Inclusion of requirements for security, API, and tunnel

* Move of the rationale for the update to an Annex (former section 4)

Working Group Draft 09

* Submission after second WGLC (note mistake corrected in -09).

* Clarified role of API for supporting full checksum.

* Clarified that full checksum is required in security considerations, and therefore noting that full checksum should not be treated as an attack - consistent with remainder of document.

* Added mention that API can set a mode in transport stack - to link to similar statement in RFC 2460 update.

* Fixed typos.

Working Group Draft 10

* Submission to correct unwanted removal of text from section 5 bullets 5-7 by GF.

* Replaced section 5 text with the text from 08, and reapplied the editorial correction.

* Note to reviewers: Please compare this revision with -08 used in the IETF LC).

Working Group Draft 11

* Added REF for 5097 (Noted by S.Turner)
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1. Introduction

The Uniform Resource Identifier (URI) syntax [RFC3986] defined how a literal IPv6 address can be represented in the "host" part of a URI. A subsequent specification [RFC4007] extended the text representation of limited-scope IPv6 addresses such that a zone identifier may be concatenated to a literal address, for purposes described in that RFC. Zone identifiers are especially useful in contexts where literal addresses are typically used, for example during fault diagnosis, when it may be essential to specify which interface is used for sending to a link local address. It should be noted that zone identifiers have purely local meaning within the host where they are defined, and they are completely meaningless for any other host. Today, they are only meaningful when attached to addresses with less than global scope, but it is possible that other uses might be defined in the future.

RFC 4007 does not specify how zone identifiers are to be represented in URIs. Practical experience has shown that this feature is useful, in particular when using a web browser for debugging with link local addresses, but as it is undefined, it is not implemented consistently in URI parsers or in browsers.

Some versions of some browsers accept the RFC 4007 syntax for scoped IPv6 addresses embedded in URIs, i.e., they have been coded to interpret the "%" sign according to RFC 4007 instead of RFC 3986. Clearly this approach is very convenient for users, although it formally breaches the syntax rules of RFC 3986. The present document defines an alternative approach that respects and extends the rules of URI syntax, and IPv6 literals in general, to be consistent.

Thus, this document updates [RFC3986] by adding syntax to allow a zone identifier to be included in a literal IPv6 address within a URI.

It should be noted that in other contexts than a user interface, a zone identifier is mapped into a numeric zone index or interface number. The MIB textual convention [RFC4001] and the socket interface [RFC3493] define this as a 32 bit unsigned integer. The mapping between the human-readable zone identifier string and the numeric value is a host-specific function that varies between operating systems. The present document is concerned only with the human-readable string.

Several alternative solutions were considered while this document was developed. The Appendix briefly describes the alternatives and their advantages and disadvantages.
The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

2. Specification

According to RFC 4007, a zone identifier is attached to the textual representation of an IPv6 address by concatenating "%" followed by <zone_id>, where <zone_id> is a string identifying the zone of the address. However, RFC 4007 gives no precise definition of the character set allowed in <zone_id>. There are no rules or de facto standards for this. For example, the first Ethernet interface in a host might be called %0, %1, %en1, %eth0, or whatever the implementer happened to choose.

In a URI, a literal IPv6 address is always embedded between "[" and "]". This document specifies how a <zone_id> can be appended to the address. A <zone_id> SHOULD contain only ASCII characters classified in RFC 3986 as "unreserved", which conveniently excludes "]" in order to simplify parsing.

Unfortunately "%" is always treated as an escape character in a URI, and according to RFC 3986 it MUST therefore itself be escaped in a URI, in the form "%25". Thus, the scoped address fe80::a%en1 would appear in a URI as http://[fe80::a%25en1].

If an operating system uses any other characters in zone or interface identifiers that are not in the "unreserved" character set, they MUST be escaped with a "%" sign according to RFC 3986.

We now present the necessary formal syntax.

In RFC 3986, the IPv6 literal format is formally defined in ABNF [RFC5234] by the following rule:

\[
\text{IP-literal} = \"[\" ( \text{IPv6address} / \text{IPvFuture} ) \"]\"
\]

To provide support for a zone identifier, the existing syntax of IPv6address is retained, and a zone identifier may be added optionally to any literal address. This allows flexibility for unknown future uses. The rule quoted above from RFC 3986 is replaced by three rules:

\[
\text{IP-literal} = \"[\" ( \text{IPv6addrz} / \text{IPvFuture} ) \"]\"
\]

\[
\text{ZoneID} = 1*( \text{unreserved} / \text{pct-encoded} )
\]
IPv6addrz = IPv6address [ "%" ZoneID ]

The rules in [RFC5952] SHOULD be applied in producing URIs.

RFC 3986 states that URIs have a global scope, but that in some cases their interpretation depends on the end-user’s context. URIs including a ZoneID are to be interpreted only in the context of the host where they originate, since the ZoneID is of local significance only.

The 6man WG discussed and rejected an alternative in which the existing syntax of IPv6address would be extended by an option to add the ZoneID only for the case of link-local addresses. It was felt that the present solution offers more flexibility for future uses and is more straightforward to implement.

RFC 4007 offers guidance on how the ZoneID affects interface/address selection inside the IPv6 stack. Note that the behaviour of an IPv6 stack if passed a non-zero zone index for an address other than link-local is undefined.

3. Web Browsers

Due to the lack of a standard in this area, web browsers have been inconsistent in providing for ZoneIDs. Many have no support, but there are examples of ad hoc support. For example, older versions of Firefox allowed the use of a ZoneID preceded by an unescaped "%" character, but this was removed for consistency with RFC 3986. As another example, recent versions of Internet Explorer allow use of a ZoneID preceded by a "%" character escaped as "%25", still beyond the syntax allowed by RFC 3986. This syntax extension is in fact used internally in the Windows operating system and some of its APIs.

This document implies that all browsers should recognise a ZoneID preceded by an escaped "%". In the spirit of "be liberal with what you accept", we also recommend that URI parsers accept bare "%" signs (i.e., a "%" not followed by two valid hexadecimal characters). This makes it easy for a user to copy and paste a string such as "fe80::a%en1" from the output of a "ping" command and have it work.

4. Security Considerations

The security considerations of [RFC3986] and [RFC4007] apply. In particular, this URI format creates a specific pathway by which a deceitful zone index might be communicated, as mentioned in the final security consideration of RFC 4007. It is emphasised that the format
is intended only for debugging purposes, but of course this intention does not prevent misuse.

To limit this risk, implementations SHOULD NOT allow use of this format except for well-defined usages such as sending to link local addresses under prefix fe80::/10.

An HTTP server or proxy MUST ignore any ZoneID attached to an incoming URI, as it only has local significance at the sending host.

5. IANA Considerations

This document requests no action by IANA.

6. Acknowledgements

The lack of this format was first pointed out by Margaret Wasserman some years ago, and more recently by Kerry Lynn. A previous draft document by Martin Duerst and Bill Fenner [I-D.fenner-literal-zone] discussed this topic but was not finalised.

Valuable comments and contributions were made by Karl Auer, Carsten Bormann, Brian Haberman, Tatuya Jinmei, Tom Petch, Tomoyuki Sahara, Juergen Schoenwaelder, Dave Thaler, and Ole Troan.

Brian Carpenter was a visitor at the Computer Laboratory, Cambridge University during part of this work.

This document was produced using the xml2rfc tool [RFC2629].

7. Change log [RFC Editor: Please remove]


draft-ietf-6man-uri-zoneid-03: reverted to percent-encoded model following WGLC, 2012-09-10.

draft-ietf-6man-uri-zoneid-02: additional WG comments, 2012-07-11.

draft-ietf-6man-uri-zoneid-01: use "-" instead of %25, listed alternatives in Appendix, according to WG debate, added suggestion for browser developers, 2012-05-29.

draft-ietf-6man-uri-zoneid-00: adopted by WG, fixed syntax to allow for % encoded characters, 2012-02-17.
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Appendix A. Alternatives Considered

1. Leave the problem unsolved.
   
   This would mean that per-interface diagnostics would still have to be performed using ping or ping6:
   
   ping fe80::a%en1
   
   Advantage: works today.
   
   Disadvantage: less convenient than using a browser.

2. Simply using the percent character.
   
   http://[fe80::a%en1]
   
   Advantage: allows use of browser, allows cut and paste.
   
   Disadvantage: invalid syntax under RFC 3986; not acceptable to URI community.

3. Escaping the escape character as allowed by RFC 3986:
   
   http://[fe80::a%25en1]
   
   Advantage: allows use of browser, consistent with general URI syntax.
   
   Disadvantage: somewhat ugly and confusing, doesn’t allow simple cut and paste.

4. Alternative separator
   
   http://[fe80::a-en1]
   
   Advantage: allows use of browser, simple syntax
   
   Disadvantage: Requires all IPv6 address literal parsers and generators to be updated in order to allow simple cut and paste;
inconsistent with existing tools and practice.

Note: the initial proposal for this choice was to use an underscore as the separator, but it was noted that this becomes effectively invisible when a user interface automatically underlines URLs.

5. With the "IPvFuture" syntax left open in RFC 3986:

http://[v6.fe80::a_en1]

Advantage: allows use of browser.

Disadvantage: ugly and redundant, doesn’t allow simple cut and paste.
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1. Introduction

The Uniform Resource Identifier (URI) syntax [RFC3986] defined how a literal IPv6 address can be represented in the "host" part of a URI. A subsequent specification [RFC4007] extended the text representation of limited-scope IPv6 addresses such that a zone identifier may be concatenated to a literal address, for purposes described in that RFC. Zone identifiers are especially useful in contexts where literal addresses are typically used, for example during fault diagnosis, when it may be essential to specify which interface is used for sending to a link local address. It should be noted that zone identifiers have purely local meaning within the node where they are defined, often being the same as IPv6 interface names. They are completely meaningless for any other node. Today, they are only meaningful when attached to addresses with less than global scope, but it is possible that other uses might be defined in the future.

RFC 4007 does not specify how zone identifiers are to be represented in URIs. Practical experience has shown that this feature is useful, in particular when using a web browser for debugging with link local addresses, but as it is undefined, it is not implemented consistently in URI parsers or in browsers.

Some versions of some browsers accept the RFC 4007 syntax for scoped IPv6 addresses embedded in URIs, i.e., they have been coded to interpret the "%" sign according to RFC 4007 instead of RFC 3986. Clearly this approach is very convenient for users, although it formally breaches the syntax rules of RFC 3986. The present document defines an alternative approach that respects and extends the rules of URI syntax, and IPv6 literals in general, to be consistent.

Thus, this document updates [RFC3986] by adding syntax to allow a zone identifier to be included in a literal IPv6 address within a URI.

It should be noted that in other contexts than a user interface, a zone identifier is mapped into a numeric zone index or interface number. The MIB textual convention InetZoneIndex [RFC4001] and the socket interface [RFC3493] define this as a 32 bit unsigned integer. The mapping between the human-readable zone identifier string and the numeric value is a host-specific function that varies between operating systems. The present document is concerned only with the human-readable string.

Several alternative solutions were considered while this document was developed. The Appendix briefly describes the various options and their advantages and disadvantages.
The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

2. Specification

According to RFC 4007, a zone identifier is attached to the textual representation of an IPv6 address by concatenating "%" followed by <zone_id>, where <zone_id> is a string identifying the zone of the address. However, RFC 4007 gives no precise definition of the character set allowed in <zone_id>. There are no rules or de facto standards for this. For example, the first Ethernet interface in a host might be called %0, %1, %en1, %eth0, or whatever the implementer happened to choose.

In a URI, a literal IPv6 address is always embedded between "[" and "]". This document specifies how a <zone_id> can be appended to the address. Unfortunately "%" is always treated as an escape character in a URI, and according to RFC 3986 it MUST therefore itself be percent-encoded in a URI, in the form "%25". Thus, the scoped address fe80::a%en1 would appear in a URI as http://[fe80::a%25en1].

A <zone_id> SHOULD contain only ASCII characters classified in RFC 3986 as "unreserved". This excludes characters such as "]" or even "%" which would complicate parsing. However, the syntax below does allow such characters to be percent-encoded, for compatibility with existing devices that use them.

If an operating system uses any other characters in zone or interface identifiers that are not in the "unreserved" character set, they MUST be escaped with a "%" sign according to RFC 3986.

We now present the necessary formal syntax.

In RFC 3986, the IPv6 literal format is formally defined in ABNF [RFC5234] by the following rule:

\[
\text{IP-literal} = \"[\ ( \text{IPv6address} / \text{IPvFuture} \ ) \\"]\$
\]

To provide support for a zone identifier, the existing syntax of IPv6address is retained, and a zone identifier may be added optionally to any literal address. This allows flexibility for unknown future uses. The rule quoted above from RFC 3986 is replaced by three rules:
IP-literal = "{" ( IPv6address / IPv6addrz / IPvFuture ) "}"

ZoneID = 1*( unreserved / pct-encoded )

IPv6addrz = IPv6address "%25" ZoneID

This syntax fills the gap that is described at the end of Section 11.7 of RFC 4007.

The rules in [RFC5952] SHOULD be applied in producing URIs.

RFC 3986 states that URIs have a global scope, but that in some cases their interpretation depends on the end-user’s context. URIs including a ZoneID are to be interpreted only in the context of the host where they originate, since the ZoneID is of local significance only.

RFC 4007 offers guidance on how the ZoneID affects interface/address selection inside the IPv6 stack. Note that the behaviour of an IPv6 stack if passed a non-null zone index for an address other than link-local is undefined.

3. Web Browsers

This section discusses how web browsers might handle this syntax extension. Unfortunately there is no formal distinction between the syntax allowed in a browser’s input dialogue box and the syntax allowed in URIs. For this reason, no normative statements are made in this section.

Due to the lack of defined syntax, web browsers have been inconsistent in providing for ZoneIDs. Many have no support, but there are examples of ad hoc support. For example, some versions of Firefox allowed the use of a ZoneID preceded by an unescaped "%" character, but this was removed for consistency with RFC 3986. As another example, some versions of Internet Explorer allow use of a ZoneID preceded by a "%" character escaped as "%25", still beyond the syntax allowed by RFC 3986. This syntax extension is in fact used internally in the Windows operating system and some of its APIs.

It is desirable for all browsers to recognise a ZoneID preceded by an escaped "%". In the spirit of "be liberal with what you accept", we also suggest that URI parsers accept bare "%" signs when possible (i.e., a "%" not followed by two valid and meaningful hexadecimal characters). This would make it possible for a user to copy and paste a string such as "fe80::a%en1" from the output of a "ping" command and have it work. On the other hand, "%e1" would need to be
manually escaped as "fe80::a%25ee1" to avoid any risk of misinterpretation.

Such bare "%" signs are for user interface convenience, and need to be turned into properly escaped characters (where "%25" encodes "%") before the URI is used in any protocol or HTML document. However, URIs including a ZoneID have no meaning outside the originating node. It would therefore be highly desirable for a browser to remove the ZoneID from a URI before including that URI in an HTTP request.

The normal diagnostic usage for the ZoneID syntax will cause it to be entered in the browser’s input dialogue box. Thus, URIs including a ZoneID are unlikely to be encountered in HTML documents. However, if they do (for example, in a diagnostic script coded in HTML) it would be appropriate to treat them exactly as above.

4. Security Considerations

The security considerations of [RFC3986] and [RFC4007] apply. In particular, this URI format creates a specific pathway by which a deceitful zone index might be communicated, as mentioned in the final security consideration of RFC 4007. It is emphasised that the format is intended only for debugging purposes, but of course this intention does not prevent misuse.

To limit this risk, implementations MUST NOT allow use of this format except for well-defined usages such as sending to link local addresses under prefix fe80::/10. At the time of writing, this is the only well-defined usage known.

An HTTP client, proxy or other intermediary MUST remove any ZoneID attached to an outgoing URI, as it only has local significance at the sending host.

5. IANA Considerations

This document requests no action by IANA.

6. Acknowledgements
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Brian Carpenter was a visitor at the Computer Laboratory, Cambridge University during part of this work.

This document was produced using the xml2rfc tool [RFC2629].
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draft-ietf-6man-uri-zoneid-02: additional WG comments, 2012-07-11.

draft-ietf-6man-uri-zoneid-01: use "-" instead of %25, listed alternatives in Appendix, according to WG debate, added suggestion for browser developers, 2012-05-29.

draft-ietf-6man-uri-zoneid-00: adopted by WG, fixed syntax to allow for % encoded characters, 2012-02-17.
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Appendix A. Options Considered

The syntax defined above allows a ZoneID to be added to any IPv6 address. The 6man WG discussed and rejected an alternative in which the existing syntax of IPv6 address would be extended by an option to add the ZoneID only for the case of link-local addresses. It was felt that the present solution offers more flexibility for future uses and is more straightforward to implement.

The various syntax options considered are now briefly described.
1. Leave the problem unsolved.
   This would mean that per-interface diagnostics would still have to be performed using ping or ping6:
   
   ping fe80::a%en1
   
   Advantage: works today.
   
   Disadvantage: less convenient than using a browser.

2. Simply using the percent character.
   
   http://[fe80::a%en1]
   
   Advantage: allows use of browser, allows cut and paste.
   
   Disadvantage: invalid syntax under RFC 3986; not acceptable to URI community.

3. Escaping the escape character as allowed by RFC 3986:
   
   http://[fe80::a%25en1]
   
   Advantage: allows use of browser, consistent with general URI syntax.
   
   Disadvantage: somewhat ugly and confusing, doesn’t allow simple cut and paste.
   
   This is the option chosen for standardization.

4. Alternative separator
   
   http://[fe80::a-en1]
   
   Advantage: allows use of browser, simple syntax
   
   Disadvantage: Requires all IPv6 address literal parsers and generators to be updated in order to allow simple cut and paste; inconsistent with existing tools and practice.
   
   Note: the initial proposal for this choice was to use an underscore as the separator, but it was noted that this becomes effectively invisible when a user interface automatically underlines URLs.
5. With the "IPvFuture" syntax left open in RFC 3986:

http://[v6.fe80::a_en1]

Advantage: allows use of browser.

Disadvantage: ugly and redundant, doesn’t allow simple cut and paste.
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Abstract
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1. Introduction

This document describes a new option that extends ND with a PD mechanism. Using this mechanism, a requesting router can ask for a global IPv6 prefix to a delegating router even if any DHCPv6 Server (or Relay) is present on the link.

The goal of the ND_PD mechanism described in this document is the same as the DHCPv6 Prefix Delegation mechanism (DHCPv6_PD) described in [DHCPV6_PD]. Therefore, the ND_PD mechanism can be seen as a substitute of the DHCPv6_PD mechanism that can be used on links lacking in DHCPv6 Servers (or Relays). Indeed, there exists a various number of situations where the DHCPv6 services may not be enabled on a link. In the context of vehicular networks for instance, a vehicle (called Leaf Vehicle (LV)) may access the Internet through another vehicle (called Internet Vehicle (IV)) that shares its Internet connexion. In order to provide Internet access to the nodes present in the LV, the latter needs a global IPv6 prefix. If the IV does not provide DHCPv6 services, the LV will not be able to get a global IPv6 prefix. In this kind of situations, the LV can still ask for a prefix using the ND_PD mechanism. Indeed, as the ND protocol is present on each IPv6 capable node (which is not the case for DHCPv6), providing ND with a PD extension ensures that any IPv6 router is able to request for a prefix in any situation. Moreover, as the proposed ND_PD mechanism relies only on the exchange of two messages (compared with DHCPv6_PD that needs the exchange of 4 messages), it can be more suitable in the case of highly mobile networks (e.g. vehicular networks).
2. Terminology

This document uses the terminology defined in [DHCPV6_PD], [NEIGHDISC], and [SLAAC]. Also the following additional terms are used:

- **Requesting router**: A router that is asking for prefixes to be delegated.
- **Delegating router**: A router that provides prefixes to requesting routers.
- **Prefix Collection**: A logical structure that stores a list of Prefix Informations. A Prefix Collection is identified by its unique identifier, namely PC_ID.
- **Prefix Information**: A logical structure that stores all informations related to a prefix. A Prefix Information is always associated with a Prefix Collection.
3. Requirements

The keywords MUST, MUST NOT, REQUIRED, SHALL, SHALL NOT, SHOULD, SHOULD NOT, RECOMMENDED, MAY, and OPTIONAL, when they appear in this document, are to be interpreted as described in [KEYWORDS].
4. Related works

A few drafts about providing a PD mechanism to the ND protocol have already been proposed in the past.

In [DRAFT_LUTCHANSKY] the author proposes to add a PD option to the Router Solicitation (RS) and Router Advertisement (RA) messages generated by routers. A router that needs a global prefix can ask for one by including a PD option in a RS message. Then, a router that owns prefixes for delegation replies to the request with a RA that includes a PD option. The main advantage of this proposal is that it is very simple and does not require any additional message to work. However, it lacks of completeness: the handling as well as the renewing and releasing of the delegated prefixes are not taken into consideration.

In [DRAFT_HABERMAN] a more complete PD mechanism for ND protocol is proposed. The mechanism is based on two new ICMP messages: the Prefix Request and the Prefix Delegation. The former is used by a requesting router to ask for a prefix. Conversely, the latter is used by a delegating router to reply to the request. The proposal also includes the possibility for a requesting router to renew a delegated prefix that has not expired yet and to return a delegated prefix that is no longer required.

The proposed ND_PD mechanism that is described in this document is close to the one described in [DRAFT_HABERMAN]. However, our mechanism relies on the creation of new RS/RA options rather than the creation of new ICMP messages. Also, the ND_PD service provided by a router is advertised in the header of its RA. This information enable requesting routers to be aware of the presence of routers that provide the ND_PD service on link without asking for it by, for instance, sending a RS on the all-routers link-local multicast address.
5. Protocol overview

The ND_PD mechanism presented in this document defines a new option for the RS and the RA messages. Using this option, routers on a same link can request and/or delegate prefixes to other routers even if any DHCPv6_PD Server/Relay is present on the link.

The Prefix Delegation option proposed in this document adds the following functionalities to the Neighbor Discovery protocol:

- Request of prefixes
- Delegation of prefixes
- Renew of already delegated prefixes
- Release of delegated prefixes

These functionalities are described in more details in Section 6.

5.1. Example use case

In Figure 1 a vehicular scenario is shown. The figure depicts two vehicles: a Leaf Vehicle (LV) and an Internet Vehicle (IV). Both of them embed several Local Fixed Nodes (LFN), like sensors for example, and a Mobile Router (MR) that acts as a gateway between the network inside the vehicle (made of LFNs) and the outdoor. The main difference between the LV and the IV is the number of interfaces present in the MR and its capacity to connect to an infrastructure network. In this figure, the MR-IV has two egress interfaces: one connected to the infrastructure (E2) using a long range technology (e.g. 3G or LTE) and the other one connected to the LV (E1) in ad-hoc using a short range technology (e.g. wifi). Let us assume that a DHCPv6 server exists in the infrastructure. Therefore, using DHCPv6_PD the MR-IV can obtain a global prefix to announce on its ingress interface (I1) to configure its LFNs. In order to enable the LFNs of the LV to access the Internet, the LV also needs a global prefix to assign on its ingress interface I1. As the IV is neither a DHCPv6 Server nor a DHCPv6 Relay, the LV can still ask for a prefix to the IV using the ND_PD mechanism. If the IV has a pool of prefixes to assign, it will delegate a prefix to the LV. Otherwise, the IV can ask the DHCPv6 Server in the infrastructure for an additional prefix that it will delegate to the LV.
Figure 1: A vehicular scenario
6. Format of the Prefix Delegation option

This section details the format of the option used in the ND_PD mechanism. This option is only valid if included in RS or RA messages and MUST NOT be included in NS, NA, or Redirect messages.

The Prefix Delegation option is used to manage everything related to delegated prefixes. The following operations are considered:

REQ: Request operation. A requesting router asks for a prefix to a delegating router.

REP: Reply operation. A delegating router replies to a requesting router. Depending on the type of request, a reply message acts as a delegating message that contains the delegated prefix (i.e. in response of a REQ, REN, or REB message) or as an acknowledgment message that contains the prefix that has been successfully released (i.e. in response of a REL message).

REN: Renew operation. A requesting router asks the delegating router that provided it the prefix to extend its lifetime.

REB: Rebind operation. A requesting router asks any delegating router present on the link to extend the lifetime of its delegated prefix.

REL: Release operation. A requesting router that does not use anymore a delegated prefix informs the delegating router that provided it the prefix its intention of releasing it.

The Prefix Delegation option is composed of a Prefix Delegation header followed by a list of Prefix Collection structures. The format of the Prefix Delegation header is as follows:

```
+---------------+---------------+---------------+---------------+
|     Type      |    Length     |  Transac. ID  |   Msg. Type   |
+---------------+---------------+---------------+---------------+
|                           Reserved                            |
+---------------+---------------+---------------+---------------+
|                           List of PC                          |
|            ...                                          |
+---------------+---------------+---------------+---------------+
```

Type: Value that describes the Prefix Delegation option (TBD: IANA).

Length: Size of the option in blocks of 64 bits (according to [NEIGHDISC]) including the fields "Type" and "Length".

Transac. ID: Identifier of the current messages exchange between the requesting router and the delegating router.

Msg. Type: Describes the type of operation related to the message (REQ, REP, REN, REB, or REL).

Reserved: Unused field. MUST be set to 0 by sender and ignored by recipient.

List of PC: A list of Prefix Collection structures.

6.1. Format of the Prefix Collection structure

A Prefix Collection is a structure that holds a list of prefixes. It is composed of a Prefix Collection header followed by a list of Prefix Information structures. It can be seen as the equivalent of an IA_PD option in DHCPv6_PD. The format of the Prefix Collection header is as follows:

```
0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|    Length     |  Status Code  |           Reserved            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                             PC_ID                             |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                          Renew Time                           |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                          Rebind Time                          |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
.                          List of PI                           .
.                              ...                              .
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
Length: The length in blocks of 64 bits of the Prefix Collection including the Prefix Collection header and all the Prefix Informations associated with it.
Status Code: An unsigned integer value that gives informations about the success or failure of an operation along with other additional informations. When processing RS messages, this value MUST be set to FULL_SUCCESS by the sender and ignored by the recipient. More details are presented in Section 10.

Reserved: Unused field. MUST be set to 0 by sender and ignored by recipient.

PC_ID: An unique identifier of the Prefix Collection. The PC_ID MUST be unique among all PC_ID known by the requesting router.

Renew Time: Time length in seconds (relative to the time the packet is sent) before which the requesting router should contact the delegating router from which the Prefix Collection has been received to extend the lifetime of all the prefixes associated with this Prefix Collection.

Rebind Time: Time length in seconds (relative to the time the packet is sent) before which the requesting router should contact any delegating router that is present on the link to extend the lifetime of all the prefixes associated with the Prefix Collection.

List of PI: A list of Prefix Information structures.

6.2. Format of the Prefix Information structure

A Prefix Information is a structure that holds all informations related to a prefix. A Prefix Information can be seen as the equivalent of an IA_PD Prefix option in DHCPv6_PD. The format of the Prefix Information is as follow:
<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix length</td>
<td>The length of the prefix.</td>
</tr>
<tr>
<td>Reserved</td>
<td>Unused field. MUST be set to 0 by sender and ignored by recipient.</td>
</tr>
<tr>
<td>Preferred Lifetime</td>
<td>Time length in seconds (relative to the time the packet is sent) during which addresses generated from this prefix remain preferred (see [SLAAC]). A value of all one bits represents infinity.</td>
</tr>
<tr>
<td>Valid Lifetime</td>
<td>Time length in seconds (relative to the time the packet is sent) during which the prefix is valid and can be used by nodes for auto configuration (see [SLAAC]). A value of all one bits represents infinity.</td>
</tr>
<tr>
<td>Prefix</td>
<td>The IPv6 delegated prefix. All bits in the prefix positionned after the prefix length MUST be set to 0.</td>
</tr>
</tbody>
</table>
7. Prefix Delegation packets format

7.1. Requesting prefixes

The request for prefixes is done using the REQ operation. Thus, the "Msg. Type" field in the Prefix Delegation option of the RS message MUST be set to REQ.

When requesting prefixes a requesting router MUST add for each requested prefix a Prefix Information in the Prefix Delegation option of the RS message. For example, if a router requests three prefixes, three Prefix Information MUST be included in the RS message. The requested prefixes MUST also be associated to a Prefix Collection. The number of Prefix Information associated to a Prefix Collection is left to the choice of the requesting router. However a Prefix Information MUST be associated with only one Prefix Collection. The format of the RS message is as follows:

```
+----+--------+------+------+-----+------+------+----+
| RS | PD opt.| PC 1 | PI 1 | ... | PI x | PC x | ... |
+----+--------+------+------+-----+------+------+----+
```

The fields "Renew Time" and "Rebind Time" in the Prefix Collection header and all the fields in the Prefix Information MAY be set to values that the requesting router prefers. If the requesting router has no preference, these fields MUST be set to 0. Also notice that the PC_ID value in the Prefix Collection header is left to the choice of the requesting router, following the rule that a PC_ID MUST be unique among all PC_ID known by the requesting router.

7.2. Delegating prefixes

The delegation of prefixes is done using the REP operation. Thus, the "Msg. Type" field in the Prefix Delegation option of the RA message MUST be set to REP.

Upon reception of a RS message, a delegating router replies with a RA message that includes all delegated prefixes. If, for some reasons, the request (or part of the request) cannot be fulfilled, the delegating router replies with only the Prefix Collection header and the associated Status Code. The format of the RA message is as follows:

```
7.3. Renewing/rebinding prefixes

The renew or rebind of prefixes is done using the REN or REB operation respectively. Thus, the "Msg. Type" field in the Prefix Delegation option of the RS message MUST be set to REN or REB.

When the Renew Time of a Prefix Collection expires, a requesting router SHOULD renew the Prefix Collection in order to continue using the associated delegated prefixes. To this end, the requesting router MUST send a RS message to the delegating router that delegated it the Prefix Collection. The RS message MUST contain all Prefix Collections (including all the Prefix Informations associated to them) that need to be renewed. The format of the RS message is the same as the one presented in Section 7.1.

When the Rebind Time of a Prefix Collection expires, the behaviour of the requesting router is the same as in the renew case. The only difference is that the RS message MUST be sent to all routers present in the link.

The behaviour of a delegating router that receives a Renew or Rebind request is as follows:

1. The delegating router can identify a Prefix Collection (using its PC_ID): it updates the Renew and Rebind Times of the Prefix Collection and the Preferred and Valid Lifetimes of all the prefixes associated with this Prefix Collection and adds in its RA message ("Msg. Type" = REP) the Prefix Collection (including all the Prefix Information associated with it).

2. The delegating router cannot identify a Prefix Collection: it adds in the RA message only the Prefix Collection header with an appropriate Status Code.

The format of the RA message is the same as the one presented in Section 7.2.
7.4. Releasing prefixes

The release of prefixes is done using the REL operation. Thus, the "Msg. Type" field in the Prefix Delegation option of the RS message MUST be set to REL.

When a requesting router does not use anymore a prefix, it SHOULD release it. To this end, the requesting router SHOULD send a RS message to the delegating router that delegated it the prefix. The RS message MUST include the Prefix Collection header to which the releasing prefix is associated with and MUST only include the Prefix Informations related to the prefixes that should be released. For example, if a requesting router has a Prefix Collection with four prefixes associated with it and it wants to release one of the four, only the Prefix Information of this prefix MUST be added in the RS message. The format of the RS message is the same as the one presented in Section 7.1.

When a delegating router receives a request for releasing prefixes, it replies with a RA message ("Msg. type" = REP) that includes either only the Prefix Collection header and an appropriate Status Code if an error occurred and the release cannot be fulfilled, or the Prefix Collection header and the Prefix Informations associated with it that have been successfully released. Thus, this reply acts as an acknowledgment of the prefixes that have been successfully released. The format of the RA message is the same as the one presented in Section 7.2.
8. Advertisement of the ND_PD service

Each router that runs the ND_PD mechanism as described in this document MUST advertise the nodes about this service. To this end the new D flag ("prefix Delegation" flag) is added in the header of the RA messages (according to [RAFLAGS] and [IANAWEB] the flag space could be allocated at position 6). If set, this flag indicates that the router that originated the RA message provides the ND_PD service. Figure 2 shows the modified header of the RA messages that includes this new flag.

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
|     Type      |     Code      |           Checksum            |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
| Cur Hop Limit |M|O|H|Prf|P|D|r|        Router Lifetime        |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
|                        Reachable Time                         |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
|                         Retrans Timer                         |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
|    Options...                                                 |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-
```

Figure 2: Header of a RA message

M: Managed Address Configuration Flag [NEIGHDISC]

O: Other Configuration Flag [NEIGHDISC]

H: Mobile IPv6 Home Agent Flag [MIPV6]

Prf: Router Selection Preferences [DRPREF]

P: Neighbor Discovery Proxy Flag [NDPROXY]

D: The prefix Delegation flag that indicates the ND_PD service provided by the originating router.

r: Reserved.

Please refer to section 4.2 of [NEIGHDISC] for more details about the other fields.
9. Local operations on requesting and delegating routers

Upon reception of a RS or a RA message, requesting and delegating routers MUST first check the validity of the message as described in section 6.1. "Message Validation" of [NEIGHDISC]. The processing of the message itself along with any option other than the Prefix Delegation option described in this document is out of the scope of this document.

9.1. Delegating router behaviour

Upon reception of a REQ message, the delegating router checks the possibility to delegate the requested prefixes to the client. If there are prefixes that are available in the pool to satisfy the whole or part of the request, the delegating router MUST add in its routing table one entry for each delegated prefix via the link-local address of the requesting router, and MUST reply with a REP message that includes all the delegated prefixes and MUST set the status code of the message to either FULL_SUCCESS (if all requested prefixes are delegated) or PARTIAL_SUCCESS (if only part of the requested prefixes are delegated). All the prefixes that have been delegated MUST NOT be delegated again before being released either by a REL message coming from the requesting router or by reaching the valid lifetime associated to the prefix. If the request cannot be satisfied, the delegating router MUST reply with a REP message that includes no prefix and MUST set the status code to NO_PREF_AVAIL.

Upon reception of a REN message, the delegating router checks the possibility to renew each prefix present in the message. For each prefix that can be renewed, the delegating router MUST update the corresponding entry in its routing table. A REP message MUST then be replied with either the FULL_SUCCESS or the PARTIAL_SUCCESS status code depending on the number of prefixes that have been successfully renewed. If none of the prefixes can be renewed, the delegating router MUST remove all corresponding entries in its routing table and MUST reply with a REP message whose status code is set to NO_PREF_AVAIL.

Upon reception of a REB message, the delegating router checks the possibility to rebind each prefix included in the message. For each successfully rebound prefix, the delegating router MUST update its routing table by adding one entry for each delegated prefix via the link-local address of the requesting router. A REP message MUST then be replied with either the FULL_SUCCESS or the PARTIAL_SUCCESS status code depending on the number of prefixes that have been successfully rebinded. If none of the prefixes can be rebinded, the delegating router MUST reply with a REP message with a status code set to NO_PREF_AVAIL.
Upon reception of a REL message, the delegating router checks the possibility to release each prefix included in the REL message. For each successfully released prefix, the delegating router MUST update its routing table by removing the corresponding entries. A REP message that includes all successfully released prefixes as well as the corresponding FULL_SUCCESS or PARTIAL_SUCCESS status code MUST be replied. If, for any reason, none of the prefixes can be released, the delegating router MUST reply with a REP message that do not include any prefix and with the NO_PREF_AVAIL status code.

When the Valid Lifetime of a delegated prefix has been reached, the delegating router MUST update its routing table by removing the corresponding entry. The expired prefix is then available for future delegation.

9.2. Requesting router behaviour

Upon reception of a REP message that includes delegated prefixes (i.e., in response of a REQ, REN or REB message), the requesting router is free of advertising the prefixes included in the REP message on any of its interfaces except the one from which the REP message was received. For each prefix that is advertised on an interface, the requesting router MUST add (or update if the entry already exists) an entry for the prefix through the interface where it is advertised.

If a REP message is received in response of a REL message, the requesting router MUST stop advertising any prefix that is included in the REP message. The requesting router MUST also update its routing table by removing each entry that matches the prefixes included in the REP message.

If the Valid Lifetime of a delegated prefix is reached, the requesting router MUST stop advertising the expired prefix and MUST update its routing table by removing the corresponding entry.
10. Status codes

Status codes are present in the Prefix Collection headers. They are used to give additional information to a requesting router about the result of its request. Therefore, all Prefix Collections included in a REP message MUST include a Status code related to their current status. On the contrary, the Status code has no utility when sending requesting messages (REQ, REN, REB and REL messages). Thus, the Status code of a Prefix Collection MUST be set to FULL_SUCCESS (default value) by the requesting router and ignored by the recipient. The following Status codes are supported:

- **FULL_SUCCESS**: Indicates that the request has been successfully processed: the requested operation (REQ, REN, REB or REL) has been successful on all prefixes listed in the Prefix Collection.

- **PARTIAL_SUCCESS**: Informs that only part of the request has been successfully processed: the requested operation has been successful only on part of the prefixes listed in the requested Prefix Collection. Thus, the replied Prefix Collection includes only the successful prefixes.

- **NO_PREF_AVAIL**: Informs that no prefixes are available for delegation.
11. Security Considerations

TBD
12. IANA Considerations

IANA is kindly requested by the authors to allocate the following values:

- Prefix Delegation option type, which should be added to the Neighbor Discovery option type space defined in section 13 of [NEIGHDISC]

- Prefix Delegation Message Type:
  * REQ
  * REP
  * REN
  * REB
  * REL

- Status Codes:
  * FULL_SUCCESS
  * PARTIAL_SUCCESS
  * NO_PREF_AVAIL

- Space allocation for the D flag in the header of RA messages.
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Corresponding Auto Names for IPv6 Addresses
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Abstract

This document discusses notion and actual mechanisms of "Corresponding Auto Names" for IPv6 Addresses. With this mechanism, all IPv6 addresses (even if they are link-local scoped addresses) can obtain their own Names, and it will be able to use Names anywhere instead of IPv6 Addresses.

IPv6 address is too long and complicated to remember, and it is very nuisance to type a literal IPv6 address manually as an argument of applications. Also, it is very difficult for human beings to tell which IPv6 address is set to which actual IPv6 node. In this sense, literal IPv6 address information can be called meaningless information for human beings.

In order to solve above problems and to provide annotated meaningful information to IPv6 addresses, mechanisms called Corresponding Auto Names for IPv6 addresses is introduced. They will become human friendly information. By applying a simple naming rule to the Auto Names (e.g., use the same Auto Name Suffix for IPv6 addresses that are set to the same interface (node)), this will contribute to help people to understand which IPv6 address / Name indicates which actual IPv6 node and provide meaningful information.

Status of this Memo

This Internet-Draft is submitted to IETF in full conformance with the provisions of BCP 78 and BCP 79.

Internet-Drafts are working documents of the Internet Engineering Task Force (IETF), its areas, and its working groups. Note that other groups may also distribute working documents as Internet-Drafts.

Internet-Drafts are draft documents valid for a maximum of six months and may be updated, replaced, or obsoleted by other documents at any time. It is inappropriate to use Internet-Drafts as reference material or to cite them other than as "work in progress."
The list of current Internet-Drafts can be accessed at http://www.ietf.org/ietf/1id-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at http://www.ietf.org/shadow.html.

This Internet-Draft will expire on April 2013.

Copyright Notice

Copyright (c) 2011 IETF Trust and the persons identified as the document authors. All rights reserved.

This document is subject to BCP 78 and the IETF Trust’s Legal Provisions Relating to IETF Documents (http://trustee.ietf.org/license-info) in effect on the date of publication of this document. Please review these documents carefully, as they describe your rights and restrictions with respect to this document.

Table of Contents

1. Introduction ......................................................... 3
2. Goals (What can be achieved) ....................................... 4
   2.1. Assumed typical IPv6 communication environment: ............ 4
   2.2. Auto Names examples ........................................... 4
   2.3. Auto Name Suffix for Grouped Addresses ....................... 5
   2.4. Contribution in Regular Resolving (Name -> Address) ........ 6
   2.5. Contribution in Reverse Resolving (Address -> Name) ....... 6
3. Deployed Notions and Functions that are used in Auto Names ........ 8
   3.1. Stateless Name ................................................... 8
   3.2. Scoped Name .................................................... 9
   3.3. Target IPv6 Addresses .......................................... 10
4. Design of Auto Names ................................................ 11
   4.1. Conceptual Design on Naming Rules ............................ 11
   4.1.1. <P> Value: .................................................. 11
   4.1.2. <I> Value: .................................................. 12
   4.1.3. <NGI> Value: ................................................ 12
   4.2. Address Type Distinction ....................................... 13
   4.2.1. EUI64-based Address Identification ........................ 13
   4.2.2. "Zero Contain Rate" and Manual or Automatic Distinction .. 13
5. Name Services ......................................................... 15
6. Security Considerations ............................................. 15
7. IANA Considerations ................................................ 15
1. Introduction

This document discusses notion and actual mechanisms of "Corresponding Auto Names" for IPv6 Addresses.

IPv6 address is too long and complicated to remember. For human being, values of EUI64-based or temporary addresses should be felt that they are random number series. So, it is very nuisance to type a literal IPv6 address manually as an argument of applications.

Furthermore, it is very normal and popular cases to set multiple IPv6 addresses to one node. One IPv6 node owns more than two IPv6 addresses (typically: one is link-local scoped address, the other is global scoped address) at least. Some IPv6 addresses (such as link-local scoped stateless auto-configuration addresses and temporary addresses) may become users’ conscious-less address, because they are automatically set to the IPv6 node.

It is too difficult for human beings to tell which IPv6 address is set to which IPv6 node. In other words, when an IPv6 address is shown to a person, he almost can not tell that the shown IPv6 address indicates which IPv6 node. In this sense, literal IPv6 address information can be called useless or meaningless information for human beings.

Moreover, when more than two literal IPv6 addresses are shown to human beings, it is almost impossible to distinguish them whether they are same or not at a glance.

So, there are strong desires to use Name information (that is human friendly) instead of literal IPv6 Address information and to use meaningful and distinguishable information that can easily show which IPv6 address / Name indicates which actual IPv6 node.

The Corresponding Auto Names for IPv6 Addresses is introduced to solve above problems and to satisfy the above desires.
2. Goals (What can be achieved)

In this section, goals of the mechanisms of the Corresponding Auto Names for IPv6 Addresses and what can be achieved are shown by using examples.

2.1. Assumed typical IPv6 communication environment:

Two IPv6 nodes (Node A and Node B) are located on the same link. Their IPv6 Addresses are shown below.

**Node A:**  
**Literal Address**  
---
**MAC Address:** 00:0d:5e:b8:80:7b  
---
**LL-Address:** fe80::20d:5eff:feb8:807b%fxp0  
**ULA:** fd01:2345:6789::20d:5eff:feb8:807b  
fd01:2345:6789::1234  
**Global Addr:** 2001:db8::20d:5eff:feb8:807b  
2001:db8::1234

**Node B:**  
**Literal Address**  
---
**MAC Address:** 00:0c:76:d9:14:e3  
---
**LL-Address:** fe80::20c:76ff:fed9:14e3%em0  
---
**ULA:** fd01:2345:6789::20c:76ff:fed9:14e3  
fd01:2345:6789::5678  
**Global Addr:** 2001:db8::20c:76ff:fed9:14e3  
2001:db8::5678

They own altogether 5 IPv6 addresses respectively;  
- One Link-Local scoped Address  
- Two Unique Local Addresses (SLLAC and manual set address)  
- Two Global scoped Addresses (SLLAC and manual set address)  
They communicate each other.

2.2. Auto Names examples

For all addresses, respective Corresponding Auto Names are prepared and registered to a some name resolving service DB (typically the DNS is used for this) automatically by the mechanism that detects these addresses (that is explained after in this document). Prepared Auto Names are shown below.
<table>
<thead>
<tr>
<th>Node A: Literal Address</th>
<th>Auto Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC Address: 00:0d:5e:b8:80:7b</td>
<td></td>
</tr>
<tr>
<td>LL-Address: fe80::20d:5eff:feb8:807b%fpx0</td>
<td>L0-7bz%fpx0</td>
</tr>
<tr>
<td>ULA:</td>
<td></td>
</tr>
<tr>
<td>fd01:2345:6789::20d:5eff:feb8:807b</td>
<td>U0-7bz</td>
</tr>
<tr>
<td>fd01:2345:6789::1234</td>
<td>U1-7bz</td>
</tr>
<tr>
<td>Global Addr: 2001:DB8::20d:5eff:feb8:807b</td>
<td>G0-7bz</td>
</tr>
<tr>
<td>2001:DB8::1234</td>
<td>G1-7bz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Node B: Literal Address</th>
<th>Auto Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAC Address: 00:0c:76:d9:14:e3</td>
<td></td>
</tr>
<tr>
<td>LL-Address: fe80::20c:76ff:fed9:14e3%em0</td>
<td>L0-3ez%em0</td>
</tr>
<tr>
<td>ULA:</td>
<td></td>
</tr>
<tr>
<td>fd01:2345:6789::20c:76ff:fed9:14e3</td>
<td>U0-3ez</td>
</tr>
<tr>
<td>fd01:2345:6789::5678</td>
<td>U1-3ez</td>
</tr>
<tr>
<td>Global Addr: 2001:DB8::20c:76ff:fed9:14e3</td>
<td>G0-3ez</td>
</tr>
<tr>
<td>2001:DB8::5678</td>
<td>G1-3ez</td>
</tr>
</tbody>
</table>

2.3. Auto Name Suffix for Grouped Addresses

In order to make Auto Names meaningful, IPv6 addresses are grouped and Auto Name Suffix is used to show grouped addresses.

For IPv6 addresses that are set to the same interface (node), the same Auto Name Suffix that stands for the Group ID is used for their Auto Names.

As shown above:

’-7bz’ is used for Auto Name Suffix (Group ID) for Node A.
’-3ez’ is used for Auto Name Suffix (Group ID) for Node B.

In order to make easier to identify and remember the Auto Name Suffixes, their naming rule is based on inheriting the last octet of the node’s MAC address in this example.
2.4. Contribution in Regular Resolving (Name -> Address)

In order to communicate with the specific IPv6 address of the destination node, the following procedure to type literal IPv6 address is required in the current environment. They are very stressful and nuisance procedures for human beings.

When 'ping6' or 'telnet' to the specific IPv6 address of Node B from Node A is executed, the following commands are typed.

```
> ping6 fe80::20c:76ff:fed9:14e3%fxp0
> telnet fd01:2345:6789::20c:76ff:fed9:14e3
```

Especially for link-local scoped addresses or temporary addresses, there are no way to type Names instead of literal IPv6 addresses, because they are generally not registered to name resolving services.

By introducing the Corresponding Auto Names, above typed commands are changed and replaced with the following easy and rememberalbe name typing procedures.

```
> ping6 L0-3ez%fxp0
> telnet U0-3ez
```

2.5. Contribution in Reverse Resolving (Address -> Name)

Communication related status information is shown to human beings in literal IPv6 address format in the current environment.

'netstat -a' (on Node A) shows connection status as followed:

<table>
<thead>
<tr>
<th>Local Address</th>
<th>Foreign Address</th>
<th>(state)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fe80::20d:5eff:feb8:807b.8722</td>
<td>fe80:3::20c:76ff:fed9:14e3.23</td>
<td>ESTABLISH</td>
</tr>
<tr>
<td>fd01:2345:6789::1234.16258</td>
<td>fd01:2345:6789::5678.23</td>
<td>TIME_WAIT</td>
</tr>
</tbody>
</table>
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'ndp -a' (on Node A) shows neighbor cache status as followed:

<table>
<thead>
<tr>
<th>Neighbor</th>
<th>Linklayer Addr.</th>
<th>Netif</th>
<th>Expire</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>fe80::20d:5eff:feb8:807b%fxp0</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fd01:2345:6789::20d:5eff:feb8:807b</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fd01:2345:6789::1234</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001:DB8::20d:5eff:feb8:807b</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001:DB8::1234</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fe80::221:85ff:fea7:82ff%fxp0</td>
<td>0:21:85:a7:82:ff fxp0 23h50m51s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fd01:2345:6789::20c:76ff:fed9:14e3%fxp0</td>
<td>0:0c:76:d9:14:e3 fxp0 23h51m56s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fd01:2345:6789::5678</td>
<td>0:0c:76:d9:14:e3 fxp0 23h53m51s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001:DB8::20c:76ff:fed9:14e3</td>
<td>0:0c:76:d9:14:e3 fxp0 23h54m53s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001:DB8::5678</td>
<td>0:0c:76:d9:14:e3 fxp0 23h55m54s S</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

People almost can not tell which shown literal IPv6 address indicates which IPv6 node. In this sense, shown information is meaningless and useless.

By introducing the Corresponding Auto Names, above complicated information is converted into simple and meaningful information and shown as followed.

'netstat -a' (on Node A) shows connection status as followed:

<table>
<thead>
<tr>
<th>Local Address</th>
<th>Foreign Address</th>
<th>(state)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L0-7bz.8722</td>
<td>L0-e3z.23</td>
<td>ESTABLISH</td>
</tr>
<tr>
<td>U0-7bz.16258</td>
<td>U0-e3z.23</td>
<td>TIME_WAIT</td>
</tr>
</tbody>
</table>

'ndp -a' (on Node A) shows neighbor cache status as followed:

<table>
<thead>
<tr>
<th>Neighbor</th>
<th>Linklayer Addr.</th>
<th>Netif</th>
<th>Expire</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>L0-7bz%fxp0</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U0-7bz</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U1-7bz</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G0-7bz</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G1-7bz</td>
<td>0:0d:5e:b8:80:7b fxp0 permanent R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L0-ffz%fxp0</td>
<td>0:21:85:a7:82:ff fxp0 23h50m51s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L0-3ez%fxp0</td>
<td>0:0c:76:d9:14:e3 fxp0 23h51m56s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U0-3ez</td>
<td>0:0c:76:d9:14:e3 fxp0 23h52m50s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U1-3ez</td>
<td>0:0c:76:d9:14:e3 fxp0 23h53m51s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G0-3ez</td>
<td>0:0c:76:d9:14:e3 fxp0 23h54m53s S</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G1-3ez</td>
<td>0:0c:76:d9:14:e3 fxp0 23h55m54s S</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Other examples where the Auto Name technique can contributes:

In log files of a server application, accesses from clients are recoded into them in literal IPv6 address format. It is almost impossible to read and understand the log files effectively without this Auto Name technique.

Also, in packet dumping applications, address information is shown in literal IPv6 address format. This Auto Name technique can significantly help for human beings to analyze and understand dumped packets.

Shown communication related status information in Auto Name format is simple and easy enough for human beings to understand. As shown above, troublesome IPv6 literal Address information can be converted into meaningful and distinguishable information by using the Corresponding Auto Names technique, and we can achieve our goals.

3. Deployed Notions and Functions that are used in Auto Names

3.1. Stateless Name

We know that we can categorize Addresses into two types. One is "stateful" address type, and the other is 'stateless' address type.

On the other, we have not been applied the same categorization to domain Names or host Names clearly. It has been assumed that existing all Names are categorized into stateful type and there is no stateless name type. Authors think that it is a time to change this preconception.

We can grasp that the introduced Corresponding Auto Name is realization of "stateless" name type, and we have deployed a notion Stateless Name clearly here.

Table 1 Stateless Name

<table>
<thead>
<tr>
<th>Address</th>
<th>'Stateful'</th>
<th>'Stateless'</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHCPv6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nmae</td>
<td>existing Domain Names</td>
<td>Auto Names</td>
</tr>
</tbody>
</table>
3.2. Scoped Name

We also know that a notion called "scope" (such as link-local scope, global-scope) is introduced when we deal with addresses. Every address has its own scope.

In domain names or host names cases, the "scope" notion have NOT clearly introduced now. It is generally assumed that all names are global information and "scope" notion does not exist.

The Corresponding Auto Name is achieved by introducing Scoped Name obviously.

Scope of Auto Name for IPv6 address is the same to the scope of its IPv6 address. For example, scope of the Auto Name for the link-local IPv6 address is link-local. They are only effective within the link-local scope.

<table>
<thead>
<tr>
<th>Address</th>
<th>Global</th>
<th>Site-Local(ULA)</th>
<th>Link-Local</th>
<th>Node-Local</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001:db8::/64</td>
<td>2001:db8::/64</td>
<td>fe80::/64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nmae</td>
<td>Domain Names</td>
<td>Domain Names</td>
<td>Auto Names</td>
<td>Auto Names</td>
</tr>
</tbody>
</table>

At some special situation (that it is enough that Auto Name information is shared within a node), Node-Local scoped Auto Name is possible. At such a situation, we can use /etc/hosts file as a name service.

Deployment of Scoped Name:

Scoped Name notion can be easily achieved with current technologies.

As shown above, at a special case when we adopt /etc/hosts file as a name service for Auto Names, scope of Auto Names naturally becomes Node-Local.

At general cases when we adopt the DNS as a name service for Auto Names, scope of Auto Names is easily managed by the DNS query access permission control on DNS servers.
3.3. Target IPv6 Addresses

One of the goals of the Auto Name technique is to provide and set Names to all IPv6 addresses (include Link-local addresses).

All IPv6 Addresses are targets of Auto Names.

Some IPv6 Addresses have their own names (let’s call them Proper Names) that are assigned manually and are registered into name resolving services (such as the DNS). It may be thought that it is not necessary to assign Auto Name to such IPv6 addresses which have Proper Names. However, we strongly recommend assigning Auto Names to them, too.

In order to provide meaningful information to IPv6 addresses, uniformed Name information for all IPv6 addresses is necessary. This is very natural behavior for 'Stateless' type technology.

Since one-to-multiple mapping is allowed in name resolving services, it will not cause problems to assign both Proper Name and Auto Name for one IPv6 address.

We may need some function that controls name display priority (which name is first Proper Name or Auto Name). This function also achieved easily by using existing current technologies.

If Auto Name and Proper Name are implemented as different name resolving services (e.g., one is /etc/hosts, the other is the DNS), name display priority is can be easily controlled by nsswitch.conf function.

If Auto Name and Proper Name are implemented as same name resolving service, name display priority is can be controlled by their registration order to the name resolving service DB.
4. Design of Auto Names

4.1. Conceptual Design on Naming Rules

Auto Names are composed of "<P><I>-<NGI>" format:

<P>: stands for Prefix of Address

1 character: (e.g., 'L', 'U', 'G')

<I>: stands for Interface ID of Address

1 character: (e.g., '0', '1')

<NGI>: stands for Node (Interface) Group ID

3 characters:

(e.g., '7bz', '3ez')

Above discussed Auto Name examples satisfy <P><I>-<NGI> format.

on Node A: L0-7bz, U0-7bz, U1-7bz, G0-7bz, G1-7bz

on Node B: L0-3ez, U0-3ez, U1-3ez, G0-3ez, G1-3ez

4.1.1. <P> Value:

<P> value stands for Prefix (Scope) (upper 64 bit) of Address as 1 character format.

Auto Names of IPv6 addresses whose prefixes are same use the same <P> value.

Typically, following characters are used for <P> value:

"L": used for Link-local scoped addresses.
"U": used for ULA
"G": used for Global scoped address

If multiple prefixes for the same scope are used, other character (such as "H", "I", ...) can be used depending on the circumstances.

"Prefix - <P> value" mapping table:

If the scope of Auto Name is wider than link-local and Auto Name information is shared with other nodes, a mapping table (called "Prefix - <P> value" mapping table) is used to avoid collision and manage mappings of them.
4.1.2. <I> Value:

<I> value stands for Interface ID (lower 64 bit) of Address as 1 character format.

Following characters are used for <I> value:
< I> value assignment is based on three address type categorization.

- "0": used for EUI64-based address
- "1", "9": used for manually set addresses (stateful addresses will be categorized here)
- "a", "z": used for automatically generated and set addresses except EUI64-based (Temporary addresses are categorized here)

4.1.3. <NGI> Value:

<NGI> value is also called Auto Name-Suffix.

In order to make IPv6 addresses meaningful, IPv6 addresses are grouped. It is very natural to group IPv6 addresses by which node (interface) they are set. So, IPv6 addresses that are set to the same node (interface) are grouped into the same group.

<NGI> value is shown as 'XYZ' format:

- 'XY': (1st, 2nd chars) are inherited from the last octet (2 charters) of the node’s MAC address
- 'Z': (3rd char) suffix char to avoid a collision of 'XY' starting from "z" if 'XY' is collided, 'Z' is changed into "y", "x", "z"

By using the birthday paradox theorem, collision probability of 256 states (1 octet) is calculated. If 19 nodes (interfaces) exist on the same link, collision is happened with 50% probability. Collision check procedure of the last octet of MAC addresses is necessary.

"MAC address - <NGI> value" mapping table:

If the scope of Auto Name is wider than link-local and Auto Name information is shared with other nodes, a mapping table (called "MAC address - <NGI> value" mapping table) is needed to avoid collision and manage mappings of them.
Detailed methods how to distinguish and categorize IPv6 addresses are described at the following section.

We can found one remarkable thing with the naming rules:

"L0-XYz" is a special and very standard Auto Name. "L0-XYz" is an Auto Name that assigned for Link-local scoped EUI64-based address. Since Almost all the IPv6 nodes have Link-local scoped EUI64-based address, with "L0-XYz" name information we can reach or communicate the node whose last octet MAC address is known as "XY".

4.2. Address Type Distinction

If we can obtain address type information from Auto Name, convenient environment will be provided. So, there are strong desires to understand type of detected IPv6 addresses. In this section, methods how to distinguish and categorize IPv6 addresses are described.

4.2.1. EUI64-based Address Identification

Only with IPv6 address information, it is impossible to identify that the detected IPv6 address is EUI64-based address or not.

In proposed IPv6 address detection method which is described in the following section, IPv6 address and MAC address that are set to the same node (interface) is detected simultaneously.

So, with this detection method, it is very easy to identify that the detected IPv6 address is EUI64-based address or not.

4.2.2. "Zero Contain Rate" and Manual or Automatic Distinction

It is generally difficult to distinguish whether the detected IPv6 address is manually or automatically set address.

In order to distinguish IPv6 address types, "Zero Contain Rate" technique is introduced.

For a human being, "Zero" is a special value. When a human being omits a part of information, "Zero" is used for the omitted part of information implicitly.

For a machine "Zero" is NOT a special value. "Zero" is treated as almost equal to other values.

We can reach a fact that manually set IPv6 address contains many "Zero", because it is assigned by a human being. 64bit is long for
a human being and there must be too many omitted part filled with "Zero". Especially, a human being is apt to omit and fill with "Zero" upper part of 64bit Interface ID.

In other words, we can see human relation bias from "Zero Contain Rate" of IPv6 address.

Bias Check by using Mathematical Technique:

By using mathematical probability technique, we can distinguish whether value of 64bit Interface ID is biased (manual) or non-biased (automatic).

When we see 64bit value in 8bit (1 octet) unit, it follows the binominal distribution (n=8 and p=1/256).

Under this distribution, the probability to meet "Zero" octet two times is 0.042%. It means that to meet "Zero" octet two times is too rare case if the value is non-biased.

So, we can adopt the following method:

If the value of 64bit Interface ID contains two and above "Zero" octets,
the value is bias and
the IPv6 address is identified as a manually set address.

Of cause, this method is not perfect because this is based on mathematical probability technique and heuristic human behavior, but this is very effective.
Even if wrong identification is done, no big problems are found.
5. Name Services

It is not clearly defined which Name Services is utilized to achieve Auto Names specifications. In other words, any types of Name Services can be utilized. Which Name Services is utilized is tightly dependent on which Scoped Name is adopted for the Auto Names.

If wide Scoped Name is adopted, it is very natural to utilize wide Name Service (i.e. the DNS) as the Name Services for Auto Names. If narrow scope (e.g., node-local scoped name) is adopted for Auto Names, it becomes possible to utilize node-local scoped Name Service (e.g., /etc/hosts) for Auto Name.

6. Security Considerations

Auto Names are generated and registered to the name service in this document. In order to register correct Auto Names information, communication between Detector and Registrar and communication between Registrar and Name Server should be protected and be secured.

In general usage, scope of Auto Names will be local (not global). Auto Names are usually local scoped names. So, we do not have to be too sensitive on the correctness of Auto Names.

7. IANA Considerations

This document does not require any resource assignments to IANA.
Appendix A. IPv6 Address Appearance Detection and Auto Name Registration

In order to generate and register Auto Names automatically, two types of mechanisms are needed. One is a mechanism that detects IPv6 address appearance. The other is a mechanism that checks the detected addresses and generates Auto Names and registers them to name service.

Two functions ("Detector" and "Registrar") are introduced. "Detector" function takes in charge of the former mechanism, and "Registrar" takes in charge the latter mechanism.

A.1. IPv6 Address Appearance Detection mechanism

In order to detect newly appeared IPv6 address, DAD message (NS for DAD) is effectively used.

DAD message has the following good capabilities:
- issued only when node would like to set new IPv6 address
- issued for All types (link-local, global, temporary,,)
- L2 broadcast and easy to capture (without using mirror port)
- distinguishable from other NS messages, because source address of the message is unspecified ("::") and different from others
- Captured DAD message includes all necessary information (such as, IPv6 address and MAC address)

Detector captures DAD messages and detects newly appeared IPv6 addresses. Detected information is sent to Registrar.

A.2. Auto Names Generation and Registration mechanism

At first, Registrar checks the Detected address information that is sent from Detector(s). By using the reverse resolving (Address -> Name), it is checked whether the Detected address information is first appearance or not. If an entry for the address does NOT exist, it is confirmed that the address is first appearance and it should be registered to the name server.

After Name for the address is prepared, duplication of the Name can be checked by using the regular resolving (Name -> Address). If an entry for the Name exist, it is confirmed that Name is duplicated (collided). Another Name is prepared and checked again until the Name
is not duplicated.

Finally, Registrar registers both Regular and Reverse resolving entries for the address and prepared Auto Name are registered to the name server.

A.3. Placement of Detector and Registrar

Placement of Detector and Registrar is designed to make the mechanisms flexible and to make it to be applied to various environments (office networks, home networks, etc.)

Figure 1 and 2 show typical examples that indicate locations where Detector and Registrar functions are placed on the IPv6 network. Figure 1 shows a case for a single link, and Figure 2 shows a case for multiple links.

```
+------------+                             +------------+
|            |                             |            |
| Name Server|                             | Name Server|
| % Detector | % Registrar                | /          |
+------------+                             +------------+

Fig. 1 Single-Link Case Example
```

```
+------------+                             +------------+
| IPv6 Node  |                             | IPv6 Node  |
|            |                             |            |
|            |                             |            |
| % Detector1| % Detector2                | /          |
| R1         | R2                         | /          |
+------------+                             +------------+

Fig. 2 Multiple-Link Case Example
```
A.4. Detection and Registration Procedures

Figure 3 shows an example of typical detection and registration procedures at IPv6 links where DAD packets are issued. DAD message packets are used for the appearance detection.

<table>
<thead>
<tr>
<th>IPv6 Node</th>
<th>Router</th>
<th>Detector</th>
<th>Registrar</th>
<th>Name Server</th>
</tr>
</thead>
<tbody>
<tr>
<td>link local</td>
<td>(detect)</td>
<td>(Reverse Check)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(a)</td>
<td>---DAD NS----&gt;----------&gt;</td>
<td>(detect)</td>
<td>(Reverse Check)</td>
<td>(Reg. Register)</td>
</tr>
<tr>
<td>(b) no NA</td>
<td>(detect)</td>
<td>(Regular Check)</td>
<td>(Rev. Register)</td>
<td>(Reg. Register)</td>
</tr>
<tr>
<td>(c)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Reg. Register)</td>
</tr>
<tr>
<td>(d)</td>
<td>no NA</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(e)</td>
<td>(detect)</td>
<td>(Regular Check)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(f)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(g)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(h) global</td>
<td>---RS----&gt;</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(i)</td>
<td>---RA-----</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(j)</td>
<td>---DAD NS----&gt;----------&gt;</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(k) no NA</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(l)</td>
<td>---RS----&gt;</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(m)</td>
<td>---RA-----</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(n)</td>
<td>---DAD NS----&gt;----------&gt;</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(o) no NA</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(p)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(q)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(r)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(s)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(t)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(u)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(v)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(w)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
<tr>
<td>(x)</td>
<td>(detect)</td>
<td>(Reg. Register)</td>
<td>(Rev. Register)</td>
<td>(Rev. Register)</td>
</tr>
</tbody>
</table>
Appendix B. Implementation

Auto Name functions have been implemented at the following environments. It has been verified that designed functions work well.

Used functions:
- Packet capture on Detector: libpcap
- Name Server: DNS (BIND9)
- Name Registration: nsupdate (BIND9 bundled)

OS:
- FreeBSD 6.2R
  (Since FreeBSD OS specific functions are not used to implement, codes will run on UNIX type OS that has libpcap (such as Linux).)
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1.  Introduction

IPv6 Neighbor Discovery and IPv6 Stateless Address Autoconfiguration protocols can be used to configure fixed and mobile nodes with various parameters related to addressing and routing [RFC4861], [RFC4862], [RFC4191]. DNS Recursive Server Addresses and Domain Name Search Lists are additional parameters that can be configured using router advertisements [RFC6106].

Router Advertisements can also be used to configure fixed and mobile nodes in multi-homed scenarios with route information and next hop address. Different scenarios exist such as the node is simultaneously connected to multiple access network of e.g. WiFi and 3G. The node may also be connected to more than one gateway. Such connectivity may be realized by means of dedicated physical or logical links that may also be shared with other users nodes such as in residential access networks.

2.  Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].
3. Default Route Configuration

A host, usually a mobile host interested in obtaining routing information usually send a Router Solicitation (RS) message on the link. The router, when configured to do so, provides the route information using zero, one or more Next Hop Address and Route Information options in the router advertisement (RA) messages sent in response.

The route options are extensible, as well as convey detailed information for routes. The router sends one or more Next Hop Address options that specify the IPv6 next hop addresses. Each Next Hop Address option may be associated with zero, one or more Route Prefix options that represent the IPv6 destination prefixes reachable via the given next hop. Router includes Route Prefix option directly in message to indicate that given prefix is available directly on-link. Router MAY send a single Next Hop Address without any Route Prefix options. When router sends Next Hop Address option that is associated with Router Prefix option, the router MUST use Next Hop and Route Prefix option defined in Section 6. The Route Prefix MAY contain ::/0, i.e. with Prefix Length set to zero to indicate available default route.

RS and RA exchange is for next hop address and route information determination and not for determining the link-layer address of the router. Subsequent Neighbor Solicitation and Neighbor Advertisement exchange can be used to determine link-layer address of the router.

It should be noted that the proposed options in this document will need a central site-wide configuration mechanism. The required values cannot automatically be derived from routing tables.

4. Route Prefix option

```
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     Type     |    Length     | Prefix Length |Resvd|Prf|Metric|
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                        Route Lifetime                          |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   Prefix (Variable Length)                    |
.                                                               .
.                                                               .
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
```

Figure 1: Route Prefix option
Fields:
Type: TBD.
Length: The length of the option (including the Type and Length fields) in units of 8 octets.
Other fields are as in [RFC4191] except:

Metric Route Metric. 3-bit signed integer. The Route Metric indicates whether to prefer the next hop associated with this prefix over others, when multiple identical prefixes (for different next hops) have been received.

5. Next Hop Address option

```
                   0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+---------------+---------------+---------------+---------------+
|     Type      |    Length     |    Next Hop Address ... |
+---------------+---------------+---------------+---------------+
```

Figure 2: Next Hop Address option

Fields:
Type: TBD.
Length: The length of the option (including the type and length fields) in units of 8 octets. It’s value is 3.
Next Hop Address: An IPv6 address that specifies IPv6 address of the next hop. It is 16 octets in length.
6. Next Hop Address with Route Prefix option

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
| + | +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| | | | Type | Length | Next Hop Address ... |
| + | +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| | | | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 0 | 1 |
| | | | ... | ... | ... | Prefix Length | Resvd|Prf|Metric |
| | | | ... | ... | ... | Route Lifetime |
| | | | ... | ... | ... | Prefix (Variable Length) |
| | | | ... | ... | ... | ... |
| | | | ... | ... | ... | ... |

Figure 3: Next Hop Address with Route Prefix option

Fields:

Type: TBD.

Length: The length of the option (including the type and length fields) in units of 8 octets. For example, the length for a prefix of length 16 is 5.

Other fields are as in Section 4 and Section 5.

7. Security Considerations

Neighbor Discovery is subject to attacks that cause IP packets to flow to unexpected places. Because of this, neighbor discovery messages MUST be secured, possibly using Secure Neighbor Discovery (SEND) protocol [RFC3971].

8. IANA Considerations

Authors of this document request IANA to assign three new RA options:
<table>
<thead>
<tr>
<th>Option Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Route Prefix</td>
<td></td>
</tr>
<tr>
<td>Next Hop Address</td>
<td></td>
</tr>
<tr>
<td>Next Hop Address and Route Prefix</td>
<td></td>
</tr>
</tbody>
</table>

Table 1:
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1. Introduction

IPv6 Neighbor Discovery and IPv6 Stateless Address Autoconfiguration protocols can be used to configure fixed and mobile nodes with various parameters related to addressing and routing [RFC4861], [RFC4862], and [RFC4191]. DNS Recursive Server Addresses and Domain Name Search Lists are additional parameters that can be configured using router advertisements [RFC6106].

In some unicast IPv4 to IPv6 transition technologies, IPv4 to IPv6 translation is used such as NAT64 [RFC6145], Mapping of Address and Port Translation mode, or MAP-T [I-D.ietf-softwire-map], and to some extend in IPv4 Residual Deployment via IPv6 - a Stateless Solution (4rd) [I-D.ietf-softwire-4rd]. Translation multicast technologies are emerging aimed to complement these unicast solutions for multicast IPv4 to IPv6 transition.

In IPv4 to IPv6 translation multicast, specific IPv6 addresses are used in which IPv4 addresses are embedded [RFC6180]. Some of these addresses are multicast IPv6 addresses and some are unicast. Both multicast and unicast addresses can be generated from the corresponding multicast and unicast prefixes. These prefixes must be provisioned on the hosts that are involved in translation.

2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in [RFC2119].

3. Multicast Translation Prefixes Configuration

A host wishing to join a source-specific multicast (SSM) group sends an IGMP Membership Report message and includes the group address in Multicast Address field of Group Record field in IPv4 [RFC3376]. Multicast group address MUST be a multicast group address in SSM range. In the IPv4 to IPv6 transition scenarios that are based on translation multicast, IGMP Membership Report message must be translated into MLD Membership Report message [RFC3810], usually at the IGMP/MLD proxy entity [RFC4605]. SSM group is identified with a group and source address in (S,G) form. The source address is specified in Source Address field of Group Record field in IGMP Membership Report message. There could be more than one source addresses associated with one Multicast Address.

IGMP to MLD translation entity must be configured with an IPv6
multicast group prefix that is in SSM range.

[I-D.ietf-mboned-64-multicast-address-format] defines multicast prefixes (MPREFIX64) for IPv4-embedded IPv6 multicast address based on an IPv4 multicast address of two types: ASM_MPREFIX64 for any-source multicast (ASM) and SSM_MPREFIX64 for source-specific multicast (SSM).

IGMP to MLD translation entity can be configured with SSM_MPREFIX64 by its default router if the default router includes in its Router Advertisements a Multicast SSM Translation Prefix option defined in Figure 1. SSM_MPREFIX64 is of type ff3x:0:8000/96. Prefix length MAY be set to 96. x stands for the scope bits [RFC3306].

IGMP to MLD translation entity can be configured with ASM_MPREFIX64 by its default router if the default router includes in its Router Advertisements a Multicast ASM Translation Prefix option defined in Figure 2. ASM_MPREFIX64 is of type ffxx:8000::/20. Prefix length MAY be set to 20. The first x stands for the flags and the second x stands for the scope bits [RFC3306].

SSM groups have one or more sources, S in (S,G). The source address is specified by the joining host in IGMP Membership Report message’s Source Address field of Group Record. IPv4 source address in IGMP Membership Report message needs to be translated into an IPv6 source address in the translated MLD message.

IGMP to MLD translation entity can be configured with U_PREFIX64 by its default router if the default router includes in its Router Advertisements a Multicast Translation Unicast Prefix option defined in Figure 3. U_PREFIX64 could be assigned to 64:ff9b::/96 which is known as the well-known prefix or to some operator specific value. Prefix length MAY be set to 96. IPv4-Embedded IPv6 Unicast Addresses MUST be formed using the rules defined in [RFC6052].

U_PREFIX64 MUST also be used in translating IPv4 multicast data packets from SSM sources, S of (S,G) into IPv6 multicast data packets. In this case the translation entity is connected to IPv4 network at the border of an IPv6 network, e.g. Border Router (BR). Border Router MUST also be configured with U_PREFIX64 by its default router. The default router includes in its Router Advertisements a Multicast Translation Unicast Prefix option defined in Figure 3.

4. Architectures of Usage
4.1. Stateful NAT64

In NAT64 [RFC6145], IGMP to MLD translation entity is the host. The default router of the host MUST be configured to send SSM_PREFIX64 and ASM_PREFIX64 in its router advertisements. In some configurations NAT64 box could be the default router then NAT64 box MUST be configured to send these RAs. This includes the case where NAT64 is located in Broadband Network Gateway (BNG) in broadband networks and Packet Data Network Gateway (PDN Gateway) in LTE networks.

The hosts will receive the RAs Multicast ASM Translation Prefix option and Multicast SSM Translation Prefix option and use the prefix (SSM_PREFIX64 or ASM_PREFIX64) in translating IGMP messages to MLD messages and vice versa.

In NAT64, Border Router which receives IPv4 multicast data is NAT64 box. The default router of NAT64 box MUST be configured to send Multicast Translation Unicast Prefix option in its router advertisements. This will configure NAT64 box with U_PREFIX64. NAT64 box can use this to translate IPv4 multicast data coming from SSM sources to IPv6 multicast data.

In case SSM is supported, the default router for the hosts MUST be configured to send Multicast Translation Unicast Prefix option in its router advertisements. The hosts can use U_PREFIX64 in translating IGMPv3 messages to MLDv2 messages and in translating IPv6 multicast data to IPv4 multicast data.

4.2. Mapping of Address and Port and 4rd

In MAP/4rd [I-D.ietf-softwire-map], [I-D.ietf-softwire-4rd], IGMP to MLD translation entity is the Customer Edge (CE). The default router of CE MUST be configured to send SSM_PREFIX64 and ASM_PREFIX64 in its router advertisements.

The CEs will receive the RAs with Multicast ASM Translation Prefix option and Multicast SSM Translation Prefix option and use the prefix (SSM_PREFIX64 or ASM_PREFIX64) in translating IGMP messages to MLD messages and vice versa.

In MAP/4rd, the router which receives IPv4 multicast data is the Border Router (BR) box. The default router of BR box MUST be configured to send Multicast Translation Unicast Prefix option in its router advertisements. This will configure BR with U_PREFIX64. BR can use this to translate IPv4 multicast data coming from SSM sources to IPv6 multicast data.
In case SSM is supported, the default router for the CE MUST be configured to send Multicast Translation Unicast Prefix option in its router advertisements. The CE can use U_PREFIX64 in translating IGMPv3 messages to MLDv2 messages and in translating IPv6 multicast data to IPv4 multicast data.

4.3. Other Cases

TBD.

5. Multicast Translation Prefix Options

In this section we define three prefix options that are related to the translation of IGMP messages into MLD or vice versa.

Figure 1 defines Source Specific Multicast translation prefix option commonly known as SSM_PREFIX64. It is an IPv6 prefix belonging to source specific multicast (ssm) range with a value similar to ff3x:0:8000/33. It is used in embedding IPv4 SSM range multicast addresses. The values MUST conform to [I-D.ietf-mboned-64-multicast-address-format].

Figure 2 defines Any Source Multicast translation prefix option commonly known as ASM_PREFIX64. It is an IPv6 prefix belonging to any source multicast (asm) range with a value similar to ffxx:8000/17. It is used in embedding IPv4 ASM range multicast addresses. The values MUST conform to [I-D.ietf-mboned-64-multicast-address-format]

Figure 3 defines Multicast Translation Unicast prefix option commonly known as U_PREFIX64. It is an IPv6 unicast prefix It is used in translating IPv4 source addresses into IPv6 source address or vice versa for source specific multicast sources. [RFC6052] defines two types for U_PREFIX_64, well known prefix of 64:ff9b::/96 or the network specific prefix and the mapping rules from IPv4 to IPv6 address and vice versa.
Figure 1: Multicast SSM Translation Prefix option

Fields:

Type: TBD.

Length: The length of the option (including the type and length fields) in units of 8 octets. For example, the length for an IPv6 address is 3.

Prefix Length: 8-bit unsigned integer. The number of leading bits in the Prefix that are valid. The value ranges from 0 to 128.

Reserved1 8-bit unused field. It MUST be initialized to zero by the sender and MUST be ignored by the receiver.

Reserved2 32-bit unused field. It MUST be initialized to zero by the sender and MUST be ignored by the receiver.

Prefix: A prefix of type source specific multicast. The Prefix Length field contains the number of valid leading bits in the prefix. The bits in the prefix after the prefix length are reserved and MUST be initialized to zero by the sender and ignored by the receiver.
Figure 2: Multicast ASM Translation Prefix option

Fields:

Type: TBD.

Length and other fields are as defined above.

0                   1                   2                   3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|     Type      |    Length     |Prefix Length  |   Reserved1   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                        Reserved2                              |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   U_PREFIX64 Prefix                           |
.                                                               .
.                                                               .
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Figure 3: Multicast Translation Unicast Prefix option

Fields:

Type: TBD.

Length and other fields are as defined above.

6. Security Considerations

Neighbor Discovery is subject to attacks that cause IP packets to flow to unexpected places. Because of this, neighbor discovery messages MUST be secured, possibly using Secure Neighbor Discovery (SEND) protocol [RFC3971].

7. IANA Considerations

Authors of this document request IANA to assign three new RA options:
<table>
<thead>
<tr>
<th>Option Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multicast SSM Translation Prefix option</td>
<td></td>
</tr>
<tr>
<td>Multicast ASM Translation Prefix option</td>
<td></td>
</tr>
<tr>
<td>Multicast Translation Unicast Prefix option</td>
<td></td>
</tr>
</tbody>
</table>

Table 1:
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