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Abst r act

When a Di aneter server or agent becones overloaded, it needs to be
able to gracefully reduce its load, typically by informng clients to
reduce or stop sending traffic for some period of time. O herw se,
it must continue to expend resources parsing and responding to

D anet er nessages.

Thi s docunment proposes a concrete, application-independent nechani sm
to address the chall enge of communicating | oad and overl oad state
anong Di aneter peers, and specifies an algorithmfor | oad abatenent
to address such overload conditions as they occur. The |oad
abatenent algorithmis extensible, allowing for future docunents to
define additional |oad abatenent approaches.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.
Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on Novenber 18, 2013.

Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust's Legal

Roach & McMurry Expi res Novenber 18, 2013 [ Page 1]



Internet-Draft D aneter Overl oad

Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info)
publication of this document. Please r
carefully, as they describe your rights
to this docunent. Code Conponents extr
include Sinplified BSD Li cense text as
the Trust Legal Provisions and are prov

Contr ol May 2013

in effect on the date of

evi ew t hese docunents

and restrictions with respect
acted fromthis docunent nust
described in Section 4.e of

i ded without warranty as

described in the Sinplified BSD License.

Tabl e of Contents

1. Introduction . . 4
1.1. Mechani sm Pr opertl es . 4
1.2. Overview of Operation 6
1.3. Docunentation Conventions 6

2. Overload Scopes . 6
2.1. Scope Descriptions . 7
2.2. Conbini ng Scopes . 8

3. Dianmeter Node Behavi or 9
3.1. Connection Establi shnent Pr ocedures . 9
3.2. Dianeter Cient and D aneter Server Behavior 11

3.2.1. Sendi ng a Request to a Conpl i ant Peer 12
3.2.2. Receiving a Request . 13
3.2.3. Sending an Answer to a Oorrpl i ant Peer . 14
3.2.4. Receiving an Answer from a Conpliant Peer 15
3.3. Dianeter Agent Behavi or Ce e 16
3.3.1. Pr oxyi ng a Request 16
3.3.2. Proxying an Answer . . 16
3.4. Proactive Load and Overl oad Cormunl catl on 17
3.5. Load Processing . . 17
3.5.1. Sendi ng Load I nfor rmtl on . 17
3.5.2. Receiving Load Information . . 18
3.6. Session Establishnment for Session Groups . 20
3.6.1. Session Goup Concepts . 20
3.6.2. Session Goup Procedures . . 22

4. Loss-Based Overload Control Al gorlthm e 22
4.1. Overload-Metric values for the ’'Loss’ Al gorithm 23
4.2. Example Inplenentation . Ce 24

5. Diameter AVPs for Overload . 28
5.1. Load-Info AVP . . 28
5.2. Support ed- Scopes AVP . 28
5.3. Overload-Al gorithm AVP . 29
5.4. Overl oad-1nfo-Scope AVP 30

5.4.1. Realm Scope . . . 31
5.4.2. Appllcat|onIDScope. 31
5.4.3. Host Scope . 31
5.4.4. Session Scope 31
Roach & McMurry Expi res Novenber 18, 2013 [ Page 2]



Internet-Draft D anmeter Overl oad Control May 2013

5.4.5. Connection Scope . . . . . . . . . . . . . . . .. .. 3
5.4.6. Session Group Scope . . . . . . . . . . . . . . . .. 32
5.5. Overload-Metric AVWP . . . . . . . . . . . . . . . . ... 32
5.6. Period-O-Validity AVYP . . . . . . . . . . . . . . . ... 32
5.7 Session-Group AVP . . . . . . . . . . . . . .. .. ... 32
5.8. Load AW . . . < ¥
6. Security Con5|derat|ons e V4
7. | ANA Considerations . . . . . . . . . . . . . . . . . . . . .33
7.1. New Dianmeter AVPs . . . T X
7.2. New Di aneter Disconnect - Cause T X
7.3. New Diameter Response Code . . . . . . . . . . . . . . . . 34
7.4. New Conmand Flag . . . e 7
7.5. Overload Algorlthn1Reg|stry e 7
7.6. Overload Scope Reglstry e 7
8. References . . . . P 11
8.1. Nornmtive References < 1)
8.2. Informative References . . . . . . . . . . . . . . . . . .35
Appendi x A, Acknow edgenents . . . . . . . . . . . . . . . . . . 35
Appendi x B. Requirenments Analysis . . . - . . . . . . . . 36
Appendi x C. Extending the Overl oad Nbchanlsn1 . e . . . . . . . . 45
C.1. NewAgorithm . . . . e £
C.2. New Scopes . . . Y 1)
Appendi x D. Design Ratlonale X )
D.1. Piggybacking . . - ¥
D.2. Load AVP in Al Packets e e e ... ... ... 48
D.3. Gaceful Failure . . . . . . . . . . . . . . . . . . . . . 48
Authors’ Addresses . . . . . . . . . . . . . . . . . . . . . ... 49

Roach & McMurry Expi res Novenber 18, 2013 [ Page 3]



Internet-Draft D anmeter Overl oad Control May 2013

1. Introduction

When a Dianeter [ RFC6733] server or agent becomes overloaded, it
needs to be able to gracefully reduce its load, typically by
informng clients to reduce or stop sending traffic for sone period
of time. Oherwise, it nust continue to expend resources parsing and
respondi ng to Di aneter nessages.

Thi s docunment defines a nechani smfor communicating the | oad and
overload information anong Di aneter nodes. It also defines a base
al gorithm for shedding traffic under overload circunstances. The
desi gn of the nechani sm described in this docunent allows for the
definition of alternate | oad abatenent algorithms as well

The mechani sm proposed in this docunent is heavily influenced by the
work perforned in the I ETF Session Initiation Protocol (SIP) Overl oad
Control Working Group, and draws on the concl usi ons reached by that
wor ki ng group after extensive network nodeling.

The solution described in this docunent is intended to satisfy the
requirenents described in [I-D.ietf-dine-overload-reqs], with the
exception of REQ 34. As discussed in that docunent, the intention of
a Di aneter overload nmechanismis to handl e overl oad of the actua
message processing portions of Diameter servers. This is in contrast
to congestion, which is the inability of the underlying swtching and
routing fabric of the network to carry the volume of traffic at the
volume that I P hosts wish to send it. Handling of congestion is

rel egated to the underlying transport protocol (TCP or SCTP), and
will not be discussed.

Phi | osophi cally, the approach in designing this nechanismis based on
the prospect that building a base-level, fully conpliant

i mpl ement ati on should be a very sinple and strai ghtforward exerci se.
However, the protocol includes many additional features that nmay be

i mpl emented to allow Dianeter nodes to apply increasingly
sophi sti cated behaviors. This approach gives inplenentors the
freedomto inplenent as sophisticated a schene as they desire, while
freeing themfromthe burden of unnecessary conplexity. By doing so,
the mechani smallows for the rapid devel opnent and depl oynent of the
mechani sm fol | owed by a period of steady and gradual inprovenents as
i mpl enent ati ons becone nore capabl e.

1.1. Mechani sm Properties
The core Di aneter overl oad nechani sm described in this docunent is
fundanental | y hop-by-hop. The rationale for using a hop-by-hop

approach is the sane as is described in section 5.1 of [RFC6357].
However, due to the fact that D ameter networks frequently have
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traffic that is easily grouped into a few well-defined categories, we
have added some concepts that allow D anmeter agents to push back on
subsets of traffic that correspond to certain well-defined and
client-visible constructs (such as Destination-Host, Destination-
Realm and Application-1D). These constructs are termed "Scopes" in
this docunment. A nore conplete discussion of Scopes is found in
Section 2.

The key information transmtted between Diameter peers is the current
server load (to allow for better balancing of traffic, so as to
preenpt overload in the first place) as well as an indication of
overload state and severity (overload information). The actual |oad
and overload information is conveyed as a new conpound AVP, added to
any Di aneter nmessages that allow for extensibility. As discussed in
section 3.2 of [RFC6733], all CCFs are encouraged to include AVP-

| evel extensibility by inclusion of a "* [ AVP ]" construct in their
syntax definition. The docunment author has conducted an extensive
(al though admittedly not exhaustive) audit of existing applications,
and found none | acking this property. The inclusion of |oad and
overload information in existing nessages has the property that the
frequency with which informati on can be exchanged i ncreases as | oad
on the system goes up

For the purpose of grouping the several different parts of |oad

i nformati on together, this mechani sm nmakes use of a G ouped AVP
called "Load-Info". The Load-Info AVP nmay appear one or nore tines
in any extensible command, with the restriction that each instance of
the Load-Info AVP nust contain different Scopes.

Load and overload information can be conveyed during times of inter-
node qui escence through the use of DWR/ DWA exchanges. These
exchanges can al so be used to proactively change the overl oad or |oad
| evel of a server when no other transaction is ready to be sent.
Finally, in the unlikely event that an application is defined that
precludes the inclusion of new AYPs in its commands, DWR DWA
exchanges can be sent at any rate acceptable to the server in order
to convey | oad and overload i nformation.

In [ RFC3588], the DWR and DWA nessage syntax did not allow for the
addition of new AVPs in the DWR and DWA nessages. This oversight
was fixed in [RFC6733]. To allow for transm ssion of |oad

i nformati on on qui escent links, inplenmentations of the nechani sm
described in this docunent are expected to correctly handl e

ext ensi on AVPs in DWR and DWA nessages, even if such

i npl ement ati ons have not ot herw se been upgraded to support

[ RFC6733] .
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1.2. Overview of Operation

During the capabilities exchange phase of connection establishnent,
peers deterni ne whether the connection will nmake use of the overl oad
control nmechanism and, if so, which optional behaviors are to be
enpl oyed.

The informati on sent between adjacent nodes includes two key netrics:
Load (which, roughly speaking, provides a linear netric of how busy
the node is), and Overload-Metric (which is input to the negotiated

| oad abatenent al gorithny.

Message originators (whether originating a request or an answer)

i nclude one or nore Load-Info AVPs in nmessages when they formthem
These Load-Info AVPs reflect the originators’ own | oad and overl oad
state.

Because information is being used on a hop-by-hop basis, it is
exchanged only between adjacent nodes. This nmeans that any D aneter
agent that forwards a nessage (request or answer) is required to
renove any information received fromthe previous hop, and act upon
it as necessary. Agents also add their own | oad and overl oad

i nformati on (which rmay, at inplenentors’ preference, take previous-
hop information into account) into a new Load-Info AVP before sending
the request or answer al ong.

Because the mechanismrequires affirmative indication of support
in the capabilities exchange phase of connection establishnent,

| oad and overload information will never be sent to intermnediaries
that do not support the overload nmechanism Therefore, no specia
provi sions need to be made for renoval of information at such
intermediaries -- it will sinply not be sent to them

Message reci pients are responsible for reading and acting upon | oad
and overload infornmation that they receive in such nessages.

1.3. Docunentation Conventions
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2. Overload Scopes
In normal operation, a Dianeter node nmay be overl oaded for sonme but

not all possible requests. For exanple, an agent that supports two
realns (realm A and realmB in this exanple) nmay route traffic to one
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set of servers for realmA, and another set of servers for realmB
If the real mA servers are overl oaded but real mB servers are not,
then the agent is effectively overloaded for realmA but not for
real m B.

Despite the fact that Dianmeter agents can report on scopes that
semantically map to constructs el sewhere in the network, it is
important to keep in mnd that overload state is still reported on a
hop- by-hop basis. |In other words, the overload state reported for
realmA in the exanpl e above represents the aggregate of the agent’s
overload state along with the overload state being reported by
appl i cabl e upstream servers (those serving realmA).

Even wi thout the use of Diameter agents, similar situations nay arise
in servers that need to nmake use of external resources for certain
applications but not for others. For exanple, if a single server is
handl i ng two applications, one of which uses an external database
whil e the other does not, it nay becone overl oaded for the
application that uses the external database when the database
response | atency increases.

The indication of scopes for overload information (using the

Over |l oad- I nf o- Scope AVP; see Section 5.4) allows a node to indicate a
subset of requests to which overload information is to be appli ed.
Thi s docunent defines seven scopes; only "Connection" scope is
mandatory to inplement. The use of the optional scopes, along with
the use of any additional scopes defined in other docunents, is
negoti ated at connection establishnment tine; see Section 3.1

2.1. Scope Descriptions

Destination-Realm This scope, which nodes MJIST inpl ement, pertains
to all transactions that have a Destination-Real m AVP nat chi ng
the indicated val ue.

Application-I1D: This scope, which nodes MJST inplenment, pertains to
all transactions that contain an Application-ID field natching
the indi cated val ue.

Destination-Host: This scope, which nodes SHOULD i npl enent, pertains
to all transactions that have a Destination-Host AVP natching
the indicated val ue.

Host: This scope, which nodes SHOULD i npl enent, pertains to all

transactions sent directly to the host matching the indicated
val ue.
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Connection: This scope, which nodes MJST inplenent, pertains to al
transacti ons sent on the same TCP connection or SCTP
association. This scope has no details indicating which
connection or association it applies to; instead, the recipient
of an indication of "Connection" scope is to use the connection
or association on which the nmessage was received as the
i ndi cated connection or association. In other words, any use
of Connection scope applies to "this connection.”

Sessi on-Group: This scope, which nodes MAY inplenent, pertains to
all transactions in a session that has been assigned to the
i ndi cated group. For nore information on assigning sessions to
groups, see Section 3.6.

Session: This scope, which nodes MAY inpl enent, pertains to al
transactions in the indicated session.

Some applications do not have | ong-running sessions containing

mul tiple transactions. For such applications, the use of "Session-
G oup" and "Session" scopes do not make sense. Such applications
will instead nmake use of the nobst applicable of the renmining scopes
(plus any negoti ated extension scopes) to achieve overload control

OPEN | SSUE: Is there value to including a stream|evel scope for
SCTP? We haven’'t been able to cone up with a use case for doing so
yet, but it wouldn’t necessarily be unreasonabl e.

2.2. Conbini ng Scopes

To allow for the expression of nore conplicated scopes than the
primtives defined above, nultiple Overload-Info-Scope AVPs may be
included in a single Load-1nfo AVP. Semantically, these scopes are
included in the follow ng way:

0 Attributes of the different kinds are logically and-ed together
(e.g., if both "Destination-Realn and "Application-1D" are
present, the information applies to requests sent that match both
the real mand the application).

0 Attributes of the sanme kind are logically or-ed together (e.g., if
two "Destination-Realni's are present, the infornmation applies to
requests sent to either realn).

o If atransaction falls within nore than one scope, the "nost
over |l oaded" scope is used for traffic shaping.

Roach & McMurry Expi res Novenber 18, 2013 [ Page 8]



Internet-Draft D anmeter Overl oad Control May 2013

To prevent the conplexity of inplenenting arbitrary scope conbination
rules, only the follow ng conbi nati ons of scopes are all owed (OPEN

I SSUE -- we need to figure out what nmakes nost sense for expressing
these conbinations. Formal grammar? Prose? A table of sone kind?
For now, they’'re expressed as a pseudo- ABNF):

1*(Destination-Real m 0*1(Application-ID)
1*(Application-1D) 0*1(Destination-Realmnm
1*(Application-1D) 0*1(Destination-Host)
1*(Application-1D) 0*1(Host)
1*(Application-1D) 0*1(Connection)
1*(Desti nati on- Host)

1*1( Host)

1*1( Connecti on)

1*(Sessi on- G oup) 0*1(Host | Connecti on)
1*(Session) 0*1(Host | Connection)

OO0OO0OO0OO0OOO0OO0OO0OO

OPEN I SSUE: |Is this the right set of scope conbinations? Is there
a need for nore? Are any of these unnecessary? ldeally, this
shoul d be the smallest set of conbinations that |ets nodes report
what they realistically need to report.

Any document that creates additional scopes MJUST define how they may
be conbined with all scopes registered with 1ANA at the tinme of their
publi cati on.

3. Dianeter Node Behavi or

The followi ng sections outline the behavior expected of Dianeter
clients, servers, and agents that inplenment the overl oad control
mechani sm

OPEN | SSUE: SI P Overload Control includes a sequence paraneter to
ensure that out-of-order nessages do not cause the receiver to act on
state that is no longer accurate. |s nessage reordering a concern in
D aneter? That is, do we need to include sequence nunbers in the
messages to ensure that the receiver does not act on stale state

i nformati on? Because Di aneter uses only reliable, in-order
transports, it seenms that this isn't likely to be an issue. 1Is there
roomfor a race when nultiple connections are in use?

3.1. Connection Establishnment Procedures
Negoti ation for support of this mechanismis perforned during

D aneter capabilities exchange. Optional protocol features and
extensions to this nechanismare also negotiated at this tine. No
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provision is provided for renegotiation of nechani smuse or
ext ensions during the course of a connection. |f peers wi sh to nake
changes to the mechanism they nust create a new connection to do so.

The connection initiator includes a Load-Info AVP in the CER

(Capabi lities- Exchange- Request) nessage that it sends after

establi shing the connection. This Load-Info AVP MJST contain a
Support ed- Scopes AVP and an Overl oad- Al gorithm AVP. The Supported-
Scopes AVP includes a conprehensive list of scopes supported that the
connection initiator can receive and understand. See Section 5.2 for
informati on on the format of the Supported-Scopes AVP

The Load-Info AVP in a CER nessage al so MAY contain one or nore

Overl oad- Al gorithm AVPs. |f present, these AVPs indicate every

Overl oad- Al gorithmthe connection initiator is willing to support for
the connection that is being established. |f the connection
initiator supports only the "Loss" algorithm it MAY indicate this
fact by omtting the Overload-Al gorithm altogether

The Load-Info AVP in a CER nessage MAY al so contain additional AVPs,
as defined in other docunents, for the purpose of negotiation
extensions to the Overload mechani sm

The Dianeter node that receives a CER nessage first examnes it for
the presence of a Load-Info AVP. |f no such AVP is present, the node
concl udes that the overl oad control mechanismis not supported for
this connection, and no further overload-rel ated negotiation is
performed. |If the received CER contains a Load-Info AVP, the
reci pi ent of that nmessage stores that information locally in the
context of the connection being established. 1t then exam nes the
Overl oad- Al gorithm AVPs, if present, and selects a single algorithm
fromthat list. |If no Overload-Algorithmis indicated, then the base
"Loss" algorithmis used for the connection. 1In either case, the
reci pient of the CER stores this algorithmin the context of the
connecti on.

When a node conformant to this specification sends a Capabilities-
Exchange- Answer (CEA) nessage in answer to a CER that contained a
Load-Info AVP, the CEA MJUST contain a Load-Info AVP. This Load-Info
AVP MUJST contain a Supported-Scopes AVP that includes a conprehensive
Iist of scopes supported that the connection initiator can receive
and understand. The CEA al so contains zero or one Overl oad-Al gorithm
AVPs. |f present, this Overload-Al gorithm MJST match one of the
Overl oad- Al gorithm AVPs sent in the CER, and it indicates the
overload control algorithmthat will be used for the connection. |If
the CEA contains no Overload-Al gorithm the connection will use the
"Loss" algorithm

Roach & McMurry Expi res Novenber 18, 2013 [ Page 10]



Internet-Draft D anmeter Overl oad Control May 2013

When a node receives a CEA nessage, it examnes it for the presence
of a Load-Info AVP. |If no such AVP is present, the node concl udes
that the overload nmechanismis not supported for this connection. |If
the received CEA contains a Load-1nfo AVP, then the recipient
extracts the Supported-Scopes information, and stores themlocally in
the context of the connection being established. It then checks for
the presence of an Overload-Al gorithm AVP. |f present, this AVP

i ndi cates the overload control algorithmthat will be used for the
connection. |If absent, then the connection will use the "Loss"

al gorithm

If a node receives a CEA nessage that indicates support for a scope
that it did not indicate in its CER or which selects an overl oad
control algorithmthat it did not advertise in its CER then it MJST
term nate the connection by sending a DPR with a Di sconnect - Cause of
NEGOTI ATI ON_FAI LURE, (128 [actual value TBD]) indicating that the CEA
sender has failed to properly follow the negotiation process

descri bed above.

Not e that the Supported- Scopes announcenent during capabilities
exchange is a set of nutual advertisenents of which scopes the two
nodes are willing to receive information about. It is not a
negotiation. It is perfectly acceptable for a node to send
informati on for scopes it did not include in the Supported- Scopes AVP
it sent, as long as the recipient indicated support for receiving
such a scope. For exanple, a D aneter agent, during connection
establishnent with a client, may indicate support for receiving only
"Connection" and "Host" scope; however, if the client indicated
support for "Application" scope, then the agent is free to send Load-
Info AVPs that make use of "Application" scope to the client.

3. 2. D aneter Cient and D aneter Server Behavi or

The follow ng sections describe the behavior that Dianeter clients
and D aneter servers inplenent for the overload control nechani sm
Behavi or at Dianeter Agents is described in Section 3.3.

To i nmpl enent overl oad control, Dianmeter nodes need to keep track of
three inportant netrics for each of the scopes for which information
has been received: the overload netric for the scope, the period of
validity for that overload netric, and the | oad within that scope
Conceptual ly, these are data records indexed by the scope to which
they apply. In the follow ng sections, we refer to these data
records with the term"scope entry." Further, when it is necessary
to distinguish between those scope entries referring to the | oad

i nformati on received fromother nodes and those referring to the | oad
i nformati on sent to other nodes, we use the term"renote scope entry"
to refer to the information received fromother nodes, and "l oca
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scope entry" to refer to that information that is being maintained to
send to ot her nodes.

In order to allow recipients of overload information to perform
certain performance optim zations, we also define a new comand fl ag,
called "Overload. This bit, when set, indicates that the nessage
contains at |east one Load-Info AVP with a non-zero Overload-Metric
-- in other words, the sending node is overloaded for at |east one
context. See Section 7.4 for the definition of the "GO verload bit.

OPEN | SSUE: Is there anything we can do to nake this 'O verl oad
bit even nore useful? Perhaps setting it only when the overl oad
val ue has changed, or changed by a certain anount?

3.2.1. Sending a Request to a Conpliant Peer

This section applies only to those requests sent to peers who

negoti ated use of the overload control mechani smduring capabilities
exchange. Requests sent over other connections are handled the sane
as they would in the absence of the overload control nechani sm

Bef ore sending a request, a Dianeter node nust first determ ne which
scope applies. It does this as follows: first, a next hop host and
connection are determ ned, according to nornal Di aneter procedures
(potentially nmodified as described in Section 3.5.2). The sending
node t hen searches through its list of renpte scope entries (ignoring
any whose Period-of-Validity has expired) to determ ne which ones

mat ch the conbination of the fields in the current request, the next-
hop host, and the sel ected connection. |f none of the matching scope
entries are in overload, then the nessage is handled normally, and no
addi ti onal processing is required.

As an optim zation, a sending node MAY choose to track whet her any of
its peers are in overload, and to skip the preceding step if it knows
that no scopes are in overl oad.

If one or nore matching scope entries are in overload, then the
sendi ng node determi nes which scope is nost overloaded. The sending
node t hen sends, drops, or otherw se nodifies handling of the request
according to the negoti ated overload control algorithm using the
Overload-Metric fromthe sel ected scope entry as input to the

al gorithm

When det erm ni ng which requests are inpacted by the overload contro
al gorithm request senders MAY take into account the type of nessage
being sent and its contents. For exanple, nessages within an

exi sting session nay be prioritized over those that create a new
session. The exact rules for such prioritization will likely vary
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fromapplication to application. The authors expect that
specifications that define or specify the use of specific Dianeter
Applications may choose to formally define a set of rules for such
prioritization on a per-Application basis.

The foregoi ng notwi thstandi ng, senders MJST NOT use the content or
type of request to exenpt that request fromoverload handling. For
exanple, if a peer requests a 50% decrease in sent traffic using the
"Loss" algorithm (see Section 4), but the traffic that the sending
node w shes to send consists 65%of traffic that the sender considers
critical, then the sender is nonethel ess obliged to drop sone portion
of that critical traffic (e.g., it may elect to drop all non-critica
traffic and 23% of the critical traffic, resulting in an overall 50%
reduction).

The sendi ng node then inserts one or nore Load-Info AVPs (see

Section 5.1) into the request. |f the sender inserts nore than one
Load-Info AVP, then each Load-1nfo AVP MUST contain a uni que scope,
as specified by the Overl oad- Scope AVP(s) inside the Load-Info AVP

Each Load-Info AVP in the request MJST contain an Overload-Metric
(see Section 5.5), indicating whether (and to what degree) the sender
is overloaded for the indicated scope. |If this netric is not zero,
then the Load-1nfo AVP MUST al so contain a Period-Of-Validity AVP
(see Section 5.6), indicating the maxi num period the recipient should
consider the Overload-Metric to be valid. Any nessage containing a
non-zero Overl oad-Metric al so MIST set the *O verload bit in the
Conmand Flags field to indicate to the recipient that the nessage
contains an overload indication. See Section 7.4 for the definition
of the "Overload bit.

Each Load-Info AVP MJST al so contain a Load AVP, indicating the
server’s load level within the context of the indicated scope. See
Section 3.5.1 for details on generating this load netric. Note that
a server’'s load may frequently be identical for all the scopes for
which it sends information.

3.2.2. Receiving a Request
3.2.2.1. Receiving a Request froma Conpliant Peer

A node that receives a request froma peer that has negotiated
support for the overload control mechanismw |l extract the Load-Info
AVPs fromthe request and use each of themto update its renmpte scope
entries. First, the node attenpts to | ocate an existing scope entry
that corresponds to the Overl oad-Scope indicated in the Load-Info
AVP. |If one does not exist, it is created. The scope entry is then
popul ated with the overload netric, period of validity, and | oad
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i nformati on. The nmessage is then processed as nornal .

In sone circunstances, request recipients can beconme sufficiently
overl oaded that even those nessages received fromconplaint clients
can overwhel mits processing capabilities. Under such circunstances,
nodes MAY begin treating a subset of such requests as if they were
recei ved fromnonconpliant peers (as explained in the follow ng
section).

3.2.2.2. Receiving a Request froma Nonconpliant Peer

An inportant aspect of the overload control mechanismis that

D aneter nodes that do not inplement the nechani sm cannot have an
advant age over those that do. |In other words, it is necessary to
prevent the situation that a network in overload will cease servicing
those transactions from overl oad-conpliant nodes in favor of those
sent by those nodes that do not inplenent the overload contro
mechani sm To achieve this goal, nessage recipients need to track
the overload control netric on behalf of those sending nodes that do
not inplement overload, and to reject nessages fromthose nodes that
woul d have been dropped if the sender had inpl enented the overl oad
mechani sm

A node that receives a request froma peer that has not negoti ated
support for the overload control mechani sm searches through its Iist
of local scope entries to determnine which ones match the conbination
of the fields in the received request. (These are the entries that

i ndicate the Overload-Metric that the node would have sent to the
peer if the peer had supported the overload nmechanisnm. |If none of
the mat ching scope entries are in overload, then the nessage is sent
normal Iy, and no additional processing is required.

If one or nore matching | ocal scope entries are in overload, then the
node deterni nes which scope is nost overloaded. The node then
executes the "Loss" overload control algorithm (see Section 4) using
the overload netric in that nost overloaded scope. |If the result of
runni ng that algorithmdeternines that a sender who had i npl enrent ed
the overl oad control nechani smwoul d have dropped the nmessage, then
the recipient MIST reply to the request with a

DI AVETER PEER | N OVERLQOAD response (see Section 7.3).

3.2.3. Sending an Answer to a Conpliant Peer
This section applies only to those answers sent to peers who
negoti ated use of the overload control mechani smduring capabilities
exchange.

When sendi ng an answer, a Dianeter node inserts one or nore Load-Info
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AVPs (see Section 5.1) into the answer. |If the sender inserts nore
than one Load-I1nfo AVP, then each Load-Info AVP MJUST contain a uni que
scope, as specified by the Overl oad-Scope AVP(s) inside the Load-Info
AVP.

Each Load-Info AVP in the answer MJST contain an Overl oad-Metric (see
Section 5.5), indicating whether (and to what degree) the server is
overl oaded for the indicated scope. |If this netric is not zero, then
the Load-1nfo AVP MIUST also contain a Period-O-Validity AVP (see
Section 5.6), indicating the maxi mum period the recipient should
consider the Overload-Metric to be valid. Any nessage containing a
non-zero Overload-Metric al so MIST set the 'O verload bit in the
Conmand Flags field to indicate to the recipient that the nessage
contains an overload indication. See Section 7.4 for the definition
of the 'O verload bit.

It is inportant to note that using this nmechanismcreates a cl osed
feedback | oop, with sonme amount of lag introduced by overl oad
processing and the network. As such, inplenenters nust be aware of
the potential for such a systemto produce oscillations in the
overload level. Wthout proper control, it is also possible for
these oscillations to diverge, resulting in undesirabl e behavior
There are several ways to address this issue, and it is left to

i mpl ementors to determ ne the best way for their particul ar
situation. However, at a mninum senders of overload contro

i nformati on SHOULD apply hysteresis to the Overl oad-Metric, and

si gnal easing of overload nore slowy than signaling increases.

Each Load-Info AVP MJST al so contain a Load AVP, indicating the
server’s load level within the context of the indicated scope. See
Section 3.5.1 for details on generating this load nmetric. Note that
a server’s load may frequently be identical for all the scopes for
which it sends information

3.2.4. Receiving an Answer from a Conpliant Peer

A node that receives an answer froma peer that has negotiated
support for the overload control mechanismw |l extract the Load-Info
AVPs fromthe answer and use each of themto update its renote scope
entries. First, the node attenpts to locate an existing scope entry
that corresponds to the Overl oad-Scope indicated in the Load-Info
AVP. |If one does not exist, it is created. The scope entry is then
popul ated with the overload netric, period of validity, and I oad
informati on. The nmessage is then processed as nornal.
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3.3. Dianeter Agent Behavi or

This section discusses the behavior of a Dianeter Agent acting as a
Proxy or Relay. Dianeter Agents that provide redirect or translation
services behave the sane as Dianeter Servers for the purpose of
overload control, and follow the procedures defined in Section 3.2.

Whenever sending a request or an answer, Agents MJST include a Load-
Info AVP reflecting the Agent’s overload and | oad information. In
formulating this information, the Agent nay choose to use only that
information relating to its own |ocal resources. However, better
net wor k behavi or can be achieved if agents incorporate information
received fromtheir peers when generating overload information. The
exact neans for incorporating such information is left to |loca
policy at the agent.

For exanple: consider an agent that distributes sessions and
transactions anong three Di anmeter servers, each hosting a different
Di ameter application. Wiile it would be conpliant for the Agent to
only report its own overload state (i.e., at "Host" scope), overal
net wor k behavi or would be inproved if it chose to al so report
overload state for up to three additional scopes (i.e. at
"Application-1D"' scope), incorporating the Overload information
recei ved fromeach server in these scopes

3.3.1. Proxying a Request

Upon receiving a request, a Dianeter Proxy or Relay perforns the
steps detailed in Section 3.2.2.

The agent then MJST renove all Load-Info AVPs fromthe request: Load-
Info is never passed through a Proxy or Relay transparently.

When the Dianeter Agent proxies or relays a request, it follows the
process outlined in Section 3.2.1

3.3.2. Proxying an Answer

Upon receiving an answer, a Dianeter Agent follows the process
described in Section 3.2.4 to update its renbte scope entries.

The Agent then MJST renove all Load-Info AVPs fromthe answer: Load-
Info is never passed through a Proxy or Relay transparently.

When the Di ameter Agent proxies or relays a response, it follows the
process outlined in Section 3.2.3.
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3.4. Proactive Load and Overl oad Communi cati on

Because not all Diameter links will have constant traffic, it may be
occasionally necessary to send overload and/or |oad information over
Iinks that woul d otherwi se be quiescent. To proactively send such
information to peers, the Dianmeter node with information to convey
may choose to send a Di aneter Watchdog Request (DWR) nessage to its
peers. The procedure described in Section 3.2.1 applies to these
requests, which provides the nmeans to send | oad and overl| oad

i nformation.

In order to prevent unnecessarily di m nished throughput between
peers, a Dianeter node SHOULD proactively send a DAR to all its peers
whenever it | eaves an overload state. Similarly, in order to provide
peers the proper data for |oad distribution, nodes SHOULD send DWR
messages to a peer if the load infornmation nost recently sent to that
peer has changed by nore than 20% and is nore than 5 seconds ol d.

3.5. Load Processing

Wil e the renmai nder of the nechani smdescribed in this docunent is

ai med at handling overload situations once they occur, it is far
better for a systemif overload can be avoided altogether. |n order
to facilitate overload avoi dance, the overload nmechani smincl udes the
ability to convey node | oad information.

Semantically, the Load information sent by a Di aneter node indicates
the current utilization of its nost constrained resource. It is a
linear scale fromO (least |oaded) to 65535 (nost | oaded).

It is critical to distinguish between the value conveyed in the Load
AVP and the val ue conveyed in the Overl oad-Metric AVP. The Load AVP
is conputed and used i ndependent of the Overl oad-Al gorithm sel ected
for a connection, while the Overload-Metric is nmeaningful only in the
context of the selected algorithm Most inportantly, the Load

i nformati on never has any inpact on the behavior specified in the
overload algorithm [If a node reports a Load of 65535, but the
Overl oad- Metric does not indicate any need to apply the sel ected
overload control algorithm then the sender MJUST NOT apply the

sel ected overload control algorithm Conversely, if a node is
reporting an Overload-Metric that requires the recipient to take
action to reduce traffic, those actions MJST be taken, even if the
node is sinultaneously reporting a Load val ue of O.

3.5.1. Sending Load Information

D anet er nodes inplenmenting the overl oad nmechani sm described in this
document MJST include a Load AVP (inside a Load-Info AVP) in every
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D anet er nmessage (request and answer) they send over a connection
that has been negotiated to use the overload control nechanism Note
that this requirement does not necessitate cal culation of the Load
metric each tinme a nessage is sent; the Load value may be cal cul at ed
periodically (e.g., every 100 ns), and used for every nessage sent
until it is recal cul ated.

The al gorithm for generation of the load netric is a matter of loca
policy at the Dianeter node, and may vary w dely based on the
internal software architecture of that node

For advanced cal cul ati ons of Load, anticipated inputs to the
conputation include CPU utilization, network utilization, processor
interrupts, I/0O throughput, and internal nessage queue depths.

To free inplenentors fromthe potential conplexity of determ ning an
optinmal calculation for |load, we define a very sinple, baseline |oad
cal culation that MAY be used for the purpose of populating the Load
AVP. Inplementations using this sinplified calculation will use a
configured, hard-coded, or Service Level Agreenent (SLA)-defined
maxi mum nunber of transactions per second (TPS) which a node is known
to be able to support without issue. These inplenentations sinply
report their load as a linear representation of how nmuch of this
known capacity is currently in use:

Load = M N(Current _TPS * 65535 / Maxi mum TPS, 65535)

To prevent rapid fluctuations in the |oad netric, nodes SHOULD report
a rolling average of the calculated | oad rather than the actua
i nstant aneous | oad at any gi ven nonent.

Load information is scoped to the level indicated by the Overl oad-
I nf o- Scope AVP present in the Load-lInfo AVP in which the Load AVP
appears.

3.5.2. Receiving Load Information

Wil e sending load information is nmandatory, the actual processing of
load information at a recipient is conpletely optional. Ideally,
recipients will use the load information as input to a decision
regardi ng which of nmultiple equival ent servers to use when initiating
a new connection. Recipients nay choose to update | oad infornation
on receipt of every nessage; alternately, they may periodically
"sanpl e" nessages froma host to deternmine the load it is currently
reporting.
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3.5.2.1. Exanple Load Handling

This section describes a non-normative exanpl e of how recipients can
use Load information received fromother D anmeter nodes. At a high
| evel, the concept is that received |oad netrics are used to scale
the distribution algorithmthat the node uses for selection of a
server froma group of equival ent servers

Consider a client that uses DNS to resolve a host name into IP
addresses. In this exanple, the client is attenpting to reach the
server for the real mexanple.com It perfornms a NAPTR query for the
"AAA+D2T" record for that domain, and receives a result pointing to
the SRV record " _dianeter._tcp. exanple.com'. Querying for this SRV
record, in turn, results in three entries, with the sane priorities:

Fom e e o Fom e e e e oo +
| SRV Weight | Server Name |
N Femmmmeeaeaeieaaaas +
| 20 | server-a.exanple.com |
| 20 | server-b.exanple.com |
| 60 | server-c.exanple.com |
Fom e e o Fom e e e e oo +

The client then exanmines the currently reported | oads for each of the
three servers. In this exanple, we are asserting that the reported
|l oad netrics are as foll ows:

| 13107 (20% | server-a.exanple.com |
| 26214 (60% | server-b.exanple.com |
| 52428 (80% | server-c.exanple.com |

Based on this load information, the client scales the SRV wei ghts
proportional to each server’s reported | oad; the general formula is:
new wei ght = original _weight * (65535 - |load) / 65535

The node then cal cul ates a new set of weights for the destination

host s:

0 server-a: new weight = 20 * (65535 - 13107) / 65535 = 16
0 server-b: new weight = 20 * (65535 - 26214) / 65535 = 12
0 server-c: new weight = 60 * (65535 - 52428) / 65535 = 12

These three new weights (16, 12, and 12) are then used as input to
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the random sel ection process traditionally used when sel ecting anong
several SRV records.

Note that this exanple is provided in the context of DNS SRV
processi ng; however, it works equally well in the case that server
processi ng wei ghts are provisi oned or nade avail abl e through an
alternate resol ution process.

3.6. Session Establishment for Session G oups

The procedure in this section applies to any Dianmeter operation that
may result in the creation of a new Dianeter session. Note that
these operations are perfornmed in addition to any normal nessage
processing, and in addition to the operations described in the

foll owi ng secti ons.

3.6.1. Session Goup Concepts

At the tine a session is established, the server and/or the client
may choose to assign the newWwy created session to a Session G oup
that they can use to refer to the session (and other sessions in the
same group) in later overload-rel ated nessages. This grouping is

i ntended to be used by servers that have visibility into resources
that may be independently overl oaded, but which do not correspond to
an existing Dianmeter construct (such as Application, Realm or
Destination Server).

One exanple of a server having visibility into resources that don't
have a corresponding D aneter construct is a Diameter Agent servicing
a m xed community of users -- say, one authenticated by a "Business"
server, and another authenticated by a "Residential" server. The
client in this network does not know whi ch group any given session
bel ongs in; the routing of sessions is based on information avail abl e
only to the agent.
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o m e + o m e +
I | I
| Server A | | Server B |
| (Business) | | (Residential)|
I I I
S + S +
+----- +---+1----+
I I
[ Agent [
I I
B +
AN
I
Fom e e Fom e e +
I
| Cient |
I I
S +

In this case, the Agent may wi sh to assign sessions to two client-

Vi si bl e Sessi on Groups when the session is established. By doing so,
the Agent gains the ability to report Load and Overload netrics to
the Cient independently for the two classes of users. This can be
extrenmely hel pful, for exanple, in allowi ng the Agent to ask the
Client to throttle traffic for the Residential server when it becones
overload, w thout inpacting sessions pertaining to the Business
server.

Simlar situations can arise even without the presence of Dianeter
Agents in the network: a server may have a class of sessions that
require access to an off-board database (which can, itself, becone
overl oaded), while also servicing a class of sessions that is handl ed
entirely by a local authentication table. The server can use Session
Groups to assign these two classes of sessions to different groups,
and report overload on the class using the (overl oaded) off-board

dat abase wi t hout inpacting the other sessions.

In sone applications, it is possible to have the session established
by one peer (e.g., in the upstreamdirection), while sonme subsequent

i n-session transactions are initiated by the other peer (e.g., in the
downstream direction). Because of this possibility, the overl oad
mechani sm al |l ows both peers to establish a Session Goup at the tine
the session is set up. The session identifiers are scoped to the
node that sends them In other words, if a server assigns a session
to a group called "Residential", this group is not related to a
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client group (if any) by the same name. For clarity, this docunent
will refer to the session group assigned by the server perfornming the
processing as a "local session group,” and the session group assigned
by the renpte node as a "renote session group."”

Nodes that send a session-creating request follow normal Di aneter
procedures, along with the additional behavior described in

Section 3.2.1 and Section 3.3.1, as appropriate. Such nodes may al so
assign the session to a Session Goup, as long as the peer to which
they are communi cating indicated support for the "Session-G oup”
scope during capabilities exchange. Wether to do so and what group
to assign a session to is done according to local policy. To perform
such assignnent, the node will include a Session-Goup AVP (see
Section 5.7 in the Load-Info AVP for the session creating request.
These nodes al so store the assigned name as the session’s |loca
sessi on group.

3.6.2. Session Goup Procedures

The procedures in this section only apply on connections for which
support for the "Session-Goup” scope has been negotiated during
capabilities exchange. See Section 3.1

When a node receives a session creating request, it MJST check that
request for the presence for a Session-Goup AVP in its Load-Info
AVP. If one is present, it stores that session group name as the
renote session group nane for that server. This allows clients to
assign the session to a group, allowing it to indicate overload for
server-initiated transactions in the resulting session

When a node replies to a session creating request, it can choose to
assign the new y-established session to a session group. \Whether it
chooses to do so is independent of whether the renote node assigned
the session to a session group. To performsuch an assignnent, the
node includes a Session-Goup AVP in the Load-Info AVP sent in answer
to the session-creating request. These nodes al so store the assigned
name as the session’s |ocal session group.

Finally, when a node that has sent a session-creating request
recei ves a correspondi ng answer nessage, it MJST check that answer
for the presence of a Session-Goup AVP in its Load-Info AVP. |f one
is present, it stores that session group nane as the renote session
group nane for that server

4. Loss-Based Overload Control Al gorithm

This section describes a baseline, nmandatory-to-inpl enent overl oad
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control algorithm identified by the indicator "Loss". This
algorithmallows a Dianeter peer to ask its peers to reduce the
nunber of requests they would ordinarily send by a specified
percentage. For exanple, if a peer requests of another peer that it
reduce the traffic it is sending by 10% then that peer will
redirect, reject, or treat as failed, 10% of the traffic that would
have ot herw se been sent to this D aneter node.

4.1. Overload-Metric values for the 'Loss’ Al gorithm

A Di aneter node entering the overload state for any of the scopes
that it uses with its peers will calculate a value for its Overl oad
Metric, in the range of O to 100 (inclusive). This value indicates
the percentage traffic reduction the D anmeter node wi shes its peers
to inmplenent. The conputation of the exact value for this paraneter
is left as an inplenentation choice at the sending node. It is
acceptable for inplenmentations to request different levels of traffic
reduction to different peers according to |local policy at the

D aneter node. These Overload Metrics are then comruni cated to peers
usi ng the Overload-Metric AVP in requests and answers sent by this
node.

Reci pi ents of Overl oad-Metric AVPs on connections for which the
"Loss" al gorithm has been specified MJST reduce the nunber of
requests sent in the correspondi ng scope by that percentage, either
by redirecting themto an alternate destination, or by failing the
request. For a Dianeter Agent, these failures are indicated to the
peer who originated the request by sending a

DI AVMETER PEER | N OVERLQAD response (see Section 7.3). For dianeter
clients, these failures cause the client to behave as if they
received a transient error in response to the request.

It is acceptable, when inplenmenting the "Loss" algorithm for the
reduction in transactions to nmake use of a statistical loss function
(e.g., random assi gnnent of transactions into "success" and "failure"
categories based on the indicated percentage). In such a case, the
actual traffic reduction night vary slightly fromthe percentage

i ndi cated, albeit in an insignificant amount.

The sel ection of which nessages to withhold from sendi ng does not
need to be arbitrary. For exanple, inplenentations are allowed to

di stingui sh between higher-priority and |ower-priority nmessages, and
drop the lower-priority nmessages in favor of dropping the higher
priority messages, as long as the total reduction in traffic conforns
to the Overload-Metric in effect at the tine. The selection of which
messages to prioritize over others will likely vary fromapplication
to application (and nmay even be subject to standardization as part of
the application definition). One exanple of such a prioritization

Roach & McMurry Expi res Novenber 18, 2013 [ Page 23]



Internet-Draft D anmeter Overl oad Control May 2013

4.

2

schene woul d be to treat those nessages that result in the creation
of a new session as lower priority then those nessages sent in the
context of an established session.

Exanpl e | npl enent ati on

The exact nmeans a client uses to inplenent the requirenment that it
reduce traffic by a requested percentage is left to the discretion of
the inplementor. However, to aid in understanding the nature of such
an i nplenentation, we present an exanple of a valid inplenentation in
pseudo- code

In this exanple, we consider that the sending node namintains two

cl asses of request. The first category are considered of | ower
priority than the second category. If a reduction in traffic is
required, then these lower priority requests will be dropped before
any of the higher priority requests are dropped.

The sendi ng Di aneter node deternines the mx of requests falling into
the first category, and those falling into the second category. For
exanpl e, 40% of the requests may be in the lower-priority category,
while 60%are in the higher-priority category.

When a node receives an overload indication fromone of its peers, it
converts the Overload-Metric value to a value that applies to the
first category of requests. For exanple, if the Overload-Metric for
the applicable context is "10", and 40% of the requests are in the

|l ower-priority category, then

10 / 40 * 100 = 25

O 25%of the requests in the first category can be dropped, with an
overall reduction in sent traffic of 10% The sender then drops 25%
of all category 1 requests. This can be done stochastically, by

sel ecting a random nunber for each sent packet between 1 to 100
(inclusive), and dropping any packet for which the resulting
percentage is equal to or less than 25. In this set of

ci rcunst ances, mnessages in the second category do not require any
reduction to nmeet the requirement of 25%traffic reduction

A reference algorithmis shown bel ow, using pseudo-code

catl := 80.0 /] Category 1 --- subject to reduction
cat2 := 100.0 - catl // Category 2 --- Under nornal operations
/1 only subject to reduction after category 1 is exhausted.

/1l Note that the above ratio is sinply a reasonable default.
/1l The actual values will change through periodic sanpling

/'l as the traffic mx changes over tine.
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while (true) {
/1 We’'re nodel i ng message processing as a single work queue
/1 that contains both incom ng and outgoi ng nessages.
nsg : = get _next_nessage_from wor k_queue()

update m x(catl, cat2) // See Note bel ow
switch (nmsg.type) {
case out bound request:
destination := get_next_hop(nsg)

oc_context := get_oc_scope(destination, nsg)

if (we are in overload) {
add_over| oad_avps(nsQ)

}

if (oc_context == null) {
send_to_network(msg) // Process it normally by sending the
/1 request to the next hop since this particul ar
/1 destination is not subject to overl oad

else {

/] Determine if server wants to enter in overload or is in
/'l overl oad

in_oc := extract _in_oc(oc_context)

oc_value : = extract_oc(oc_context)

oc validity := extract_oc_validity(oc_context)

if (in_oc == false or oc_validity is not in effect) {

send_to_network(msg) // Process it normally by sending
/1l the request to the next hop since this particul ar
/1 destination is not subject to overload. Optionally,
/1 clear the oc context for this server (not shown).

else { [// Begin performoverload contro
r := random()
drop_nsg : = fal se

if (catl >= cat2) {

category := assign_nsg_to_category(nsg)
pct _to _reduce_cat2 := 0
pct _to reduce_catl := oc_value / catl * 100

if (pct_to_reduce_catl > 100) {
/1l Get remaining nmessages fromcategory 2
pct to reduce cat2 := 100 - pct_to _reduce catl
pct to reduce catl := 100
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}

if (category == catl) {
if (r <= pct_to_reduce catl) {
drop_nsg : = true
}

else { // Message fromcategory 2
if (r <= pct_to_reduce_cat2) {
drop_nsg : = true

else { // Mdre category 2 nessages than category 1;
/1 indicative of an energency situation. Since
/1 there are nore category 2 nessages, don't
/1 bot her distinguishing between category 1 or

/Il 2 --- treat themequal (for sinplicity).
if (r <= oc_val ue)
drop_nsg : = true

}

if (drop_nsg == false) {
send_to _network(nmsg) // Process it nornally by
/'l sending the request to the next hop
}
el se {
/1 Do not send request downstream handle |ocally by
/1 generating response (if a proxy) or treating as
/1 an error (if a user agent).

/1 End performoverload contro

end case // outbound request

case out bound answer:
if (we are in overload) {
add_over| oad_avps(nsQ)

}

send_to_network(nsg)

end case // outbound answer

case i nbound answer:
create_or_update_oc_scope() // For the specific server
/1 that sent the answer, create or update the oc scope;

I

Roach & McMurry
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/1l and store themin the proper scopes for later use.
process_nsg(nsg)

end case // inbound answer
case i nbound request:
create_or_update_oc_scope()

if (we are not in overload) {
process_nsg( nsg)

else { // W are in overload
if ( connection supports overl oad)
process_nsg(nsg)

else { // Sender does not support oc
if (local _policy(nsg) says process nessage) {
process_nsg(nsg)

el se {
send_answer (nsg, DI AMETER PEER | N OVERLQAD)
}

}
}
end case // inbound request

}
}

A sinmple way to sanple the traffic mx for category 1 and category 2
is to associate a counter with each category of nessage

Periodically (every 5-10s), get the value of the counters and
calculate the ratio of category 1 nessages to category 2 nmessages
since the last calculation

Exanple: In the last 5 seconds, a total of 500 requests were
schedul ed to be sent. Assune that 450 out of 500 were nessages
subject to reduction and 50 out of 500 were classified as requests
not subject to reduction. Based on this ratio, catl := 90 and cat?2
:= 10, or a 90/10 mix will be used in overload cal cul ati ons.

O course, this scheme can be generalized to include an arbitrary

number of priorities, depending on how nmany different classes of
messages make sense for the given application
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5.

5.

.1

2.

D aneter AVPs for Overl oad

NOTE: THE AVP NUMBERS I N THI S SECTI ON ARE USED FOR EXAMPLE PURPOSES
ONLY. THE FINAL AVP CODES TO BE USED W LL BE ASSI GNED BY | ANA DURI NG
THE PUBLI CATI ON PROCESS, WHEN AND | F THI S DOCUMENT | S PUBLI SHED AS AN
RFC.

Fom e e e e e e e e oo Fomm oo - Fomm oo - o m e e oo o - Fomm - - - Fomm e - - +
| Attribute Name | AVP | Sec. | Data Type | MJUST | MIST |
[ | Code | Def. | [ | NOT [
oo Fom e e Fom e e S Homm e Fom e e e oo +
| Load-Info | 1600 | 5.1 | G ouped | | MV |
| Support ed- Scopes | 1601 | 5.2 | Unsigned64 | | MV |
| Overload-Algorithm | 1602 | 5.3 | Enunerated | | MV |
| Overl oad-1nfo-Scope | 1603 | 5.4 | CctetString | | MV |
| Overload-Metric | 1604 | 5.5 | Unsigned32 | | MV [
| Period-Of-Validity | 1605 | 5.6 | Unsigned32 | | MV |
| Session-G oup | 1606 | 5.7 | UTF8String | | MV |
| Load | 1607 | 5.8 | Unsigned32 | | MV [
Fom e e e e e e e e oo Fomm oo - Fomm oo - o m e e oo o - Fomm - - - Fomm e - - +

Load- I nfo AVP

The Load-1nfo AVP (AVP code 1600) is of type G ouped, and is used as
a top-level container to group together all information pertaining to
| oad and overload information. Every Load-Info AVP MJST contain one
Overl oad- I nf or mati on- Scope AVP, and one Overl oad-Metric AVP.

The Grouped Data field of the Load-1nfo AVP has the foll ow ng CCF
gr amar :

AVP Header: 1600 >
Overl oad- Metric >
Over | oad- I nf o- Scope }
Support ed- Scopes ]
Overl oad- Al gorithm]
Period-OF-Validity ]
Sessi on- G oup |

Load ]

AVP ]

< Load-Info > ::=

*
s A A

Support ed- Scopes AVP

The Supported- Scopes AVP (AVP code 1601) is of type Ui nt64, and is
used during capabilities exchange to indicate the scopes that a given
node can receive on the connection. Nodes that support the mechani sm
defined in this docunment MJST include a Supported-Scopes AVP in all
CER nessages. It also MJST appear in any CEA nessages sent in answer
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to a CER nessage containing a Load-1nfo AVP. The Support ed- Scopes
AVP MJST NOT appear in any other nmessage types. See Section 5.4 for
an initial list of scopes.

The Supported- Scopes AVP contains a bitmap that indicates the scopes
supported by the sender. Wthin the bitmap, the |east significant
bit indicates support for scope 1 (Destination-Realn), while the next
| east significant bit indicates support for scope 2 (Application-1D),
and so on. In general, if we consider the bits to be nunbered from?O
(LSB) to 63 (MSB), then any bit n corresponds to the scope type
nunbered n+l. This schene allows for up to 64 total scopes to be
supported. Mre formally, the bitnmask used to indicate support for
any specific context is calculated as foll ows (where the synbol "<<"
indicates a bit shift left):

bitmask = 1 << (n - 1)

For additional clarity, the bitmasks for the scopes defined in this
docunment are as foll ows:

Fom e - e m e e e e e e oo - B +
| Scope | Bitmask | Scope [
Fom e e o e e e e e e o n +
| 1 | 0x0000000000000001 | Destination-Real m |
| 2 | 0x0000000000000002 | Application-1D [
| 3 | 0x0000000000000004 | Desti nati on- Host

| 4 | 0x0000000000000008 | Host |
| 5 | 0x0000000000000010 | Connecti on |
| 6 | 0x0000000000000020 | Sessi on- G oup |
| 7 | 0x0000000000000040 | Session [
[ R, Fom e e Fom e e e e oo +

The advertisenent process that makes use of the Supported- Scopes AVP
is described in Section 3.1

5.3. Overload-Al gorithm AVP

The Overl oad- Al gorithm AVP (AVP code 1602) is of type Enunerated, and
is used to negotiate the algorithmthat will be used for |oad
abatenent. The Overl oad- Al gorithm AVP MAY appear in CER and CEA
messages, and MJUST NOT appear in any other nessage types. |If absent,
an Overload Algorithmof type 1 (Loss) is indicated. Additiona

val ues can be registered by other docunents; see Appendix C 1.

Initial values for the enuneration are as foll ows:

Roach & McMurry Expi res Novenber 18, 2013 [ Page 29]



Internet-Draft D anmeter Overl oad Control May 2013

R T R +
| AVP Values | Attribute Name | Reference |
Fom e e o S Fom e e o +
| O | Reserved | - [
| 1 | Loss | [RFC xxxx] |
N . . N . +

5.4. Overl oad-1nfo-Scope AVP

The Overl oad- | nf o- Scope AVP (AVP code 1603) is of type CctetString,
and is used to indicate to which scope the Overl oad-Metric applies.

See Section 2 for a definition of the different scope types and a
formal description of how they are applied. Oher docunents may
define additional scopes; see Appendix C. 2 for details.

0 1 2 3
01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
I Scope I I
B e i it I TR SR Details |
L- T T s i e o e e h i i ik St SH SR +-L
oo - T R +
| Scope | Attribute Name | Reference |
Fom e - B Fom e e o +
| O | Reserved | [RFC xxxx] |
| 1 | Destination-Realm| [RFC xxxx] |
| 2 | Application-ID | [RFC xxxx] |
| 3 | Destination-Host | [RFC xxxx] |
| 4 | Host | [RFC xxxx] |
| 5 | Connection | [RFC xxxx] |
| 6 | Session-G oup | [RFC xxxx] |
| 7 | Session | [RFC xxxx] |
N N T N . +

Each Overl oad-1nfo-Scope has a different encoding, according to the
identifier used to designate the correspondi ng scope. The formats
for the seven scopes defined in this docunent are given in the

foll owi ng secti on.
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5.4.1. Real m Scope

0

Di aneter Overl oad Control

1

2

May 2013

3

01234567890123456789012345678901

S T o e i L A S S

B L T S S

B S i i o S e e e e S A S S S i Sue S

1

Real m (Di aneterldentity)

5.4.2. Application-1D Scope

0

1

2

+
I
I
I
+

3

01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

2

Reserved (set to zeros)

B o T S s S T T S e s T s

Application-1D (Unsigned32)

T i T S T i T S S S T i T S

5.4.3. Host Scope

0

1

2

3

01234567890123456789012345678901

T S e i S S e T S S s S U NI S S

B S S

T e S i S S S S e T

5.4.4. Session Scope

0

3

Host (Dianeterldentity)

1

2

+
I
I
I
+

3

01234567890123456789012345678901

S T o e i L A S S

B L T S S

B S i i o S e e e e S A S S S i Sue S

5.4.5. Connection Scope

0

4

Session-1D (UTF8Stri ng)

1

2

+
I
I
I
+

3

01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

5

Reserved (set to zeros)

B o T S s S T T S e s T s
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5.4.6. Session Goup Scope

0 1 2 3
01234567890123456789012345678901
B i i S S i I e i S S R L e e e e
I 6 I I
A el el s G oup Nane (UTF8Stri ng) |
I I
+

B I S i e S i S S i S S I i i S o
5.5. Overload-Metric AVP

The Overl oad-Metric AVP (AVP code 1604) is of type Unsigned32, and is
used as input to the load mtigation algorithm Its definition and
interpretation is left up to each individual algorithm with the
exception that an Overload-Metric of "0" always indicates that the
node is not in overload (that is, no | oad abatenent procedures are in
effect) for the indicated scope.

5.6. Period-O-Validity AVP

The Period-O-Validity AVP (AVP code 1605) is of type Unsigned32, and
is used to indicate the length of tine, in seconds, the Overl oad-
Metric is to be considered valid (unless overridden by a subsequent
Overload-Metric in the sane scope). It MIST NOT be present if the
Overload-Metric is 0, and MJST be present otherw se.

5.7. Session-G oup AVP

The Session-Goup AVP (AVP code 1606) is of type UTF8String, and is
used to assign a new session to the session group that it names. The
Sessi on- G oup AVP MAY appear once in the answer to a session-creating
request, and MJST NOT appear in any other message types.

5.8. Load AVP

The Load AVP (AVP code 1607) is of type Unsigned32, and is used to
indicate the | oad | evel of the scope in which it appears. See
Section 3.5 for additional information.

6. Security Considerations

A key concern for recipients of overload netrics and | oad information
is whether the peer fromwhich the informati on has been received is
aut hori zed to speak for the indicated scope. For scopes such as
"Host" and "Connection", such authorization is obvious. For other
scopes, such as "Application-ID' and "Realmi', the potential for a
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peer to maliciously or accidentally reduce traffic to a third party
is evident. Inplenmentations may choose to ignore indications from
hosts which do not clearly have authority over the indicated scope;
alternately, they may wish to further restrict the scope to apply
only to the host fromwhich the informati on has been received.

On the other hand, nultiple nodes that are under the sane

adm nistrative control (or a tightly controll ed confederation of
control) may be inplicitly trusted to speak for all scopes within
that donmain of control. |Inplenmentations are encouraged to all ow
configuration of inherently trusted servers to which the foregoing
restrictions are not applied.

Open I ssue: There are alnost certainly other security issues to take
into consideration here. For exanple, we mght need to include

gui dance around who gets to see our own | oad information, and
potentially changing the granularity of information presented based
on trust rel ationships.

7. | ANA Consi der ations

This docunent defines new entries in several existing | ANA tables.
It also creates two new tabl es.

7. 1. New Di anet er AVPs

The following entries are added to the "AVP Codes" table under the
"aaa- paraneters" registry.

e T Fommemeeeas +
| AVP Code | Attribute Nane | Reference |
Fom e - e e e e e e e e o Fom e e e e - - +
| 1600 | Load-Info | RFC xxxx |
| 1601 | Support ed- Scopes | RFC xxxx |
| 1602 | Overload-Algorithm | RFC xxxx |
| 1603 | Overl oad-Info-Scope | RFC xxxx |
| 1604 | Overload-Metric | RFC xxxx |
| 1605 | Period-O-Validity | RFC xxxx |
| 1606 | Session-G oup | RFC xxxx |
| 1607 | Load | RFC xxxx |
N T T N +

7.2. New Di aneter Di sconnect - Cause

The following entry is added to the "Di sconnect-Cause AVP Val ues
(code 273)" table in the "aaa-paraneters" registry:
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T T Fommemeeeas +
| AVP Val ues | Attribute Name | Reference

e e e e e e e e oo e e e e e e e e o Fom e e e e - - +
| 128 [actual value TBD] | NEGOTI ATI ON_FAI LURE | RFC xXxxx
e S N +

7.3. New Di aneter Response Code

The following entry is added to the "Result-Code AVP Val ues (code
268) - Transient Failures" table in the "aaa-paraneters” registry:

oo e e e e aao oo s o e e e e e e ee oo Fom e e oo - +
| AVP Val ues | Attribute Nane | Reference

B B B +
| 4128 [actual value TBD] | DI AMETER PEER I N OVERLOAD | RFC xxxx |
o m e e e e e oo oo o m e e e e e e e oo oo oo [ S +

7.4. New Command Fl ag

The following entry is added to the "Command Fl ags" table in the
"aaa- paraneters" registry:

R oo oo +
| bit | Nane | Reference
e oo oo +
| 4 | 'O verload | RFC xxxx
H-- - - - Fom e e o Fom e e e e - - +

7.5. COverload Algorithm Registry

This docunment defines a newtable, to be titled "Overl oad- Al gorithm
Val ues (code 1602)", in the "aaa-paraneters” registry. Its initial
val ues are to be taken fromthe table in Section 5. 3.

New entries in this table follow the I ANA policy of "Specification
Required." (Open |ssue: The WG shoul d discuss registration policy to
ensure that we think this is the right bal ance).

7.6. Overload Scope Registry
This docunent defines a new table, to be titled "Overl oad- I nfo- Scope
Val ues (code 1603)", in the "aaa-paraneters" registry. Its initial
values are to be taken fromthe table in Section 5. 4.
New entries in this table follow the I ANA policy of "Specification

Required." (Open Issue: The WG shoul d di scuss registration policy to
ensure that we think this is the right bal ance).
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Eri c Noel

Appendi x B

for early feedback on the mechani sm

Requi renments Anal ysi s

Thi s section anal yzes the mechani sm described in this docunent
agai nst the set of requirenents detailed in
[I-D.ietf-di ne-overl oad-reqgs].

REQ 1:

REQ 2:

REQ 3:

The overl oad control nechani sm MJUST provide a conmuni cati on
met hod for Dianmeter nodes to exchange | oad and overl oad
i nformation.

Conpliant. The mechani sm uses new AVPs pi ggybacked on
exi sting D aneter nmessages to exchange | oad and overl oad
i nfornation.

The mechani sm MUST al | ow Di aneter nodes to support overl oad
control regardl ess of which D aneter applications they
support. Dianeter clients nust be able to use the received
| oad and overload information to support graceful behavior
during an overload condition. Gaceful behavior under
overload conditions is best described by REQ 3.

Conpliant. Piggybacked AVPs conveyi ng overl oad control
information is sent on every Dianeter nessage to
compliant peers, without regard to its Application-ID.
The use of the Application-1D scope allows infornation
rel evant to one application to be piggybacked on
nmessages for other applications.

Information sent to peers includes |oad and overl oad

i nformati on for use by overload control algorithns,

i ntended for graceful overload mtigation. The

mechani smi s hop-by-hop and has provisions for agents to
forward or aggregate |oad and overload infornmation
towards clients and servers so that each el ement can
have appropriate information for graceful overl oad
control

The overload control nechanism MJST linit the inpact of
overload on the overall useful throughput of a D aneter
server, even when the incomng load on the network is far in
excess of its capacity. The overall useful throughput under
load is the ultimate neasure of the value of an overl oad
control mechani sm
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REQ 4:

REQ 5:

REQ 6:

Conpliant. The mechani sm provi des information nodes use
to affect the inpacts of overload according to agreed
upon algorithms. By controlling or reducing traffic
sent towards overl oaded el enents, using overload contro
information as described in the nechanism the effects
of overload can be limted. Use of scopes provides a
means to mininze the inpact of overload nitigation

i ncreasing overall useful throughput during overl oad
condi tions.

D aneter allows requests to be sent fromeither side of a
connection and either side of a connection nay have need to
provide its overload status. The mechani sm MJUST al | ow each
side of a connection to independently informthe other of
its overl oad status.

Conpliant. Overload control information can be

pi ggybacked on any Di ameter nmessage. This applies for
requests and answers sent fromeither side of a
connecti on.

Di aneter allows nodes to deternmine their peers via dynanic
di scovery or nmanual configuration. The nechani sm MJST work
consistently without regard to how peers are determ ned.

Conpliant. The mechani sm makes no assunptions as to how
peers are determ ned. Discovery of supporting peers is
acconpl i shed as part of the nornal capabilities exchange
and does not affect how or where these exchanges occur

The mechani sm desi gners SHOULD seek to mininize the anount
of new configuration required in order to work. For
exanple, it is better to allow peers to advertise or

negoti ate support for the mechanism rather than to require
this know edge to be configured at each node.

Conpliant. The mechani smadds information to the

exi sting Di aneter capabilities exchange nechani sm for
determ ni ng peer support and overload contro
characteristics. Since this is acconplished dynamically
at the start of connections, no provisioning is required
to establish which peers support the nechanismand in
what fashion. |nplenmentations are free to add
configuration for local policy and other control of the
mechani sm but this is not required.
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REQ 7:

REQ 8:

REQ O:

REQ 10:

The overl oad control nechani sm and any associ ated defaul t

al gorithm(s) MJST ensure that the systemremains stable. At
some point after an overload condition has ended, the
mechani sm MUST enabl e capacity to stabilize and becone equa
to what it would be in the absence of an overload condition
Note that this also requires that the mechani sm MJST al | ow
nodes to shed | oad wi thout introducing non converging
oscillations during or after an overl oad condition

Conpliant. It is possible for an inplenmentation using
this to neet this requirenment, and the hop-by-hop nature
limts the inpact of overload control actions.

Addi tional guidance is provided for inplenmentors on
sendi ng of the Overload-Metric and its inplications for
the closed | oop control systemcreated by this
mechani sm

Supporting nodes MJST be able to distinguish current
overload information fromstale information, and SHOULD nmake
deci sions using the nost currently avail able information

Conpliant. The nechani sm provi des for rapi d updates of
overload control information as well as having tinmeouts
on the validity of overload information that nust be
provi ded by senders.

The mechani sm MUST function across fully | oaded as well as
qui escent transport connections. This is partially derived
fromthe requirenent for stability in REQ 7.

Conpliant. The mechani sm uses piggybacked i nformation
transfer, which will generally result in the ability to
transfer information on a simlar rate to loading. It
al so provides for triggering the use of DAR with

pi ggybacked i nformation for qui escent connections.

Consuners of overload informati on MJST be able to determn ne
when the overl oad condition inproves or ends.

Conpliant. The nechani sm provi des for rapi d updates of
overload control information, including abatenent
information, as well as mandatory tineouts on the
validity of overload information that nust be provided
by senders (it is soft state). Additionally, the
mechani sm provi des for sending a DAR with pi ggybacked
information to inform of overload abatenent nore

qui ckly.
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REQ 11:

REQ 12:

REQ 13:

The overl oad control nechani sm MIST be able to operate in
net wor ks of different sizes.

Conpliant. The hop-by-hop nature of the nechani sm
restricts the inpacts that |arge networks nmight have on
the ability of nodes to deal with overload contro
information, as well as restricting the signaling needed
to convey overload information. The use of piggybacked
information transfer limts the additional nessaging

i nposed by the nechanismfor |arge and small networks
and has the characteristic of scaling with the anount of
Di ameter traffic on a network. Additionally, the
dynani ¢ nature of the capabilities exchange reduces the
provi sioni ng burden that can be incurred at |arge

scal es.

When a single network node fails, goes into overload, or
suffers fromreduced processing capacity, the mechani sm MJST
make it possible to limt the inpact of this on other nodes
in the network. This helps to prevent a small-scale failure
from becom ng a wi despread out age

Conpliant. The nechani sm provides for infornmation about
such issues to be conveyed in order for nodes to take
appropriate action to mtigate the situation and prevent
cascades.

The mechani sm MUST NOT introduce substantial additional work
for node in an overloaded state. For exanple, a requirenent
for an overl oaded node to send overload infornmation every
time it received a new request would introduce substanti al
work. Existing nessaging is likely to have the
characteristic of increasing as an overl oad condition
approaches, allowing for the possibility of increased
feedback for information piggybacked on it.

Conpliant. The mechani smrequires sending | oad and
overload information on all messages exchanged wth
compliant peers. |t does not, however, require that the
i nformati on be recal cul ated or updated with each
message. The update frequency is up to the

i npl ement ati on, and each inplenentati on can make
deci si ons on bal anci ng the update of overl oad
information along with its other priorities. It is
expected that using a periodically updated grouped AVP
added to all nessages sent to conpliant peers will not
add substantial additional work. Piggyback base
transport al so does not require conposition, sending, or
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REQ 14:

REQ 15:

REQ 16:

REQ 17:

parsi ng of new Di aneter nmessages for the purpose of
conveyi ng overl oad control information.

Sone scenarios that result in overload involve a rapid
increase of traffic with little tine between normal |evels
and overload inducing levels. The mechani sm SHOULD provi de
for rapid feedback when traffic |levels increase

Conpliant. The use of piggybacked information transport
by the nechanismallows for overload control information
to be sent at the sanme rate as the normal traffic. It
is presuned that the rate of normal traffic will go up
as nodes approach, or enter, overload. Additionally,
DWR nessages may be proactively triggered with

pi ggybacked overl oad control information to provide
overload control information transfer in an ad hoc

f ashi on.

The mechani sm MJUST NOT interfere with the congestion contro
mechani sms of underlying transport protocols. For exanpl e,
a mechani smthat opened additional TCP connections when the
network i s congested would reduce the effectiveness of the
under | yi ng congestion control nechanisns.

Conpliant. The mechani sm does not require interaction

wi th any underlying congestion control. It relies

sol ely on piggybacked transport and does not request or
recommend changes in how the underlying connections are
per f or ned.

The overload control nmechanismis likely to be depl oyed
increnmentally. The nechani sm MJUST support a mi xed
envi ronment where sonme, but not all, nodes inplenent it.

Conpliant. The nechani sm specifies behavior for dealing
wi th non-supporting el ements.

In a m xed environnent with nodes that support the overload
control mechani smand that do not, the mechani sm MJST result
in at least as nuch useful throughput as woul d have resulted
i f the nechanismwere not present. It SHOULD result in |ess
severe congestion in this environnent.

Conpliant. When dealing with supporting, and non-
supporting nodes, the nechani sm specifies behavior that
attenpts to apply relevant information to deci sions on
sendi ng to non-conpliant hosts. This behavior should
result in reductions in traffic that increase the
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REQ 18:

REQ 19:

REQ 20:

REQ 21:

I'i keli hood of successful overload mitigation in m xed
net wor ks.

In a mxed environnent of nodes that support the overload
control mechani smand that do not, the mechani sm MUST NOT
precl ude el enents that support overload control from
treating elements that do not support overload control in a
equitable fashion relative to those that do. Users and
operators of nodes that do not support the nechani sm MJST
NOT unfairly benefit fromthe nechanism The nmechani sm
speci ficati on SHOULD provi de gui dance to inplenmentors for
dealing with elenments not supporting overload control

Conpliant. When dealing with supporting, and non-
supporting nodes, the nechani sm specifies behavior that
attenpts to apply relevant information to deci sions on
sendi ng to non-conpliant hosts. This allows nodes to
treat non-supporting elenents in a simlar, and fair,
fashion relative to non-supporting el ements.

It MJUST be possible to use the nechani sm between nodes in
different realns and in different admnistrative donains

Conpliant. Scoping of overload information to realns is
explicitly specified by the mechanism There are no
requi renents inposed by the nechani smthat would prevent
overload control information from crossing between

adj acent nodes that were in separate adnministrative
domai ns.

Any explicit overload indication MJST be clearly
di stingui shable fromother errors reported via D aneter.

Conpliant. A new grouped AVP conveys all overl oad
control information, and this is transported on existing
messages that are not related to overload control. No
existing Dianeter error codes are used by the nechani sm
One new transient error code is defined by the
mechani sm

In cases where a network node fails, is so overl oaded that
it cannot process nessages, or cannot comunicate due to a
network failure, it may not be able to provide explicit
indications of the nature of the failure or its |evels of
congestion. The nechanism MJST result in at |east as nuch
useful throughput as would have resulted if the overload
control nechani smwas not in place
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Conpliant. Procedures are defined cases where
supporting nodes becone too overl oaded to send overl oad
information. No retries or sending of additiona
nmessages are required during overload that woul d reduce
useful throughput in these situations.

REQ 22: The nechani sm MUST provide a way for a node to throttle the
anount of traffic it receives froma peer node. This
throttling SHOULD be graded so that it can be applied
gradually as offered load increases. Overload is not a
binary state; there nay be degrees of overl oad.

Conpliant. The mechani sm provides a 32 bit overl oad
severity indication. Interpretation of the value is
specific to the algorithm being enployed. In the case
of the mandatory to inplenent |oss algorithm the val ues
0-100 are used to progressively control the anount of
traffic dropped.

REQ 23: The nechani sm MJST provide sufficient information to enable
a | oad bal ancing node to divert nessages that are rejected
or otherwise throttled by an overl oaded upstream node to
ot her upstream nodes that are the nost likely to have
sufficient capacity to process them

Conpliant. The mechani sm provides information so that a
| oad bal anci ng node can determ ne that an upstream node
is in overload. Additionally, it provides |oad

i nformati on that can be used as input for bal ancing
deci si ons.

REQ 24: The nechani sm MJST provi de a nmechani smfor indicating |oad
| evel s even when not in an overl oaded condition, to assist
nodes naki ng deci sions to prevent overload conditions from
occurring.

Conpliant. The mechani sm provides |load information in
each nmessage as well as guidelines for inplenmenting the
determ nation of |oad to be sent.

REQ 25: The base specification for the overload control nechani sm
SHOULD of fer general guidance on which nmessage types m ght
be desirable to send or process over others during tinmes of
overl oad, based on application-specific considerations. For
exanple, it may be nore beneficial to process nessages for
exi sting sessions ahead of new sessions. Some networks may
have a requirenent to give priority to requests associ ated
with enmergency sessions. Any nornative or otherw se
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REQ 26:

REQ 27:

REQ 28:

detailed definition of the relative priorities of nessage
types during an overload condition will be the
responsibility of the application specification

Conpliant. Sonme guidance is provided for priority
sel ection and how to deal with different priority
nmessages is described in an exanple al gorithm

i mpl enent ati on.

The mechani sm MUST NOT prevent a node fromprioritizing
requests based on any local policy, so that certain requests
are given preferential treatnent, given additiona

retransm ssion, not throttled, or processed ahead of others.

Conpliant. The mechani sm does not place restrictions on
how deci sions are nade to prioritize nessages.

The overl oad control nechani sm MJUST NOT provi de new

vul nerabilities to malicious attack, or increase the
severity of any existing vulnerabilities. This includes
vul nerabilities to DoS and DDoS attacks as well as replay
and man-in-the mddl e attacks. Note that the D aneter base
specification [ RFC6733] lacks end to end security and this
nmust be consi der ed.

Conpliant. The hop-by-hop nature of the nechani sm
al | ows existing Dianeter security mechani sms to be used
for securing the connections between peers. ***Detail ed
anal ysis by persons with security expertise would be
beneficial.***

The mechani sm MJUST NOT depend on bei ng depl oyed in
environnments where all Dianmeter nodes are completely
trusted. It SHOULD operate as effectively as possible in
envi ronnments where other nodes are malicious; this includes
preventing nalicious nodes fromobtaining nore than a fair
share of service. Note that this does not inply any
responsibility on the mechanismto detect, or take
count er measur es agai nst, malicious nodes.

Conpliant. Using a hop-by-hop nechanismlimts the
scope of potentially malicious information. Cuidance is
provided for trust, in particular relative to scopes.
Addi tional specification around trust relationships
could be useful to clarify authorization of overl oad
control information. ***Detail ed anal ysis by persons
with security expertise would be beneficial.***
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REQ 29:

REQ 30:

REQ 31:

REQ 32:

It MJUST be possible for a supporting node to make

aut hori zati on deci si ons about what information will be sent
to peer nodes based on the identity of those nodes. This
all ows a donmain adm ni strator who considers the |oad of
their nodes to be sensitive infornation to restrict access
to that information. O course, in such cases, there is no
expectation that the overload control nmechanismitself will
hel p prevent overload fromthat peer node.

Conpliant. The nmechani sm provi des gui dance for

aut hori zation deci sions and takes no action to restrict
| ocal policy when dealing with authorization
***Detail ed anal ysis by persons with security expertise
woul d be beneficial.***

The mechani sm MUST NOT interfere with any Di aneter conpliant
met hod that a node nmay use to protect itself from overl oad
from non-supporting nodes, or fromdenial of service

att acks.

Conpliant. The mechanismallows for |ocal policy
overrides for the bulk of its behavior

There are nmultiple situations where a D aneter node nmay be
overl oaded for sone purposes but not others. For exanple,
this can happen to an agent or server that supports multiple
applications, or when a server depends on multiple externa
resources, sonme of which may becone overl oaded while others
are fully available. The nmechani sm MJST al | ow Di anet er
nodes to indicate overload with sufficient granularity to
allow clients to take action based on the overl oaded
resources w thout unreasonably forcing avail able capacity to
go unused. The mechani sm MUST support specification of
overload information with granularities of at |east

"Di aneter node", "realni, and "D aneter application", and
MUST all ow extensibility for others to be added in the
future.

Conpliant. The mechanismallows for flexible
specification on the scope that overload contro
information applies to. It also allows for additiona
scopes to be specified as extensions.

The mechani sm MJUST provide a nethod for extending the
i nformati on comuni cated and the al gorithns used for
over| oad control
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Conmpliant. The mechanismallows for new algorithms to
be specified as extensions. |t provides an AVP for
communi cati ng overload informati on that can be
interpreted differently by different algorithms. It

al so provides for extension of information transmitted.

REQ 33: The nechani sm MUST provide a default algorithmthat is
mandatory to inpl enent.

Conpliant. The nechani sm specifies the drop al gorithm
as mandatory to inpl enent

REQ 34: The mechani sm SHOULD provi de a nethod for exchangi ng
overload and | oad i nformati on between el enents that are
connected by intermediaries that do not support the
mechani sm

Not Conpliant. Additional analysis is needed.

Appendi x C. Extending the Overl oad Mechani sm

This specification includes two key extension points to allow for new
behaviors to be snoothly added to the nechanismin the future. The
foll owi ng sections discuss the means by which future docunments are
expected to extend the mechani sm

C.1. New Algorithns

In order to provide the ability for different nmeans of traffic
abatement in the future, this specification allows for descriptions
of newtraffic reduction algorithnms. In general, docunents that
define new algorithns need to describe externally-observabl e node
behavior in sufficient detail as to allow interoperation

At a mninmum such description needs to include:

1. The nane and | ANA-regi stered nunber for negotiating the al gorithm
(see Section 5.3).

2. A clear description of how the Overload-Metric AVP is to be
interpreted, keeping in nind that "0" is reserved to indicate
that no overload condition exists.

3. An exampl e, proof-of-concept description (preferably in pseudo-
code) of how nodes can inplenment the algorithm

New al gorithnms nust be capable of working with all applications, not
just a subset of applications.
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It is generally expected that new algorithnms will rmake use of the
avai l abl e overl oad control information as specified in this docunent.
However, if additional information is needed, the Load-Info AVP

all ows for additional optional AVPs to be included. It is
recomended that designers of any new AVPs defined for this purpose
consi der reusing existing AVPs first, and al so design their AVPS so
that they rmay be reused by others when possi bl e.

C. 2. New Scopes

Because it is inpossible to foresee all the potential constructs that
it might be useful to scope operations to for the purposes of
overload, we allow for the registration of new scopes.

At a mninmum such description needs to include:

1. The nane and | ANA-regi stered nunber for negotiating and
i ndi cating the scope (see Section 5.4).

2. A syntax for the "Details" field of the Overl oad-I nfo-Scope AVP
preferably derived fromone of the base Di aneter data types.

3. An explicit and unambi guous description of how both parties to
the overl oad control nechani sm can determine which transactions
correspond to the indicated scope.

4. A clear and exhaustive list that extends the one in Section 2.2,
i ndi cating exactly which conbinations of scopes are allowed with
the new scope. This list nust take into account all of the | ANA-
regi stered scopes at the time of its publication

It is acceptable for new scopes to be specific to constructs within
one or several applications. In other words, it may be desirable to
define scopes that can be applied to one kind of application while
not maki ng sense for another. Extension docunments should be very
clear that such is the case, however, if they choose to do so.

Appendi x D. Design Rationale

The current design proposed in this docunent takes into account
several trade-offs and requirenents that may not be inmmediately
obvi ous. The remai nder of this appendix highlights some of the
potentially nore controversial and/or non-obvious of these, and
attenpts to explain why such decisions were nmade they way they were.

That said, none of the following text is intended to represent a line
in the sand. Al of the decisions can be revisited if necessary,
especially if additional facts are brought into the analysis that
change the bal ance of the decisions.
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D.1. Piggybacking

The decision to piggyback |oad information on existing nessages
derives primarily fromREQ 14 in [I-D.ietf-di me-overl oad-reqgs]: "The
mechani sm SHOULD provi de for increased feedback when traffic levels
i ncrease. The nechani sm MJUST NOT do this in such a way that it

i ncreases the nunmber of messages while at high | oads."

If we were to introduce new nessaging -- say, by defining a new
overload control Application -- then a node in overload would be
required to generate nore nessages at high load in order to keep
overload information in its peers up-to-date.

If further analysis determines that other factors are ultimately nore
i mportant than the provisions of REQ 14, several factors woul d need
to be consi dered.

First and forenpst would be the prohibition, in the base Di aneter
specification ([ RFC6733]), against addi ng new conmands to an exi sting
application. Specifically, section 1.3.4 stipulates: "a new Di aneter
application MIUST be created when one or nore of the foll ow ng
criteria are net:... A new conmand is used within the existing
application either because an additional conmand is added, an

exi sting conmand has been nodified so that a new Conmand Code had to
be registered, or a command has been deleted." Because of this
stipulation, the addition of new command codes to existing
applications would require registration of entirely new application
IDs for those applications to support overload control. W consider
this to be too disruptive a change to consi der

By the author’s reading, there is no provision that exenpts the

"Di aneter Conmon Messages" Application (Application ID 0) fromthe
above clauses. This effectively prohibits the additional of new
messages to this Application. Wile it may be theoretically possible
to specify behavior that hijacks the DWR/ DWA wat chdog nessages for

t he purpose of overload control nessaging, doing so requires a
conplete redefinition of their behavior and, fundanentally, their
semantics. This approach seens, at first blush, to be an
unaccept abl e change to the base Application

The renai ni ng approach -- defining a new application for overl oad
control -- has sone promse, if we decide not to fulfill REQ 14. It
remains to be seen whether the users of the Dianeter protocol

i ncludi ng other SDOs who define applications for Dianeter, are
willing to specify the use of nmultiple Dianeter Applications for use
on a single reference point.
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D.2. Load AVP in Al Packets

Sone have questioned the currently specified behavior of nessage
senders including a Load AVP in every nessage sent. This is being
proposed as a potential performance enhancenent, with the idea being
that nessage recipients can save processing tinme by exani ning
arbitrarily selected nmessages for load information, rather than

| ooking for a Load AVP in every nessage that arrives. O course, to
enable this kind of sanpling, the Load AVP nust be guaranteed to be
present; otherw se, attenpts to find it will occasionally fail.

The reciprocal approach, of sending a Load AVP only when the Load has
changed (or changed by nore than a certain anmount), requires the

reci pient to search through the Load-1nfo grouped AVP in every
message received in order to determ ne whether a Load AVP is present.

On a cursory analysis, we deternined that appending a Load AVP to
each nessage is fundanentally a cheaper operation than traversing the
contents of each Load-Info AVP to determnine whether a Load AVP is
present.

If alater decision is nmade to require exanination of each nessage to
determi ne whether it include a Load AVP, we nmay be able to obtain
some efficiencies by requiring Load to be the first AVP in the Load-
Info AVP.

D.3. Gaceful Failure

Sone commenters have raised the question of whether a node can reject
an inconing connection upon recognizing that the renmote node does not
support the Di ameter overload control nechanism One suggestion has
been to add a response code to indicate exactly such a situation

So far, we have opted against doing so. Instead, we anticipate an

i ncrenmental depl oynent of the overload control mechanism which will
likely consist of a mxture of nodes that support and node that do
not support the mechanism Wre we to allow the rejection of
connections that do not support the mechanism we would create a
situation that necessitates a "flag day," on which every D aneter
node in a network is required to sinmultaneously, and in perfect
synchroni zation, switch fromnot supporting the overl oad nmechani sm
to supporting it.

G ven the operational difficulty of the foregoing, we have decided
that defining a response code, even if optional, that was to be used
to reject connections nerely for the | ack of overload contro
support, would forman attractive nui sance for inplenentors. The
result could easily be a potential operational nightmare for network
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