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publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with
respect to this docunent.

Abst r act

Thi s docunent describes a Layer3 Virtual Private Network (L3VPN)-
based subnet extension solution referred to as Virtual Subnet, which
mai nl y reuses existing Border Gateway Protocol (BGP)/Milti-Protoco
Label Switch (MPLS) IP Virtual Private Network (VPN)[ RFC4364] and
Addr ess Resol ution Protocol (ARP)/ Nei ghbor Di scovery (ND) proxy

[ RFC925] [ RFC1027] [ RFC4389] t echnol ogi es. Virtual Subnet provides a
scal abl e approach for interconnecting cloud data centers.

Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].
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I nt roducti on

For business continuity purposes, Virtual Machine (VM migration
across data centers is conmonly used in those situations such as
data center nmintenance, data center migration, data center
consol i dation, data center expansion, and data center disaster

avoi dance. It's generally adnitted that |P renunbering of servers
(i.e., VMs) after the migration is usually conplex and costly at the
ri sk of extending the business downtinme during the process of
mgration. To allow the migration of a VM fromone data center to
anot her without |P renunbering, the subnet on which the VMresides
needs to be extended across these data centers.

In Infrastructure-as-a-Service (laaS) cloud data center environnents,
to achi eve subnet extension across nmultiple data centers in a

scal abl e way, the follow ng requirenents SHOULD be considered for
any data center interconnect solution

1) VPN I nstance Space Scal ability

In a nodern cloud data center environment, thousands or even tens
of thousands of tenants could be hosted over a shared network
infrastructure. For security and perfornmance isolation purposes,
these tenants need to be isolated fromone another. Hence, the
data center interconnect solution SHOULD be capabl e of providing
a |l arge enough Virtual Private Network (VPN) instance space for
tenant isol ation.

2) Forwarding Table Scalability

Wth the devel opment of server virtualization technol ogies, a
single cloud data center containing mllions of VMs is not
uncommon. This nunber already inplies a big challenge for data
center switches, especially for core/aggregation switches, from
the perspective of forwarding table scalability. Provided that
mul ti ple data centers of such scale were interconnected at |ayer2
this chall enge woul d be even worse. Hence an ideal data center

i nterconnect solution SHOULD prevent the forwarding table size of
data center switches fromgrow ng by folds as the nunmber of data
centers to be interconnected increases. Furthernore, if any kind
of L2VPN or L3VPN technol ogies is used for interconnecting data
centers, the scale of forwarding tables on PE routers SHOULD be
taken into consideration as well.

3) ARP/ND Cache Table Scal ability on Default Gateways
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[ NARTEN- ARMD] notes that the ARP/ND cache tabl es maintained by
data center default gateways in cloud data centers can raise both
scalability and security issues. Therefore, an ideal data center

i nterconnect solution SHOULD prevent the ARP/ Nei ghbor cache table
size fromgrowing by rmultiples as the nunber of data centers to
be connected increases.

4) ARP/ ND and Unknown Uni cast Fl ood Suppression or Avoi dance

It’s well-known that the flooding of Address Resol ution Protoco
(ARP) / Nei ghbor Di scovery (ND) broadcast/multicast and unknown
unicast traffic within a large Layer2 network are likely to

af fect performances of networks and hosts. As nultiple data
centers each containing nmillions of VMs are interconnected

toget her across the Wde Area Network (WAN) at |ayer2, the inpact
of flooding as mentioned above will becone even worse. As such

it becones increasingly desirable for data center operators to
suppress or even avoid the floodi ng of ARP/ND broadcast/nulticast
and unknown unicast traffic across data centers.

5) Active-active Milti-honing

In order to utilize the bandwi dth of all avail abl e paths between
the data center and the transport network in addition to
providing resilient connectivity between them active-active

mul ti-homing is increasingly advocated by data center operators
as a replacenent of the traditional active-standby nulti-honing
appr oach.

6) Path Optim zation

A subnet usually indicates a |ocation in the network. However,
when a subnet has been extended across nultiple geographically
di spersed data center |ocations, the |location semantics of such
subnet is not retained any longer. As a result, the traffic from
a cloud user (i.e., a VPN user) which is destined for a given
server |l ocated at one data center location of such extended
subnet may arrive at another data center location firstly
according to the subnet route, and then be forwarded to the

| ocati on where the service is actually located. This subopti nal
routing woul d obviously result in the unnecessary consunption of
t he bandwi dth resources which are intended for data center

i nterconnection. Furthermore, in the case where the traditiona
VPLS technol ogy [ RFCA761, RFCA762] is used for data center

i nterconnect and default gateways of different data center

| ocations are configured within the sane virtual router
redundancy group, the returning traffic fromthat server to the
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3.

cloud user may be forwarded at layer2 to a default gateway

| ocated at one of the renote data center prenises, rather than
the one placed at the I ocal data center location. This subopti mal
routi ng woul d al so unnecessarily consune the bandw dth resources
whi ch are intended for data center interconnect.

Thi s docunent describes a L3VPN-based subnet extension solution
referred to as Virtual Subnet (VS), which can neet all of the
requirenents of cloud data center interconnect as described above.
Since VS mainly reuses existing technol ogi es including BGP/ MPLS | P
VPN [ RFC4364] and ARP/ ND proxy [RFC925][ RFC1027][ RFC4389], it allows
service providers who are offering |aaS cloud services to the public
to interconnect their geographically dispersed data centers in a
much nore scal able way, and nore inportantly, data center

i nterconnection design can rely upon their existing MPLS/ BGP | P VPN
infrastructures therefore taking benefit fromyears of experience in
the delivery and the operation of MPLS/BGP | P VPN services

Pl ease note that VS is targeted at scenarios where the traffic
across data centers is routable IP traffic. In such scenario, data
center operators who are inplenenting data center interconnect could
benefit fromthe advantages that such host route-based subnet

ext ensi on sol ution uniquely provides, such as MAC tabl e reduction on
data center switches, ARP/ND cache table reduction on data center
default gateways, path optinization for inter-subnet traffic, and so
on.

Ter m nol ogy

This meno makes use of the terns defined in [ RFC4364], [ RFC2338]
[ MWPN] and [ VA- AUTQ .

Sol ution Description

3.1. Unicast

Xu,

3.1.1. Intra-subnet Unicast

As shown in Figure 1, two CE hosts (i.e., Hosts A and B) which are
configured within the sane subnet (i.e., 1.1.1.0/24) are located in
two different data centers (i.e., DC Wst and DC East) respectively.
PE routers (i.e., PE-1 and PE-2) which are used for interconnecting
the above two data centers create host routes for their |ocal CE
hosts respectively and then redistribute these routes into BGP
Meanwhi | e, ARP proxy is enabled on the VRF attachnent circuits of
these PE routers.
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T +
o + | | o +
| VPN_A:1.1.1.1/24 | | | | VPN_A:1.1.1.1/24 |
I L 1 I
| e + \ ++---+-+ +- - - - ++/ e + |
[ | Host A+----+ PE-1 | | PE-2 +----+Host B] |
| R e, +\ +4- +- +- + +- +- +- ++ [ +------ + |
| 1.1.1.2/24 | | | | | | 21.1.1.3/24 |
I (A (A I
[ DC West | | | [P/ MPLS Backbone | | | DC East [
Ny + | | | | +------mmmemee - +
I + |
I
VRF_A V VRF_A V
T [ S [ + T [ S [
+
| Prefix | Nexthop | Protocol | | Prefix | Nexthop | Protocol
S D - Fommmm e s + S D - Fommmm e s
+
| 1.1.1.1/32 |127.0.0.1] Direct | | 1.1.1.1/32 |127.0.0.1] Direct
S Fommmmaaaa S + S Fommmmaaaa S
+
| 2.1.1.2/32 | 1.1.1.2 | Direct | | 1.1.1.2/32 | PE-1 | IBGP
T [ S [ + T [ S [
+
| 1.1.1.3/32 | PE-2 | |IBGP | | 2.1.1.3/32 | 1.1.1.3 | Direct
S D - Fommmm e s + S D - Fommmm e s
+
| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct
S Fommmmaaaa S + S Fommmmaaaa S
+

Figure 1: Intra-subnet Unicast Exanple

Now assune host A sends an ARP request for host B before

conmmuni cating with host B. Upon receiving the ARP request, the ARP
proxy enbedded in PE-1 returns its own MAC address as a response.
Host A then sends | P packets for host Bto PE-1. Strictly according
to the normal L3VPN forwardi ng procedure, PE-1 tunnels such packets
towards PE-2 which in turn forwards themto host B. Thus, hosts A
and B can communicate with each other as if they were | ocated within
the sane subnet or Local Area Network (LAN). In fact, such subnet is
a virtual subnet which is enulated by using host routes, rather than
a real subnet.

3.1.2. Inter-subnet Unicast

As shown in Figure 2, only one data center (i.e., DC East) is

depl oyed with a default gateway (i.e., GN. PE-2 which is connected
to GWwoul d either be configured with or learn from GNa defaul t
route with its next-hop being pointed to G and this route is
distributed to other PE routers (i.e., PE-1) as per normal [RFC4364]
operation. Assume host A sends an ARP request for its default
gateway (i.e., 1.1.1.4) prior to communicating with a destination



host outside of its subnet (i.e., outside of 1.1.1.0/24). Upon
receiving this ARP request, the ARP proxy enbedded in PE-1 returns
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its owmn MAC address as a response. Host A then sends a packet
towards Host B to PE-1. PE-1 forwards such packet towards PE-2
according to the default route learnt fromPE-2, which in turn
forwards that packet to GWNaccording to the default route as well.
In contrast, if host B sends an ARP request for its default gateway
(i.e., 1.1.1.4) prior to comunicating with a destination host
outside of its subnet, it will receive an ARP response from GN As
such, the packet destined for the destination host will be forwarded
directly to GN Note that since the outgoing interface of the best-
match route for the target host (i.e., 1.1.1.4) is the sane as the
one over which the ARP packet arrived, PE-2 would not respond to
this ARP request.

o e e +
- + | | - +
| VPN_A:1.1.1.1/24 | | | | VPN_A:1.1.1.1/24
I L I I
[ Homm - - - + \ ++---+-+ +- - - - ++/ Homm - - - +
| | Host A+------ + PE-1 | | PE-2 +-+----+Host B| |
| e +\ +4- +- +- + +- - - | [ +------ +
| 1.1.1.2/24 | | | | | | | 1.1.1.3/24 |
| GM1.1.1.4 | | | | | | | Gw1.1.1.4
I (A [ Ho----- +
I |11 | || +---+ GV +--|
I ||| ||| [ 4= +
I I I I I I I 1.1.1.4/24 I
| DC West | | | [P/ MPLS Backbone | | | DC East |
S + | | | | +-----------a-- - +
| +-mmmm o + |
I I
VRF_A V VRF_A V
S Fomm oo Fomm oo - + S Fomm oo Fomm oo -
+
| Prefix | Nexthop | Protocol | | Prefix | Nexthop | Protoco
S Fomm oo Fom oo + S Fomm oo Fom oo
+
| 1.1.1.1/32 |127.0.0.1] Direct | | 1.1.1.1/32 |127.0.0.1] Direct
e e e e Fomm e o Fomm e o + e e e e Fomm e o Fomm e o
+
| 2.1.1.2/32 | 1.1.1.2 | Direct | | 1.1.1.2/32 | PE1 | 1BGP
S Fomm oo Fomm oo - + S Fomm oo Fomm oo -
+
| 1.1.1.3/32 | PE-2 | |1BGP | | 1.1.1.3/32 | 1.1.1.3 | Direct
S Fomm oo Fom oo + S Fomm oo Fom oo
+
| 1.1.1.4/32 | PE-2 | |IBG | | 2.1.1.4/32 | 1.1.1.4 | Direct
e e e e Fomm e o Fomm e o + e e e e Fomm e o Fomm e o
+
| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct
S Fomm oo Fomm oo - + S Fomm oo Fomm oo -
+

| 0.0.0.0/0 | PE-2 | IBGP | | 0.0.0.0/0 | 1.1.1.4 | Static



Xu,

Figure 2: Inter-subnet Unicast Exanple (1)

As shown in Figure 3, in this case where each data center is

depl oyed with a default gateway, CE hosts will get ARP responses
fromtheir |ocal default gateways, rather than fromtheir local PE
routers when sending ARP requests for their default gateways.
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____________________ +
T + | | T +
| VPN A 1.1.1.1/24 | | | | VPN A 1.1.1.1/24 |
I L b I
| Homm - - - + \ ++---+-+ +- - - - ++/ Homm - - - +
| |Host A+----+-+ PE-1 | | PE-2 +-+----+Host B| |
| e +\ | ++-+- -+ +- - -+t [ +------ +
| 1.1.1.2/24 | | | | | 1| | 1.2.1.3/24 [
[ GML. 1.4 | | | | 11 | GM1.1.1.4 |
|- e I +
|-+ GML1 ook ] ] | [ ] 4 W2
| 4o + | ]| | ]| [ 4o +
[ 1.1.1.4/24 | 1 | | 1 | 1.1.1.4/24 [
I |11 |11 I
| DC West | | | [P/ MPLS Backbone | | | DC East |
o +| | | | o +
| +---mme e + |
I |
VRF_A : Y, VRF_A : V
oo oo oo + oo oo oo
+
| Prefix | Nexthop | Protocol | | Prefix | Nexthop | Protocol
Fom e e o Fomm e - Hom e e oo - + Fom e e o Fomm e - Hom e e oo -
+
| 1.1.1.1/32 |127.0.0.1| Direct | | 1.1.1.1/32 |127.0.0.1] Direct
s Fomm e oo - Fomm e - - + s Fomm e oo - Fomm e - -
+
| 1.1.1.2/32 | 1.1.1.2 | Direct | | 1.1.1.2/32 | PE-1 | IBGP
oo oo oo + oo oo oo
+
| 1.1.1.3/32 | PE-2 | [IBGP | | 1.1.1.3/32 | 1.1.1.3 | Direct
Fom e e o Fomm e - Hom e e oo - + Fom e e o Fomm e - Hom e e oo -
+
| 1.1.1.4/32 | 1.1.1.4 | Direct | | 1.1.1.4/32 | 1.1.1.4 | Direct
s Fomm e oo - Fomm e - - + s Fomm e oo - Fomm e - -
+
| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct
oo oo oo + oo oo oo
+
| 0.0.0.0/0 | 1.1.1.4 | Static | | 0.0.0.0/0 | 1.1.1.4 | Static
Fom e e o Fomm e - Hom e e oo - + Fom e e o Fomm e - Hom e e oo -
+
Figure 3: Inter-subnet Unicast Exanple (2)
Al ternatively, as shown in Figure 4, PE routers themnmselves could be
directly configured as the default gateways of their locally
connected CE hosts as long as these PE routers have routes for the
out si de net works.
oo +
------ + PE-3 +------+
o + | oo - + | o +
| VPN_A:1.1.1.1/24 | | | | VPN_A:1.1.1.1/24 |

(. I



|

| |Host At------ + PE-1 | | PE-2 +------ +Host B|

| e +\ +4- +- +- + +- +- +- ++ [ +------ +

| 1.1.1.2/24 | | | | | | 1.1.1.3/24

| GM1.1.1.1 | | | | | | GM1.1.1.1

I [ || [ ||

| DC West | | | [P/ MPLS Backbone | | | DC East

S + | | | +----mmmmme - -
| e + |
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VRF_A Y VRF_A: V

Hommmmmmaeaas Fomm e e - IR + Hommmmmmaeaas Fomm e e - IR
+

| Prefix | Nexthop | Protocol | | Prefix | Nexthop | Protoco

o mmm e o Foemmmmaas S NIy + o mmm e o Foemmmmaas S NIy
+

| 1.1.1.1/32 |127.0.0.1] Direct | | 1.1.1.1/32 |127.0.0.1] Direct

S Fomm - oo - - [ SR + S Fomm - oo - - [ SR
+

| 1.1.1.2/32 | 1.1.1.2 | Direct | | 1.1.1.2/32 | PE-1 | 1BGP

Hommmmmmaeaas Fomm e e - IR + Hommmmmmaeaas Fomm e e - IR
+

| 1.1.1.3/32 | PE-2 | |IBGP | | 1.1.1.3/32 | 1.1.1.3 | Direct

o mmm e o Foemmmmaas S NIy + o mmm e o Foemmmmaas S NIy
+

| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct

S Fomm - oo - - [ SR + S Fomm - oo - - [ SR
+

| 0.0.0.0/0 | PE-3 | [IBGP | | 0.0.0.0/0 | PE-3 | IBGP

Hommmmmmaeaas Fomm e e - IR + Hommmmmmaeaas Fomm e e - IR
+

Figure 4: Inter-subnet Unicast Exanple (3)
3.2. Multicast

To support I P nulticast between CE hosts of the sane virtual subnet,
the MVPN technol ogy [ WPN] could be directly reused. For exanple, PE
routers attached to a given VPN join a default provider nulticast
distribution tree which is dedicated for that VPN Ingress PE
routers, upon receiving nulticast packets fromtheir |ocal CE hosts,
forward them towards renote PE routers through the correspondi ng
default provider nulticast distribution tree.

More details about how to support nulticast and broadcast in VS wll
be explored in a later version of this docunent.

3.3. CE Host Discovery

PE routers SHOULD be able to discover their |ocal CE hosts and keep
the list of these hosts up to date in a tinely manner so as to
ensure the availability and accuracy of the correspondi ng host
routes originated fromthem PE routers could acconplish local CE
host di scovery by sone traditional host discovery mechani sns using
ARP or ND protocols. Furthernore, Link Layer Di scovery Protoco
(LLDP) described in [802.1AB] or VSI Discovery and Configuration
Prot ocol (VDP) described in [802.1Qbg], or even interaction with the
data center orchestration systemcould al so be considered as a neans
to dynanically discover |ocal CE hosts.

More details about the |ocal CE host discovery approach will be
explored in a later version of this docunent or a separate draft.

3.4. ARP/ ND Proxy



Acting as ARP or ND proxies, PE routers SHOULD only respond to an
ARP request or Neighbor Solicitation (NS) nessage for the target
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host for which there is a host route in the associated VRF and the
outgoing interface of that route is different fromthe one over

whi ch the ARP request or the NS nessage arrived. Ot herw se, PE
routers woul d not respond.

In the case where it’s hard to guarantee each PE router has |earnt
all of its owm local CE hosts entirely, upon receipt of an ARP
request or a NS nmessage for an unknown target host for which there
is no correspondi ng host route in the associated VRF yet, ingress PE
routers could propagate a BGP UPDATE nessage containing the IP
address of the target host or even that of the requesting host so as
to trigger renote PE routers receiving that nessage to send an ARP
request or a NS nessage for the target host on their own attachnent
circuits on behal f of the requesting host. As such, the target host
whi ch has been silently attached to a given PE router (e.g., there
is no any kind of host attachment notification received by the PE
router.) could be discovered accordingly. The details of this
speci al BGP update nessage will be disclosed in a separate draft.

In scenarios where a given VPN site (i.e., a data center) is multi-
honed to nore than one PE router via an Ethernet switch or an

Et her net network, VRRP [ RFC5798] SHOULD be enabl ed on these PE
routers for the sake of the availability of the network connectivity.
In this case, only the PE router which is acting as the VRRP Master
SHOULD perform the ARP/ ND proxy function and respond with the

virtual MAC address, instead of its physical MAC address.

3.5. CE Host Mobility

After noving fromone VPN site to another, a CE host (e.g., a VM
will send a gratuitous ARP/ND nessage. Upon receiving that nmessage,
the PE router connected to the site where the VM noves to will
create a host route for that CE host and then advertise it to renpte
PE routers.

Upon | earning such route, the PE router that previously connected
the CE host would inmedi ately check whether that CE host is stil
connected to it by some neans (e.g., ARP/ND PING and/or | CVP PI NG .

If not, the PE router would accordingly w thdraw the correspondi ng
host route which has been advertised before. Meanwhile, the PE
router woul d broadcast a gratuitous ARP/ND nessage on behal f of that
CE host. As such, the ARP/ND entry of that CE host which was cached
on any local CE host woul d be updated accordingly.
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3.6. Forwarding Table Scalability
3.6.1. MAC Tabl e Reduction on Data Center Sw tches

In a VS environnent, the MAC | earning domai n associated with a given
virtual subnet which has been extended across nmultiple data centers
is partitioned into segnents and each of the segnents is confined
within a single data center. Therefore data center switches only
need to learn | ocal MAC addresses, rather than | earning both |ocal
and renote MAC addresses as required in the case where the
traditional VPLS technol ogy [ RFC4761, RFC4762] is used for data
center interconnect.

3.6.2. PE Router FIB Reduction

Fomm - - - +
R +RR/ APR+- - - - - - +
S + [ Homm - - - + [ S +
| VPN_A:1.1.1.1/24 | [ [ | VPN_A:1.1.1.1/24 |
\ /
I R e, + \+|+---|+-+ +-|+---|++/ R e, + I
| | Host At+------ + PE-1 | | PE-2 +------ +Host B| |
| Homm - - - +\ +4- +- +- + +- +- +- ++ [ +------ +
[ 1.1.1.2/24 | 1 | | 1 | 1.1.1.3/24 [
I |11 |11 I
| DC West | | | [P/ MPLS Backbone | | | DC East |
- + | | | | +-----mmmemee - - +
| S + |
|
VRF_A \% VRF_A : V
. Fomemmaaas - - + Femmmemeaaaas Fomemmaaas - +-
----- +
[ Prefix | Nexthop | Protocol |In_FIB| | Prefix | Nexthop | Protocol |l
n_FIl B|
Fom e e o Fomm e o Fom e e e - - Homm - - L SR Fomm e o Fom e e e - - +-
----- +
| 1.1.1.1/32 |127.0.0.1| Direct | VYes | | 1.1.1.1/32 |127.0.0.1] Drect |
Yes |
. Fomee - L Foemm - T EESREI R Fomee - L +-
----- +
| 2.1.1.2/32 | 1.1.1.2 | Direct | Yes | | 1.1.1.2/32 | PE1 | 1BGP |
No
I+ ------------ Fomemmaaas - - + Femmmemeaaaas Fomemmaaas - +-
----- +
| 1.1.1.3/32 | PE-2 | IBG | No | | 1.2.1.3/32 ] 1.1.1.3 | Direct |
Yes |
Fom e e o Fomm e o Fom e e e - - Homm - - L SR Fomm e o Fom e e e - - +-
----- +
| 1.1.1.0/25 | RR | IBG | VYes | | 1.1.1.0/25 | RR | I1BGP |
Yes |
. Fomee - L Foemm - T EESREI R Fomee - L +-
----- +
| 1.1.1.128/25]| RR | IBG | Yes | |1.1.1.128/25| RR | IBGP |
Yes |
. Fomemmaaas - - + Femmmemeaaaas Fomemmaaas - +-
----- +
| 2.1.1.0/24 | 1.1.1.1 | Direct | VYes | | 1.1.1.0/24 | 1.1.1.1 | Direct |
Yes |
Fom e e o Fomm e o Fom e e e - - Homm - - L SR Fomm e o Fom e e e - - +-
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Figure 5: FIB Reduction Exanpl e

To reduce the FIB size of PE routers, Virtual Aggregation (VA [VA-
AUTQ technol ogy can be used. Take the VPN i nstance A shown in
Figure 5 as an exanple, the procedures of FIB reduction are as

fol | ows:
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1)

2)

3)

4)

Mul tiple nore specific prefixes (e.g., 1.1.1.0/25 and
1.1.1.128/25) corresponding to the prefix of virtual subnet (i.e.
1.1.1.0/24) are configured as Virtual Prefixes (VPs) and a Route-
Refl ector (RR) is configured as an Aggregation Point Router (APR)
for these VPs. PE routers as RR clients advertise host routes for
their owmn local CE hosts to the RR which in turn, as an APR
installs those host routes into its FIB and then attach the "can-
suppress" tag to those host routes before reflecting themto its
clients.

Those host routes which have been attached with the "can
suppress" tag would not be installed into FIBs by clients who are
VA-aware since they are not APRs for those host routes. In
addition, the RR as an APR woul d advertise the correspondi ng VP
routes to all of its clients, and those of which who are VA-aware
in turn would install these VP routes into their FIBs.

Upon receiving a packet froma |ocal CE host, if no nmatching host
route found, the ingress PE router will forward the packet to the
RR according to one of the VP routes learnt fromthe RR, which in
turn forwards the packet to the rel evant egress PE router
according to the host route learnt fromthat egress PE router. In
a word, the FIB table size of PE routers can be greatly reduced at
the cost of path stretch. Note that in the case where the RRis
not available for transferring L3VPN traffic between PE routers
for sone reason (e.g., the RRis inplenmented on a server, rather
than a router), the APR function could actually be performed by a
given PE router other than the RR as long as that PE router has
installed all host routes belonging to the virtual subnet into its
FIB. Thus, the RR only needs to attach a "can-suppress" tag to the
host routes learnt fromits clients before reflecting themto the
other clients. Furthernore, PE routers thenselves could directly
attach the "can-suppress” tag to those host routes for their loca
CE hosts before distributing themto renote peers as well.

Provi ded a given local CE host sends an ARP request for a renote
CE host, the PE router that receives such request will install the
host route for that renpote CE host into its FIB, in case there is
a host route for that CE host in its RIB and has not yet been
installed into the FIB. Therefore, the subsequent packets destined
for that renote CE host will be forwarded directly to the egress
PE router. To save the FIB space, FIB entries corresponding to
renote host routes which have been attached with "can-suppress"”
tags would expire if they have not been used for forwarding
packets for a certain period of tine.
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3.6.3. PE Router RI B Reduction

Fommm o - +
[ + RR +------ +
S + | - - - - - + | S +
| VPN_A:1.1.1.1/24 | [ [ | VPN_A:1.1.1.1/24
I LN I |
| e + \ ++---+-+ +- - - - ++/ e +
| | Host A+------ + PE-1 | | PE-2 +------ +Host B| |
| oo - +\ +4+- - +- + +- +- +- ++ [ +------ + |
| 1.1.1.2/24 | | | | | | 1.1.1.3/24 |
I |11 |11 I
| DC West | | | [P/ MPLS Backbone | | | DC East |
T + | | I I e +
| e + |
I I
VRF_A V VRF_A V
T [ S [ + T [ S [
| Prefix | Nexthop | Protocol | | Prefix | Nexthop | Protoco
T [ S B + T [ S B
| 1.1.1.1/32 |127.0.0.1| Direct | | 1.1.1.1/32 |127.0.0.1] Direct
S Fommmmmaaa S - + S Fommmmmaaa S -
| 2.1.1.2/32 | 1.1.1.2 | Direct | | 2.1.1.3/32 | 1.1.1.3 | Direct
T [ S [ + T [ S [
| 1.1.1.0/25 | RR | | BGP | | 1.1.1.0/25 | RR | | BGP
T [ S B + T [ S B
| 1.1.1.128/ 25| RR [ | BGP | | 1.1.1.128/ 25| RR [ | BGP
S Fommmmmaaa S - + S Fommmmmaaa S -
| 1.1.1.0/24 | 1.1.1.1 | Direct | | 1.1.1.0/24 | 1.1.1.1 | Direct
T [ S [ + T [ S [

Figure 6: RI B Reduction Exanple

To reduce the RIB size of PE routers, BGP Qutbound Route Filtering
(ORF) mechanismis used to realize on-demand route announcenent.
Take the VPN instance A shown in Figure 6 as an exanple, the
procedures of RIB reduction are as foll ows:

1)

2)

PE routers as RR clients advertise host routes for their local CE
hosts to a RR which however doesn’t reflect these host routes by
default unless it receives explicit ORF requests for themfromits
clients. The RRis configured with routes for nore specific
subnets (e.g., 1.1.1.0/25 and 1.1.1.128/25) corresponding to the
virtual subnet (i.e., 1.1.1.0/24) with next-hop being pointed to
Nul 0 and then advertises these routes to its clients via BGP

Upon receiving a packet froma |ocal CE host, if no matching host
route found, the ingress PE router will forward the packet to the



RR according to one of the subnet routes learnt fromthe RR which
in turn forwards the packet to the rel evant egress PE router

according to the host route learnt fromthat egress PE router. In
a word, the RIB table size of PE routers can be greatly reduced at

the cost of path stretch.
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3) Just as the approach nentioned in section 3.6.2, in the case
where the RRis not available for transferring L3VPN traffic
between PE routers for sone reason, a PE router other than the RR
could advertise the nore specific subnet routes as long as that PE
router has installed all host routes belonging to that virtua
subnet into its FIB

4) Provided a given |ocal CE host sends an ARP request for a renote
CE host, the ingress PE router that receives such request wll
request the correspondi ng host route fromits RR by using the ORF
mechani sm (e.g., a group ORF containing Route-Target (RT) and
prefix information) in case there is no host route for that CE
host inits RIB yet. Once the host route for the renpte CE host is
learnt fromthe RR the subsequent packets destined for that CE
host woul d be forwarded directly to the egress PE router. Note
that the RIB entries of renpte host routes could expire if they
have not been used for forwardi ng packets for a certain period of
time. Once the expiration tine for a given RIB entry is
approaching, the PE router would notify its RR not to pass the
updates for correspondi ng host route by using the ORF nechani sm

3.7. ARP/ND Cache Table Scalability on Default Gateways

In case where data center default gateway functions are inplenented
on PE routers of the VS as shown in Figure 4, since the ARP/ND cache
tabl e on each PE router only needs to contain ARP/ND entries of

| ocal CE hosts, the ARP/ND cache table size will not grow as the
nunber of data centers to be connected increases.

Alternatively, if dedicated default gateways are directly connected
to PE routers of the VS as shown in Figure 3, all renote CE hosts of
a given virtual subnet share the same MAC address (i.e., the MAC
address of the local PE router) fromthe point of view of default
gat eways, because of the use of the ARP/ND proxy function enbedded
in PE routers. Therefore, ARP/ND entries of those remote CE hosts
could be aggregated into one ARP/ND entry (i.e., 1.1.1.0/24-> the
MAC address of the PE router in the | Pv4 case). Accordingly, default
gateways are required to use the | ongest-matching algorithmfor

ARP/ ND cache | ookup instead of the existing exact-matching algorithm
Thus, the ARP/ND cache table size of DC gateways can be reduced
greatly as well.

3.8. ARP/ND and Unknown Uncast Fl ood Avoi dance
In VS, the flooding domain associated with a given virtual subnet

that has been extended across nultiple data centers, has been
partitioned into segnents and each of the segnents is confined
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within a single data center. Therefore, the perfornance inpact on
networ ks and servers caused by the floodi ng of ARP/ ND
broadcast/rmul ti cast and unknown unicast traffic is alleviated.

3.9. Active-active Milti-hom ng

For PE router redundancy purposes, a VPN site could be connected to
nmore than one PE router. In this case, VRRP SHOULD be enabl ed on
these PE routers and only the PE router which is acting as the VRRP
Mast er SHOULD performthe ARP proxy functionality. However, all PE
routers, either as a VRRP nmaster or a VRRP slave, are allowed to
advertise host routes for their |local CE hosts. Hence, fromthe
perspective of renote PE routers, there will be nultiple host routes
for a given CE host located within that nulti-honed site. In other
words, active-active nulti-homing is available for the inbound
traffic of a given nulti-honmed site.

3.10. Path Optim zation

Take the scenario shown in Figure 4 as an exanple, to optimze the
forwarding path for traffic between cloud users and cloud data
centers, PE routers located at cloud data centers (i.e., PE-1 and
PE-2), which are also the data center default gateways, propagate
host routes for their local CE hosts respectively to renote PE
routers which are attached to cloud user sites (i.e., PE-3).

As such, the traffic fromcloud user sites to a given server on the
virtual subnet which has been extended across data centers would be
forwarded directly to the data center |ocation where that server
resides, since traffic is now forwarded according to the host route
for that server, rather than the subnet route.

Furthermore, for traffic comng fromthe cloud data center and
forwarded to cloud user sites, each PE router acting as a default
gateway would forward traffic received fromits |ocal CE hosts
directly to the renote PE routers (i.e., PE-3) according to the
best-match route in the corresponding VRF. As a result, traffic from
data centers to enterprise sites is forwarded along the optinmal path
wi t hout consumi ng the bandwi dth resources intended for data center

i nterconnect .

Security Considerations

TBD.
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