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Abst ract

Thi s docunment presents techniques that build on MPLS/ VPN contr ol

pl ane nmechani sms to construct virtual service topologies in data
centers. These virtual service topol ogies interconnect network zones
and help to constrain the flow of traffic that go between zones so
that interesting services can be applied to them

The techni ques suggested are required to create a rich overlay
network that mmcs topology and routing functions of physical
networks. Steps to create a virtual service topology and the ability
to constrain routing and traffic to flowin this topology are
outlined in this docunent.
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1

I nt roducti on

Net wor k topol ogi es and routing in the enterprise, data center and
canmpus networks reflect the needs of the organization in terns of
performance, scale, security and availability. For scale and security
reasons, networks are conposed of nmultiple small donmains or zones
each serving one or nore logical functions of the organization

Hosts within a zone can freely comunicate with one another but
traffic between hosts in different zones is subjected to additiona
services that help in scaling and securing the end applications.
Tradi tional networks achieve this using a conbination of physica
topol ogy constraints and routing.

Porting a traditional network with all its functions and
infrastructure elenments to a virtualized data center requires network
overl ay nmechani sms that provide the ability to create virtual network
topol ogi es that m mc physical networks and the ability to constrain
the flow of routing and traffic over these virtual network

t opol ogi es.

Furt hernore, data centers mi ght need nultiple virtual topol ogi es per
tenant to handle different types of application traffic. Each tenant
m ght dictate a different topol ogy of connectedness between their
zones and applications and night need the ability to apply network
policies and services for inter-zone traffic in manner specific to
their organizational objectives. Therefore, the nmechani sns devi sed
shoul d be flexible to accombdate the custom needs of a tenant and
their applications at the sane tinme robust enough to satisfy the
scal e, performance and HA needs that they demand fromthe virtua
network infrastructure.

Towards this end, this docunent introduces the concept of virtua
service topol ogi es and extends MPLS/ VPN control plane nechanisns to
constrain routing and traffic flow over virtual service topol ogies.

1.1 Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Intra-Zone Routing and Traffic Forwarding

This section provides a brief overview of how L3VPNs [ RFC4364] can be
used in data center networks to create a single zone to host customner
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applications. The subsequent sections in the document builds on this
base nodel to create richer topologies by interconnecting these zones
and enforcing services for inter-zone traffic.

In a DC, servers host virtual nachines where end applications reside.
A collection of VMs that can comunicate freely forma zone.

The notions of L3VPN when applied to the virtual data center works in
the foll owi ng manner

The VM that runs the applications that is the CEE A CE/ VM bel ongs to
a zone. As in traditional L3VPN, the PEis the first hop router from
the CEFVM and the PE-CE link is single hop froman L3 perspective.
Any of the avail able physical, |ogical or tunneling technol ogies can
be used to create this "direct” link between the CEFVM and its
attached PE(s).

The PE hel ps create the zone that the CE belongs to by placing the
CE-PE link in a VRF corresponding to that zone. Intra-zone
connectivity is achieved by designating an RT per zone (zone-RT) that
is applied on all PE VRFs that term nate the CE/VMs that belong to
the zone.

It is further assunmed that the CEfVM s are associated with network
policies that get activated on an attached PE when a CE/ VM becones
alive. These policies dictate how networking should be set up for the
CE/VM including the properties of the CE-PE Iink, the |IP address of
the CEFVM the zone(s) that it belongs to, QS policies etc. There
are nany ways to achieve this step, a description of which is outside
the scope of this proposal

When the CE/ VM gets activated the attached PE starts exporting its IP
address with the corresponding zone-RT. This creates a full nesh
connectivity between the newy active VM and the rest of the VM5 in
the zone.

Note that the I P address mask of the CE/ VM need not necessarily be a
/32. This is the case when the CEfVMs in a zone belong to a single

I P subnet. The PE, in this case, would use proxy-arp to resolve ARP' s
for renote destinations in the | P subnet and use L3VPN style
forwarding to carry traffic between the VM.

3 Inter-Zone Routing and Traffic Forwarding

A simple formof inter-zone traffic forwarding can be achi eved using
extranets or hub-and-spoke L3VPN configurations. However, the ability
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to enforce constrained traffic flow through a set of services is non-
existent in extranets and is linmted in hub-and-spoke setups.

Note that the inter-zone services cannot always be assuned to reside
and inlined on a PE. There is a need to virtualize the services

t hensel ves so that they can be inplenented on conmodity hardware and
scal ed out 'elastically’ when traffic demands increase. This creates
a situation where services for traffic between zones nay not be
applied only at the source-zone PE or the destination-zone PE.
Mechani sns are required that nake it easy to direct inter-zone
traffic through the appropriate set of service nodes that night be
renote and virtualized

A service node for the purposes of this proposal is a physical or
virtual service appliance that inspects and/or inpacts the flow of
inter-zone traffic. Firewalls, |oad-balancers, deep packet inspectors
are exanpl es of service nodes. Service nodes are CE's attached to a
servi ce- PE.

A service-PE is a normal L3VPN PE that recognizes and directs the
appropriate traffic flows to its attached service nodes through VPN

| abel | ookup. Service nodes nay be integrated or attached to service-
PE s.

A sequence of service-PE s and the correspondi ng service nodes create
a service chain for inter-zone traffic. The service chain is

uni directional and creates a one way traffic fl ow between source zone
and destination zone. The service PE closest to the source zone is

t he source service-PE and the service PE closest to the destination
zone is called the destination service-PE

4 Proposed | nter-Zone Mde
The proposed nodel has two steps to it.
4.1 Constructing the Virtual Service Topol ogy

The first step involves creating the virtual service topol ogy that
ties two or nore zones through one or nore service nodes.

This is done by originating a service topology route that creates the
route resolution state for the zone prefixes in a set of service-PEs.
The service topology route is originated in the destination service-
PE. It then propagates through the series of service-PE's fromthe
destination service-PE to the source service-PE
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A nodification is proposed to the service-PE behavior to allow the
aut omati ¢ and constrai ned propagati on of service topol ogy routes
through the service-PE' s that formthe service chain. A service-PE in
a given service chain is provisioned to accept the service topol ogy
route and re-originate it such that the upstream service-PE inports
it and so on. The sequential inport and export of the service

topol ogy route along the service chain is controlled by RTs
provi si oned appropriately at each service-PE

To create the service chain and give it a unique identity, each
service-PE is provisioned with three service RT's for every service
chain that it belongs to: {service-inport-RT, service-export-RT
servi ce-topol ogy- RT}.

A service-inport-RT acts exactly as a regular inport RT inporting any
route that carries that RT into the service-VRF. Additionally, any
route that was inported using the service-inport-RT MIST be
automatically re-originated with the correspondi ng servi ce-export-RT.

The next-hop of the re-originated route points to the service node
attached to the service-PE. The VPN | abel carried in the re-
originated route directs all traffic received by the service-PE to
t he service node

The service-export-RT of a downstream servi ce-PE MIST be equal to the
service-inport-RT of the i mmedi ate upstream servi ce-PE. The service
topol ogy route MJST be originated in the destination service-PE
carrying its service-export-RT. The flow of the service topol ogy
route creates both the service chain as well as the route resolution
state for the zone prefixes.

Finally, the presence of the service topology route in a service-PE
triggers the addition of the service-topol ogy-RT to the regul ar
import RT's of the service-VRF. Every service chain has a single
uni que service-topol ogy-RT that's provisioned in all participating
servi ce- PE' s.

The three service RT's (inport, export and topol ogy) should not be
reused for other purposes within the network. The service RT' s that
establish the chain and give it its identity can be pre-provisioned
or activated due to the appearance of a attached virtual service
node. The provisioning systemis assunmed to have the intelligence to
create | oop-free virtual service topol ogies.

There shoul d be one service topol ogy route per virtual service

topl ogy. There can be nultiple virtual service topol ogi es and hence
service topology routes for a given VPN
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Virtual service topologies are constructed unidirectionally. Between
the sane pair of zones, traffic in opposite directions will be
supported by two service topol ogi es and hence two service topol ogy
routes. These two service topol ogies might or mght not be
symretrical, i.e. they might or mght not traverse the sane service-
PE' s/ servi ce-nodes in opposite directions.

As noted above, a service topology route can be advertised with a
per - next-hop | abel that directs incomng traffic to the attached
service node. Alternatively, an aggregate |abel may be used for the
service route and an | P route | ookup done at the service-PE to send
traffic to the service node

Note that a new service node could be inserted seam essly by just
configuring the three service RT"s in the attached service-PE. This
techni que could be used to elastically scale out the service nodes
with traffic demand.

The distribution of the service topology route itself can be
controlled by RT constrains [RFC4684] to only the interesting
service-PE s.

Finally, note that the service topology route is independent of the
zone prefixes which are the actual addresses of the VMs present in
the various zones. The zone prefixes use the service topol ogy route
to resolve their next-hop.

4.2 Inter-zone Routing and Service Chaining

Rout es representing hosts or VMs froma zone are called zone
prefixes. A zone prefix will have its regular zone RTs attached when
it is originated. This will be used by PEs in the sanme zone to inport
these prefixes to enabl e direct comruni cation between VM s of the
sane zone

In addition to the intra-zone RT's, zone prefixes are al so tagged
with the set of service-topology-RT's that they belong to at the
poi nt of origination.

Since they are tagged with the service-topol ogy-RT, zone prefixes get
inmported into the appropriate service-VRF s of particular service-
PE's that formthe service chain associated to that topology RT. Note
that the topol ogy RT was added to the rel evant service-VRF s inport
RT list during the virtual topology construction phase.

Once the zone prefixes are inported into the service-PE, their next-
hops are resolved as foll ows.
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o If the inporting service-PE is the destination service-PE, it uses
the next-hop that cane with the zone prefix for route resolution. It
al so uses the VPN |abel that came with the prefix.

o If the inporting service-PE is not the destination service-PE, it
rewites the received next-hop of the zone prefix with the service
t opol ogy route.

In an MPLS VPN, the zone prefixes cone with VPN | abels. The | abels
al so nust be ignored when in the internedi ate service-PEs. |nstead,
the zone prefix gets resolved via the service topol ogy route and
uses the associated service route’s VPN | abel

This way the zone prefixes in the internedi ate servi ce- PE hops
recurse over the service topology route forcing the traffic destined
to themflow through the virtual service topol ogy.

Traffic for the zone prefix goes through the service hops created by
the service topology route. At each service hop, the service-PE
directs the traffic to the service node. Once the service node is
done processing the traffic, it then sends it back to the service-PE
which forwards the traffic to the next service-PE and so on.

A significant benefit of this next-hop indirectionis to avoid
redundant advertisenment of zone prefixes fromthe service-PE s. Al so,
when the virtual service topology is changed (due to addition or
renoval of service-PEs), there should be no change to the zone
prefix’s inport/export RT configuration

Note that this proposal introduces a change in the behavior of the
service-PE s but does not require protocol changes to BGP

5 Routing Considerations
5.1 Miltiple service topol ogies

A service-PE can support multiple distinct service topologies for a
VPN.

5.2 Miltipath
One could use all tools available in BGP to constrain the propagation
and resolution state created by the service topology route. A service

topol ogy route can have nultiple equal cost paths, for inter-zone
traffic to get |oad-bal anced over
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5.3 Supporting redundancy

For stateful services an active-standby mechani smcoul d be used at
the service level. In this case, the inter-zone traffic should prefer
the active service node over the standby service node. At a routing

Il evel, this is achieved by setting up two paths for the sanme service
topol ogy route - one path goes through the active service node and
the ot her through the standby service node. The active service path
can then be made to win over the standby service path by
appropriately setting the BGP path attributes of the service topol ogy
route such that the active path succeeds in path selection. This
forces all inter-zone traffic through the active service node.

5.4 Route Aggregation

I nstead of the actual zone prefixes being inported and used at
various points along the chain, the zone prefixes may be aggregated
at the destination service-PE and the aggregate zone prefix used in
the service chain between zones. In such a case, it is the aggregate
zone prefix that carries the service-topol ogy-RT and gets inported in
the service-PE s that conprise the service chain.
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6 Security Considerations

Thi s proposal does not change the security nodel of MPLS/ VPN BGP.

7 | ANA Consi derations

Thi s proposal does not have any | ANA inplications.
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