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Abst ract

Thi s docunment describes the Lightweight Ad hoc On-Demand - Next
Generation (LOADng) distance vector routing protocol, a reactive
routing protocol intended for use in Mbile Ad hoc NETworks (MANETS).

Status of This Meno

This Internet-Draft is submitted in full conformance with the

provi sions of BCP 78 and BCP 79. This docunent may not be nodified,
and derivative works of it may not be created, except to format it
for publication as an RFC or to translate it into | anguages other

t han Engli sh.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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1. Introduction

The Li ghtwei ght On-demand Ad hoc Di stance-vector Routing Protocol -
Next Generation (LOADng) is a routing protocol, derived from AOCDV

[ RFC3561] and extended for use in Mbile Ad hoc NETworks (MANETS).

As a reactive protocol, the basic operations of LOADng incl ude
generation of Route Requests (RREQ) by a LOADng Router (originator)
for when discovering a route to a destination, forwarding of such
RREQ until they reach the destinati on LOADng Router, generation of
Rout e Replies (RREPs) upon receipt of an RREQ by the indicated
destination, and uni cast hop-by-hop forwardi ng of these RREPs towards

the originator. |If aroute is detected to be broken, e.g., if
forwardi ng of a data packet to the recorded next hop on the route
towards the intended destination is detected to fail, a Route Error

(RERR) nessage is returned to the originator of that data packet to
informthe originator about the route breakage.

Conpared to [ RFC3561], LOADng is sinplified as follows:

0 Only the destination is pernmitted to respond to an RREQ
intermedi ate LOADng Routers are explicitly prohibited from
responding to RREQs, even if they may have active routes to the
sought destination, and RREQ RREP nessages generated by a given
LOADng Router share a single unique, nonotonically increasing
sequence nunmber. This also elimnates Gratuitous RREPs while
ensuring | oop freedom The rationale for this sinplification is
reduced conplexity of protocol operation and reduced nmessage
Si zes.

0 A LOADng Router does not maintain a precursor |ist, thus when
forwardi ng of a data packet to the recorded next hop on the route
to the destination fails, an RERRis sent only to the originator
of that data packet. The rationale for this sinplification is an
assunption that few overlapping routes are in use concurrently in
a given network.

Conpared to [ RFC3561], LQADng is extended as foll ows:

0 Optimzed flooding is supported, reducing the overhead incurred by

RREQ generation and flooding. |If no optimzed flooding operation
is specified for a given deploynent, classical flooding is used by
defaul t.

o Different address lengths are supported - fromfull 16 octet |Pv6
addresses over 8 octet EU 64 addresss [EU 64], 6 octet MAC
addresses and 4 octet |Pv4 addresses to shorter 1 and 2 octet
addresses such as [RFC4944]. The only requirenent is, that within
a given routing domain, all addresses are of the same address
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2

2

| engt h.

0 Control nmessages are carried by way of the Generalized MANET
Packet / Message Format [ RFC5444].

0 Using [ RFC5444], control messages can include TLV (Type-Lengt h-
Val ue) elenments, pernmitting protocol extensions to be devel oped.

0 LOADng supports routing using arbitrary additive metrics, which
can be specified as extensions to this protocol

Term nol ogy and Not ati on

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in

[ RFC2119] .

Additionally, this docunment uses the notations in Section 2.1
Section 2.2, and Section 2.3 and the term nol ogy defined in
Section 2.4.

1. Message and Message Field Notation

LOADng Routers generate and process nessages, each of which has a
nunber of distinct fields. For describing the protocol operation
specifically the generation and processing of such nessages, the
followi ng notation is enpl oyed:

MsgType.field

wher e:
MsgType - is the type of nessage (e.g., RREQ or RREP)
field - is the field in the nessage (e.g., originator).

The different nessages, their fields and their meaning are described
in Section 6. The encodi ng of messages for transnission by way of

[ RFC5444] packets/ messages is described in Appendix B, and Appendix C
illustrates the bit |ayout of LOADng control nessages.

The notivation for separating the high-1level nessages and their
content fromthe |owlevel encoding and frane format for transm ssion
is to allow discussions of the protocol logic to be separated from
the message encoding and frane format - and, to support different
frame formats.
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2.2. Variable Notation

Vari ables are introduced into the specification solely as a nmeans to
clarify the description. The followi ng notation is used:

MsgType.field - If "field" is a field in the message MsgType, then
MsgType.field is also used to represent the value of that field.

bar - A variable (not prepended by MsgType), usually obtained
t hrough cal cul ati ons based on the val ue(s) of elenent(s).

2.3. Oher Notation
Thi s docunment uses the follow ng additional notational conventions:

a:=b An assi gnnent operator, whereby the left side (a) is
assigned the value of the right side (b).

c=d A conparison operator, returning TRUE if the value of the
left side (c) is equal to the value of the right side (d).

2. 4. Term nol ogy
Thi s docunment uses the follow ng term nol ogy:

LOADng Router - A router that inplenments this routing protocol. A
LOADng Router is equipped with at | east one, and possibly nore,
LOADng I nterfaces.

LOADng Interface - A LOADng Router’s attachnent to a communi cations
medi um over which it receives and generates control nessages,
according to this specification. A LOADng Interface is assigned
one or nore addresses.

Link - A link between two LOADng Interfaces exists if either can
recei ve control nessages, according to this specification, from
t he ot her.

Message - The fundanmental entity carrying protocol information, in

the formof address objects and TLVs.

Link Metric - The cost (weight) of a link between a pair of LOADng
I nterfaces.

Route Metric - The sumof the Link Metrics for the links that an
RREQ or RREP has crossed.
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3.

Net work Address - A layer 3 I P address plus an associ ated prefix
length. This may be an address with an associ ated maxi mum prefi x
I ength or an address prefix including a prefix length. A network
address thus represents a range of | P addresses.

Applicability Statenent

LOADng is a reactive MANET protocol, i.e., routes are discovered only
when a data packet is sent by a router (e.g., on behalf of an
attached host), and when the router has no route for this
destination. In that case, the router floods Route Requests (RREQ

t hroughout the network for discovering the destination. Reactive
protocols require state only for the routes currently in use,
contrary to proactive protocols, which periodically send contro
traffic and store routes to all destinations in the network. As
MANETs are often operated on wirel ess channels, flooding RREGs nmay
lead to frane collisions and therefore data | oss. Mreover, each
transm ssion on a network interface consunes energy, reducing the
life-tine of battery-driven routers. Consequently, in order to
reduce the anount of control traffic, LOADng (and in general reactive
protocol s) are nost suitable under the follow ng constraints:

o0 Few concurrent traffic flows in the network (i.e., traffic flows
only between few sources and destinations);

o Little data traffic overall, and therefore the traffic |load from
periodic signaling (for proactive protocols) is greater than the
traffic load fromflooding RREQs (for reactive protocols);

0 State requirements on the router are very stringent, i.e., it is
beneficial to store only few routes on a router

In these specific use cases, reactive MANET protocols have shown to
be beneficial, and may be preferable over the nore general use case
of proactive MANET protocols.

Specifically, the applicability of LOADng is determined by its
characteristics, which are that this protocol

0 |Is areactive routing protocol for Mbile Ad hoc NETworks
( MANETS) .

0 Is designed to work in networks with dynanic topology in which the
l'inks may be | ossy due to collisions, channel instability, or
novenment of routers.

0 Supports the use of optimzed flooding for RREGs.
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(o]

Enabl es any LOADng Router to discover bi-directional routes to
destinations in the routing domain, i.e., to any other LOADng
Router, as well as hosts or networks attached to that LOADng
Router, in the sane routing donain.

Supports addresses of any length with integral nunber of octets,
from16 octets to a single octet.

Is layer-agnostic, i.e., may be used at layer 3 as a "route over”
routing protocol, or at layer 2 as a "nesh under" routing
pr ot ocol

Supports per-destination route maintenance; if a destination
becones unreachabl e, rediscovery of that single (bi-directional)
route is perforned, without need for global topology
recal cul ati on.

Prot ocol Overview and Functioni ng

The objective of this protocol is for each LOADng Router to,
i ndependent | y:

4.
o]
o
o]
o
4.1.

Di scover a bi-directional route to any destination in the network.

Establish a route only when there is data traffic to be sent al ong
that route.

Maintain a route only for as long as there is data traffic being
sent along that route.

Generate control traffic based on network events only: when a new
route is required, or when an active route is detected broken
Specifically, this protocol does not require periodic signaling.

Overvi ew

These obj ectives are achi eved, for each LOADng Router, by performng
the foll ow ng tasks:

(0]

When having a data packet to deliver to a destination, for which
no tuple in the routing set exists and where the data packet
source is local to that LOADng Router (i.e., is an address in the
Local Interface Set or Destination Address Set of that LQADng
Router), generate a Route Request (RREQ encoding the destination
address, and transmt this RREQ over all of its LOADng Interfaces.

Upon receiving an RREQ insert or refresh a tuple in the Routing
Set, recording a route towards the originator address fromthe
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RREQ as well as to the neighbor LOADng Router from which the RREQ
was received. This will install the Reverse Route (towards the
ori gi nator address fromthe RREQ.

o Upon receiving an RREQ inspect the indicated destination address:

* |f that address is an address in the Destination Address Set or
in the Local Interface Set of the LOADng Router, generate a
Route Reply (RREP), which is unicast in a hop-by-hop fashion
along the installed Reverse Route.

* |f that address is not an address in the Destination Address
Set or in the Local Interface Set of the LOADng Router,
consi der the RREQ as a candi date for forwarding.

0 Wien an RREQ is considered a candidate for forwarding, retransnmt
it according to the fl ooding operation, specified for the network.

0 Upon receiving an RREP, insert or refresh a tuple in the Routing
Set, recording a route towards the originator address fromthe
RREP, as well as to the nei ghbor LOADng Router, from which that
RREP was received. This will install the Forward Route (towards
the originator address fromthe RREP). The originator address is
either an address fromthe Local Interface Set of the LOADng
Router, or an address fromits Destination Address Set (i.e., an
address of a host attached to that LOADng Router).

o Upon receiving an RREP, forward it, as unicast, to the recorded
next hop along the correspondi ng Reverse Route until the RREP
reaches the LOADng Router that has the destination address from
the RREP in its Local Interface Set or Destination Address Set.

o \When forwarding an RREQ or RREP, update the route netric, as
contained in that RREQ or RREP nessage.

A LOADng Router generating an RREQ specifies which metric type it
desires. Routers receiving an RREQ will process it and update route
metric information in the RREQ according to that netric, if they can.
Al'l LOADng Routers, however, will update information in the RREQ so
as to be able to support a "hop-count” default nmetric. |f a LOADng
Router is not able to understand the nmetric type, specified in an
RREQ it will update the route metric value to its maxi mum val ue, so
as to ensure that this is indicated to the further recipients of the
RREQ Once the route netric value is set to its maxi numval ue, no
LOADng Router along the path towards the destination may change the
val ue.
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LOADNng Routers and LOADng I nterfaces

A LOADng Router has a set of at |east one, and possibly nore, LQOADng
Interfaces. Each LOADng Interface:

o Is configured with one or nore addresses.
0 Has a nunber of interface parameters.

In addition to a set of LOADng Interfaces as descri bed above, each
LOADNg Router:

0 Has a nunber of router paraneters.
0 Has an Information Base.

0 Cenerates and processes RREQ RREP, RREP_ACK and RERR nessages,
according to this specification.

I nformati on Base Overvi ew

Necessary protocol state is recorded by way of five information sets:
the "Routing Set", the "Local Interface Set", the "Bl acklisted

Nei ghbor Set", the "Destination Address Set", and the "Pending
Acknow edgrent Set".

The Routing Set contains tuples, each representing the next-hop on,
and the netric of, a route towards a destinati on address.
Additionally, the Routing Set records the sequence nunber of the |ast
message, received fromthe destination. This information is
extracted fromthe nessage (RREQ or RREP) that generated the tuple so
as to enable routing. The routing table is to be updated using this
Routing Set. (A LOADng Router may choose to use any or all
destination addresses in the Routing Set to update the routing table,
this selection is outside the scope of this specification.)

The Local Interface Set contains tuples, each representing a |ocal
LOADNng Interface of the LOADng Router. Each tuple contains a list of
one or nore addresses of that LOADng Interface.

The Bl acklisted Nei ghbor Set contains tuples representing nei ghbor
LOADng Interface addresses of a LOADng Router w th which
uni directional connectivity has been recently detected.

The Destinati on Address Set contains tuples representing addresses,
for which the LOADng Router is responsible, i.e., addresses of this
LOADng Router, or of hosts and networks directly attached to this
LOADng Router and which use it to connect to the routing domain.
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These addresses nmay in particular belong to devices which do not

i mpl ement LOADng, and thus cannot process LOADng nessages. A LQADng
Rout er provides connectivity to these addresses by generating RREPs
in response to RREQs directed towards them

The Pendi ng Acknow edgnent Set contains tuples, representing
transm tted RREPs for which an RREP_ACK is expected, but where this
RREP_ACK has not yet been received.

The Routing Set, the Bl acklisted Neighbor Set and the Pendi ng

Acknowl edgnment Set are updated by this protocol. The Local Interface
Set and the Destination Address Set are used, but not updated by this
pr ot ocol

4.4. Signaling Overview
This protocol generates and processes the followi ng routing nessages:

Rout e Request (RREQ - Generated by a LOADng Router when it has a
data packet to deliver to a given destination, where the data
packet source is local to that LOADng Router (i.e., is an address
in the Local Interface Set or Destination Address Set of that
LOADng Router), but where it does not have an available tuple in
its Routing Set indicating a route to that destination. An RREQ
cont ai ns:

* The (destination) address to which a Forward Route is to be
di scovered by way of soliciting the LOADng Router with that
destination address in its Local Interface Set or inits
Destination Address Set to generate an RREP

* The (originator) address for which a Reverse Route is to be
installed by RREQ forwarding and processing, i.e., the source
address of the data packet which triggered the RREQ generation

* The sequence nunber of the LOADng Router, generating the RREQ

An RREQ i s fl ooded through the network, according to the flooding
operation specified for the network.

Route Reply (RREP) - Generated as a response to an RREQ by the
LOADng Router which has the address (destination) fromthe RREQ in
its Local Interface Set or in its Destination Address Set. An RREP
is sent in unicast towards the originator of that RREQ An RREP
cont ai ns:

* The (originator) address to which a Forward Route is to be
i nstall ed when forwardi ng the RREP
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* The (destination) address towards which the RREP is to be sent.
More precisely, the destination address deternines the unicast
route which the RREP foll ows.

* The sequence nunber of the LOADng Router, generating the RREP

Rout e Reply Acknow edgnment (RREP_ACK) - Cenerated by a LOADng Router
as a response to an RREP, in order to signal to the neighbor that
transmtted the RREP that the RREP was successfully received.
Recei pt of an RREP_ACK indicates that the |ink between these two
nei ghboring LOADng Routers is bidirectional. An RREP_ACK is
uni cast to the nei ghbor fromwhich the RREP has arrived, and is
not forwarded. RREP_ACKs are generated only in response to an
RREP whi ch, by way of a flag, has explicitly indicated that an
RREP_ACK i s desired.

Route Error (RERR) - Generated by a LOADng Router when a link on an
active route to a destination is detected as broken by way of
inability to forward a data packet towards that destination. An
RERR i s unicast to the source of the undeliverabl e data packet.

5. Protocol Paraneters

The foll owi ng paraneters and constants are used in this
speci fication.

5. 1. Prot ocol and Port Nunbers

When using LOADng as an | P routing protocol, the considerations of
[ RFC5498] apply.

5.2. Router Paraneters
NET_TRAVERSAL TIME - is the maximumtine that a RREQ nessage is
expected to take when traversing fromone end of the network to
the other, with the consideration of RREQ MAX JI TTER
RREQ RETRIES - is the maxi mum nunber of subsequent RREQs that a
particul ar LOADng Router may generate in order to discover a route
to a destination, before declaring that destination unreachabl e.

RREQ M N_INTERVAL - is the mininmal interval (in nilliseconds) of
RREQs that a particular LOADng Router is allowed to send.

R HOD TIME - is the mninumtinme a Routing Tuple SHOULD be kept in
the Routing Set after it was |ast refreshed.
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MAX_DI ST - is the value representing the maxi mnum possible metric
(R_metric field).

B HOLD TIME - is the time during which the |ink between the nei ghbor
LOADng Router and this LOADng Router MJST be considered as non-
bidirectional, and that therefore RREQs received fromthat
nei ghbor LOADng Router MJST be ignored during that tine
(B_HOLD TIME). B _HOLD Tl ME should be greater than 2 x
NET_TRAVERSAL_TI ME x RREQ RETRIES, to ensure that subsequent RRE(s
will reach the destination via a route, excluding the link to the
bl ackl i st ed nei ghbor.

MAX_ HOP_LIMT - is the maxinumlimt of the nunmber of hops that
LOADng routing messages are allowed to traverse.

5. 3. Interface Paraneters

Different LOADng Interfaces (on the same or on different LOADng
Rout ers) MAY enploy different interface paraneter values and MAY
change their interface paraneter values dynamically. A particular
case is where all LOADng Interfaces on all LOADng Routers within a
gi ven LOADng routing domain enploy the same set of interface

par anet er val ues.

RREQ MAX_JI TTER - is the default value of MAXJI TTER used in
[ RFC5148] for RREQ nessages forwarded by this LOADng Router on
this interface.

RREP_ACK REQUIRED - is a boolean flag, which indicates (if set) that
the LOADng Router is configured to expect that each RREP it sends
be confirmed by an RREP_ACK, or, (if cleared) that no RREP_ACK is
expected for this interface.

USE BI DI RECTI ONAL_LINK ONLY - is a boolean flag, which indicates if
the LOADng Router only uses verified bi-directional links for data
packet forwarding on this interface. It is set by default. |If

cleared, then the LOADng Router can use |inks which have not been
verified to be bi-directional on this interface.

RREP_ACK TIMEQUT - is the mninmum anount of tine after transmn ssion
of an RREP, that a LOADng Router SHOULD wait for an RREP_ACK from
a nei ghbor LOADng Router, before considering the link to this
nei ghbor to be unidirectional.
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5.4. Constants

MAX_HOP_COUNT - is the maxi mum nunber of hops as representable by
the encoding that is used (e.g., 255 when using [ RFC5444]). It
SHOULD NOT be used to linit the scope of a nessage; the router
paraneter MAX HOP LIMT can be used to linit the scope of a LOADng
routing nmessage.

6. Protocol Message Content

The protocol nessages, generated and processed by LOADng, are
described in this section using the notational conventions described
in Section 2. The encoding of nmessages for transnission by way of

[ RFC5444] packets/ messages is described in Appendix B, and Appendix C
illustrates the bit |ayout of a selection of LOADng control nessages.
Unl ess stated otherw se, the nessage fields described bel ow are set
by the LOADng Router that generates the nessage, and MJST NOT be
changed by internedi ate LOADng Routers.

6.1. Route Request (RREQ Messages
A Route Request (RREQ nessage has the follow ng fields:

RREQ addr-length is an unsigned integer field, encoding the Ilength
of the originator and destination addresses as foll ows:

RREQ addr-length := the I ength of an address in octets - 1

RREQ seq-num is an unsigned integer field, containing the sequence
nunber (see Section 8) of the LOADng Router, generating the RREQ
nessage.

RREQ netric-type is an unsigned integer field and specifies the type
of metric requested by this RREQ

RREQ route-nmetric is a unsigned integer field, of |length defined by
RREQ netric-type, which specifies the route netric of the route
(the sumof the link metrics of the links), through which this
RREQ has travel ed.

RREQ hop-count is an unsigned integer field and specifies the total
number of hops which the nessage has traversed fromthe
RREQ. ori gi nat or.

RREQ hop-limt is an unsigned integer field and specifies the nunber
of hops that the nessage is allowed to traverse.
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RREQ originator is an identifier of RREQ addr-length + 1 octets,
speci fying the address of the LOADng Interface over which this
RREQ was generated, and to which a route (the "reverse route") is
supplied by this RREQ In case the nessage is generated by a
LOADng Router on behalf of an attached host, RREQ ori gi nator
corresponds to an address of that host, otherwi se it corresponds
to an address of the sending LOADng Interface of the LQOADng
Rout er .

RREQ destination is an identifier of RREQ addr-length + 1 octets,
specifying the address to which the RREQ should be sent, i.e., the
destination address for which a route is sought.

The following fields of an RREQ nessage are inmutable, i.e., they
MUST NOT be changed during processing or forwardi ng of the nessage:
RREQ addr -1 ength, RREQ seq-num RREQ originator, and

RREQ. desti nati on.

The following fields of an RREQ nessage are nutable, i.e., they wll
be changed by internedi ate routers during processing or forwarding,
as specified in Section 12.2 and Section 12.3: RREQ netric-type,
RREQ route-netric, RREQ hop-linmt, and RREQ hop-count.

Any additional field that is added to the nessage by an extension to
this protocol, e.g., by way of TLVs, MJIST be considered inmnutable,
unl ess the extension specifically defines the field as mnutable.

6.2. Route Reply (RREP) Messages
A Route Reply (RREP) nessage has the follow ng fields:

RREP. addr-1ength is an unsigned integer field, encoding the length
of the originator and destination addresses as foll ows:

RREP. addr-length := the I ength of an address in octets - 1

RREP. seq-num is an unsigned integer field, containing the sequence
nunber (see Section 8) of the LOADng Router, generating the RREP
nessage.

RREP. netric-type is an unsigned integer field and specifies the type
of metric, requested by this RREP.

RREP.route-nmetric is a unsigned integer field, of |length defined by
RREP. netric-type, which specifies the route netric of the route
(the sumof the link nmetrics of the links) through which this RREP
has travel ed.
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RREP. ackrequired is a boolean flag which, when set ('1'), at |east
one RREP_ACK MJST be generated by the recipient of an RREP if the
RREP i s successfully processed. When cleared ('0’), an RREP_ACK
MUST NOT be generated in response to processing of the RREP.

RREP. hop-count is an unsigned integer field and specifies the tota
nunber of hops which the nessage has traversed from
RREP. ori gi nator to RREP. destination

RREP. hop-limt is an unsigned integer field and specifies the nunber
of hops that the nessage is allowed to traverse.

RREP. originator is an identifier of RREP.addr-length + 1 octets,
speci fying the address for which this RREP was generated, and to
which a route (the "forward route") is supplied by this RREP. In
case the nessage is generated on a LOADng Router on behal f of an
attached host, RREP.originator corresponds to an address of that
host, otherwise it corresponds to an address of the LOADng
Interface of the LOADng Router, over which the RREP was generated.

RREP. destination is an identifier of RREP.addr-length + 1 octets,
specifying the address to which the RREP should be sent. (I.e.
this address is equivalent to RREQ originator of the RREQ that
triggered the RREP.)

The following fields of an RREP nessage are inmutable, i.e., they
MUST NOT be changed during processing or forwardi ng of the nessage:
RREP. addr - | engt h, RREP. seq-num RREP. origi nator, and
RREP. dest i nati on

The following fields of an RREP nessage are nutable, i.e., they wll
be changed by internedi ate routers during processing or forwarding,
as specified in Section 13.2 and Section 13.3: RREP.netric-type,
RREP. rout e-nmetri c, RREP.ackrequired, RREP.hop-lint, and RREP. hop-
count .

Any additional field that is added to the nessage by an extension to
this protocol, e.g., by way of TLVs, MJST be considered i mutabl e,
unl ess the extension specifically defines the field as mnutable.

6.3. Route Reply Acknow edgenent (RREP_ACK) Messages

A Route Reply Acknow edgenment (RREP_ACK) nessage has the follow ng
fields:
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RREP_ACK. addr-1ength is an unsigned integer field, encoding the
I ength of the destination and origi nator addresses as foll ows:

RREP_ACK. addr-length := the length of an address in octets - 1

RREP_ACK. segq-num is an unsigned integer field and contains the val ue
of RREP.seqg-numfromthe RREP for which this RREP_ACK is sent.

RREP_ACK. destination is an identifier of RREP_ACK addr-length + 1
octets and contains the value of the RREP.originator field from
the RREP for which this RREP_ACK is sent.

RREP_ACK nessages are sent only across a single link and are never
f or war ded

6.4. Route Error (RERR) Messages
A Route Error (RERR) nessage has the followi ng fields:

RERR. addr-length is an unsigned integer field, encoding the length
of RERR destination and RERR unreachabl eAddress, as foll ows:

RERR. addr-length := the I ength of an address in octets - 1

RERR. errorcode is an unsigned integer field and specifies the reason
for the error nessage being generated, according to Table 1.

RERR. unr eachabl eAddress is an identifier of RERR addr-length + 1
octets, specifying an address, which has becone unreachabl e, and
for which an error is reported by way of this RERR nessage.

RERR originator is an identifier of RERR addr-length + 1 octets,
speci fying the address of the LOADng Interface over which this
RERR was generated by a LOADng Router

RERR. destination is an identifier of RERR address-length + 1 octets,
speci fying the destination address of this RERR nessage.
RERR. destination is, in general, the source address of a data
packet, for which delivery to RERR unreachabl eAddress fail ed, and
the unicast destination of the RERR nessage is the LOADng Router
whi ch has RERR destination listed in a Local Interface Tuple or in
a Destination Address Tuple.

RERR hop-limt is an unsigned integer field and specifies the nunber
of hops that the nessage is allowed to traverse

The following fields of an RERR nessage are inmutable, i.e., they
MUST NOT be changed during processing or forwardi ng of the nessage:
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RERR. addr -1 engt h, RERR errorcode, RERR unreachabl eAddress,
RERR. ori gi nat or and RERR desti nati on.

The following fields of an RERR nessage are nutable, i.e., they wll
be changed by internedi ate routers during processing or forwarding,
as specified in Section 14.3 and Section 14.4: RERR hop-linit.

Any additional field that is added to the nessage by an extension to
this protocol, e.g., by way of TLVs, MJST be considered i mutabl e,
unl ess the extension specifically defines the field as nutable.

7. Infornation Base

Each LOADng Router mmintains an Information Base, containing the

i nformati on sets necessary for protocol operation, as described in
the follow ng sections. The organization of information into these
information sets is non-nornmative, given so as to facilitate
description of nmessage generation, forwarding and processing rules in
this specification. An inplenentation may choose any representation
or structure for when nmaintaining this information

7.1. Routing Set
The Routing Set records the next hop on the route to each known
destination, when such a route is known. It consists of Routing
Tupl es:

(R dest _addr, R next_addr, R nmetric, R netric_type, R _hop_count,
R seq_num R bidirectional, R local iface addr, R valid_tine)

wher e:

R dest _addr - is the address of the destination, either an address
of a LOADng Interface of a destination LOADng Router, or an
address of an interface reachabl e via the destination LOADng
Router, but which is outside the routing domain.

R next _addr - is the address of the "next hop" on the selected route
to the destination.

R netric - is the nmetric associated with the selected route to the
destination with address R _dest_addr

R netric_type - specifies the netric type for this Routing Tuple -
in other words, how R netric is defined and cal cul at ed.
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R hop_count - is the hop count of the selected route to the
destination with address R dest addr.

R seq_num- is the value of the RREQ seqg-num or RREP.seg-numfield
of the RREQ or RREP which installed or |ast updated this tuple.
For the Routing Tuples installed by previous hop information of
RREQ or RREP, R seq_num MJST be set to -1.

R bidirectional - is a boolean flag, which specifies if the Routing
Tuple is verified as representing a bi-directional route. Data
traffic SHOULD only be routed through a routing tuple with
R bidirectional flag equals TRUE, unless the LOADng Router is
configured as accepting routes without bi-directionality
verification explicitly by setting USE Bl DI RECTI ONAL_LI NK_ONLY to
FALSE of the interface with R |ocal _iface_address.

R local iface _addr - is an address of the local LOADng Interface,
t hr ough whi ch the destination can be reached.

Rvalid_ tinme - specifies the time until which the information
recorded in this Routing Tuple is considered valid.

7.2. Local Interface Set

A LOADng Router’s Local Interface Set records its |ocal LOADng
Interfaces. It consists of Local Interface Tuples, one per LQADng
Interface:

(I _local iface addr _|ist)
wher e:

| local iface addr list - is an unordered list of the network
addresses of this LOADng Interface

The inplenentation MUST initialize the Local Interface Set with at
| east one tuple containing at | east one address of an LQADng
Interface. The Local Interface Set MJST be updated if there is a
change of the LOADng Interfaces of a LOADng Router (i.e., a LOADng
Interface is added, renoved or changes addresses).

7.3. Blacklisted Neighbor Set

The Bl acklisted Nei ghbor Set records the nei ghbor LOADng Interface
addresses of a LOADng Router, with which connectivity has been
detected to be unidirectional. Specifically, the Blacklisted

Nei ghbor Set records nei ghbors from which an RREQ has been received
(i.e., through which a Forward Route woul d possible) but to which it
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has been determined that it is not possible to comunicate (i.e.,
forwarding Route Replies via this neighbor fails, rendering
installing the Forward Route inpossible). It consists of Blacklisted
Nei ghbor Tupl es:

(B_nei ghbor _address, B_valid_tine)
wher e:

B nei ghbor _address - is the address of the bl acklisted nei ghbor
LOADng Interface.

B valid_tinme - specifies the tine until which the information
recorded in this tuple is considered valid.

7.4. Destination Address Set

The Destination Address Set records addresses, for which a LOADng
Router will generate RREPs in response to received RREQs, in addition
toits own LOADng Interface addresses (as listed in the Local
Interface Set). The Destination Address Set thus represents those
destinations (i.e., hosts), for which this LOADng Router is providing
connectivity. It consists of Destination Address Tupl es:

(D_address)
wher e:

D address - is the address of a destination (a host or a network),
attached to this LOADng Router and for which this LOADng Router
provi des connectivity through the routing donmain.

The Destination Address Set is used for generating signaling, but is
not itself updated by signaling specified in this docunent. Updates
to the Destination Address Set are due to changes of the environnent
of a LOADng Router - hosts or external networks being connected to or
di sconnected froma LOADng Router. The Destination Address Set may

be administrationally provisioned, or provisioned by external

pr ot ocol s.

7.5. Pendi ng Acknow edgnent Set
The Pendi ng Acknow edgnment Set contains information about RREPs which
have been transmitted with the RREP. ackrequired flag set, and for
whi ch an RREP_ACK has not yet been received. It consists of Pending
Acknowl edgnment Tupl es:

(P_next _hop, P_originator, P_seq_num
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P_ack_received, P_ack_timeout)

wher e:

P_next _hop - is the address of the neighbor LOADng Interface to
whi ch the RREP was sent.

P _originator - is the address of the originator of the RREP

P seq num- is the RREP.seqg-numfield of the sent RREP

P_ack received - is a boolean flag, which specifies the tuple has

been acknow edged by a correspondi ng RREP_ACK nessage. The
default value is FALSE

P_ack tineout - is the tine after which the tuple MJST be expired.
8. LOADng Router Sequence Numbers

Each LOADng Router mmintains a single sequence nunber, which nmust be
i ncluded in each RREQ or RREP nessage it generates. Each LQOADng
Rout er MUST make sure that no two nessages (both RREQ and RREP) are
generated with the sane sequence nunber, and MJST generate sequence
numbers such that these are nmonotonically increasing. This sequence
nunmber is used as information for when conparing routes to the LOADng
Rout er havi ng generated t he nmessage.

However, with a limted nunber of bits for representing sequence
nunbers, w ap-around (that the sequence nunber is increnmented from
t he maxi num possi ble value to zero) can occur. To prevent this from
interfering with the operation of the protocol, the foll owi ng MIJST be
observed. The term MAXVALUE designates in the follow ng the | argest
possi bl e value for a sequence nunber. The sequence nunber Sl is said
to be "greater than" (denoted '>') the sequence nunber S2 if:

S2 < S1 AND S1 - S2 <= MAXVALUE/ 2 OR

S1 < S2 AND S2 - S1 > MAXVALUE/ 2

9. Route Mintenance

Tuples in the Routing Set are maintained by way of five different
mechani sns:

0 RREQ RREP exchange, specified in Section 12 and Section 13.

o Data traffic delivery success
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o Data traffic delivery failure.

0 External signals indicating that a tuple in the Routing Set needs
updati ng.

o Information expiration

Routing Tuples in the Routing Set contain a validity time, which
specifies the time until which the information recorded in this tuple
is considered valid. After this time, the information in such tuples
is to be considered as invalid, for the processing specified in this
docunent .

Routing Tuples for actively used routes (i.e., routes via which
traffic is currently transiting) SHOULD NOT be renoved, unless there
is evidence that they no |onger provide connectivity - i.e., unless a
link on that route has broken

To this end, one or nore of the follow ng nmechani sns (non-exhaustive
list) MAY be used:

o If a lower |ayer mechani sm provides signals, such as when delivery
to a presuned nei ghbor LOADng Router fails, this signal MAY be
used to indicate that a |ink has broken, trigger early expiration
of a Routing Tuple fromthe Routing Set, and to initiate Route
Error Signaling (see Section 14). Conversely, absence of such a
signal when attenpting delivery MAY be interpreted as validation
that the correspondi ng Routing Tuple(s) are valid, and their
R valid tine refreshed correspondingly. Note that when using such
a mechani sm care should be taken to prevent that an intermttent
error (e.g., an incidental wireless collision) triggers corrective
action and signaling. This depends on the nature of the signals,
provi ded by the | ower |ayer, but can include the use of a
hysteresis function or other statistical nechanisns.

o Conversely, for each successful delivery of a packet to a nei ghbor
or a destination, if signaled by a |ower |ayer or a transport
mechani sm or each positive confirmation of the presence of a
nei ghbor by way of an external neighbor discovery protocol, MAY be
interpreted as validation that the correspondi ng Routing Tupl e(s)
are valid, and their Rvalid tinme refreshed correspondingly. Note
that when refreshing a Routing Tuple corresponding to a
destination of a data packet, the Routing Tuple corresponding to
the next hop toward that destination SHOULD al so be refreshed.

Furthernore, a LOADng Router nmay experience that a route currently

used for forwardi ng data packets is no | onger operational, and nust
act to either rectify this situation locally (Section 13) or signa
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this situation to the source of the data packets for which delivery
was unsuccessful (Section 14).

If a LOADng Router fails to deliver a data packet to a next-hop, it
MUST generate an RERR nessage, as specified in Section 14.

10. Unidirectional Link Handling

Each LOADng Router MJST nonitor the bidirectionality of the links to
its neighbors and set the R bidirectional flag of related routing
tupl es when processing Route Replies (RREP). To this end, one or
nore of the follow ng mechani sms MAY be used (non exhaustive list):

o If a lower |ayer nmechani sm provides signals, such as when delivery
to a presuned nei ghbor LOADng Router fails, this signal MAY be
used to detect that a link to this neighbor is broken or is
unidirectional; the LOADng Router MJST then blacklist the nei ghbor
(see Section 10.1).

o |If a mechani smsuch as NDP [ RFC4861] is avail able, the LOADng
Router MAY use it.

0 A LOADng Router MAY use a nei ghborhood di scovery nmechanismwith
bidirectionality verification, such as NHDP [ RFC6130].

0 RREP_ACK nessage exchange, as described in Section 15.

o Upper-layer nmechani sns, such as transport-|ayer acknow edgnents,
MAY be used to detect unidirectional or broken |inks.

When a LOADng Router detects, via one of these mechanisnms, that a
link to a neighbor LOADng Router is unidirectional or broken, the
LOADng Router MJST bl acklist this neighbor (see Section 10.1).
Conversely, if a LOADng Router detects via one of these nechanisns
that a previously blacklisted LOADng Router has a bidirectional |ink
to this LOADng Router, it MAY renpve it fromthe blacklist before the
B valid_tine of the corresponding tuple.

10.1. Blacklist Usage
The Bl acklist is maintained according to Section 7.3. Wen an
i nterface of neighbor LOADng Router is detected to have a
unidirectional link to the LOADng Router, it is blacklisted, i.e., a
tupl e (B_nei ghbor_address, B valid_tine) is created thus:

0 B neighbor_address := the address of the bl acklisted nei ghbor
LOADng Router interface
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o Bwvalid_time := current_time + B_HOLD TI ME

When a nei ghbor LOADng Router interface is blacklisted, i.e., when
there is a corresponding (B _nei ghbor_address, B valid tine) tuple in
the Bl acklisted Neighbor Set, it is tenporarily not considered as a
nei ghbor, and thus:

0 Every RREQ received fromthis neighbor LOADng Router interface
MUST be di scar ded;

11. Comon Rul es for RREQ and RREP Messages

RREQ and RREP nessages, both, supply routes between their recipients
and the originator of the RREQ or RREP nessage. The two nessage
types therefore share conmon processing rules, and differ only in the
fol | owi ng:

0 RREQ nessages are nulticast or broadcast, intended to be received
by all LOADng Routers in the network, whereas RREP nessages are
all wunicast, intended to be received only by LOADng Routers on a
specific route towards a specific destination

0 Receipt of an RREQ nessage by a LOADng router, which has the
RREQ destination address in its Local Interface Set or Destination
Address Set MJST trigger the procedures for generation of an RREP
nessage

0 Receipt of an RREP nessage with RREP. ackrequired set MJST trigger
generation of an RREP_ACK nessage.

For the purpose of the processing description in this section, the
followi ng additional notation is used:

received-route-netric is a variable, representing the route netric,
as included in the received RREQ or RREP nessage, see Section 16.

used-netric-type is a variable, representing the type of netric used
for calculating received-route-nmetric, see Section 16

previous-hop is the address of the LOADng Router, from which the
RREQ or RREP nessage was received.

> is the conparison operator for sequence nunbers, as specified in
Section 8.
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11.

MS5G is a shorthand for either an RREQ or RREP nessage, used for when
accessi ng nmessage fields in the description of the commbn RREQ and
RREP nessage processing in the foll ow ng subsections.

hop-count is a variable, representing the hop-count, as included in
the received RREQ or RREP nessage.

hop-limt is a variable, representing the hop-linit, as included in
the recei ved RREQ or RREP nessage.

link-metric is a variable, representing the link nmetric between this
LOADng Router and the LOADng Router from which the RREQ or RREP
nmessage was received, as calculated by the receiving LOADng
Rout er, see Section 16.

route-netric is a variable, representing the route netric, as
included in the received RREQ or RREP nessage, plus the |ink-
netric for the link, over which the RREQ or RREP was received,
i.e., the total route cost fromthe originator to this LOADng
Rout er .

1. ldentifying Invalid RREQ or RREP Messages

A received RREQ or RREP nessage is invalid, and MJST be discarded
wi t hout further processing, if any of the followi ng conditions are
true:

0 The address length specified by this nessage (i.e., MG addr-
length + 1) differs fromthe length of the address(es) of this
LOADNng Router.

0 The address contained in MSG originator is an address of this
LOADNng Router.

0 There is a tuple in the Routing Set where:
* R _dest_addr = MSG ori gi nator
* R_seq_num > MSG seq- num
0 For RREQ nessages only, an RREQ MUST be considered invalid if the
previous-hop is blacklisted (i.e., its address is in a tuple in
the Bl acklisted Nei ghbor Set, see Section 10.1).
A LOADng Rout er MAY recogni ze additional reasons for identifying that
an RREQ or RREP nessage is invalid for processing, e.g., to allow a

security nechanismas specified in Section 18.2 to perform
verification of integrity check values and prevent processing of
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11.

unverifiabl e RREQ or RREP nessage by this protocol.

2.

RREQ and RREP Message Processing

A received, and valid, RREQ or RREP nessage is processed as foll ows:

1.

I ncluded TLVs are processed/ updated according to their
speci fication.

Set the variable hop-count to MSG hop-count + 1.
Set the variable hop-limt to MSG hop-linmit - 1.

If MSG nmetric-type is known to this LOADng Router, and if
MSG netric-type i s not HOP_COUNT, then:

* Set the variable used-netric-type to the value of MSG netric-
type.

* Determine the link metric over the link over which the nessage
was received, according to used-netric-type, and set the
variable link-metric to the cal cul ated val ue.

*  Conpute the route netric to MSG originator according to used-
metric-type by adding link-nmetric to the received-route-netric
advertised by the received nessage, and set the variable
route-nmetric to the cal cul ated val ue.

O herwi se:

* Set the variable used-netric-type to HOP_COUNT.

* Set the variable route-nmetric to MAX DI ST, see Section 16.

* Set the variable link-nmetric to MAX DI ST.

Find the Routing Tuple (henceforth, Mtching Routing Tuple)
wher e:

* R dest_addr = MSG origi nat or
If no Matching Routing Tuple is found, then create a new Mt ching
Routing Tuple (the "reverse route" for RREQ nessages or "forward

route" for RREP messages) with:

* R dest _addr := MG originator
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R next _addr := previous-hop

R netric_type := used-netric-type

R netric := MAX DI ST

R _hop_count := hop-count

R segq_num:= -1

Rvalid tine := current tine + R HOLD TI ME
R bidirectional := FALSE

R local _iface_addr := the address of the LOADng Interface
t hrough whi ch the nessage was received.

8. The Matching Routing Tuple, existing or new, is conpared to the
recei ved RREQ or RREP nessage:

1.

Cd ausen,

| f

+ R_seqg_num = MSG seq- num AND

+ R nmetric_type = used-netric-type; AND
+ R netric > route-netric

OR

+ R_seqg_num = MSG seq- num AND

+ R netric_type = used-netric-type; AND
+ Rnetric = route-netric; AND

+ R_hop_count > hop-count

R

+ R_seqg_num = MSG seq- num AND

+ R netric_type does not equal to used-netric-type; AND
+ R nmetric_type = HOP_COUNT

R
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+ R_seqg_num < MSG seq- num

Then:

1.

2.

3.
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July 2016

The nmessage is used for updating the Routing Set. The

Routing Tupl e, where:

- R dest_addr = MSG ori gi nator;
i s updated thus:

- R_next_addr := previous-hop

- Rnetric_type = used-netric-type

- Ronetric :=route-netric
- R_hop_count := hop-count
- R_seg_num:= MG seq-num

- Rwvalid tine := current time + R HOLD TI ME

- Rbidirectional := TRUE, if the nessage being

processed is an RREP.

If previous-hop is not equal to MSG originator,

and if

there is no Matching Routing Tuple in the Routing Set
with R dest _addr = previous-hop, create a new Matching

Routing Tuple with:

- R dest_addr := previous-hop

- R _next _addr pr evi ous- hop

The Routing Tuple with R dest_addr = previous-hop,

existing or new, is updated as follows

- Rnmetric_type := used-netric-type
- Ronetric :=1link-metric

- R hop_count :=1

- Rsegq_num:= -1

- Rwvalid tinme := current time + R HOLD TI ME

Expi res January 5, 2017
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- Robidirectional := TRUE, if the processed nessage is
an RREP, otherw se FALSE.

- Rlocal iface addr := the address of the LOADng
Interface through which the nessage was received.

2. Oherwise, if the nessage is an RREQ it is not processed
further and is not considered for forwarding. |If it is an
RREP and if RREP.ackrequired is set, an RREP_ACK nessage MJST
be sent to the previous-hop, according to Section 15.2. The
RREP i s not considered for forwarding.

Rout e Requests ( RREQs)

Rout e Requests (RRE(s) are generated by a LOADng Router when it has
data packets to deliver to a destination, where the data packet
source is local to that LOADng Router (i.e., is an address in the
Local Interface Set or Destination Address Set of that LOADng
Router), but for which the LOADng router has no matching tuple in the
Routing Set. Furthernore, if there is a matching tuple in the Routing
Set with the R bidirectional set to FALSE, and the paraneter

USE BI DI RECTI ONAL_LI NK_ ONLY of the interface with

R local _iface_address equals TRUE, an RREQ MJUST be gener at ed.

After originating an RREQ a LOADng Router waits for a corresponding
RREP. |f no such RREP is received within 2*NET_TRAVERSAL_ TI ME

m | 1iseconds, the LOADng Router MAY issue a new RREQ for the sought

destination (with an increnented seq _num up to a nmaxi num of

RREQ RETRIES tines. Two consequent RREQ generated on an interface
of a LOADng Router SHOULD be separated at | east RREQ M N_| NTERVAL.

1. RREQ Ceneration

An RREQ nessage is generated according to Section 6 with the
foll owi ng content:

0 RREQ addr-length set to the length of the address, as specified in
Section 6;

0 RREQnetric-type set to the desired netric type;
0 RREQroute-netric := 0.

0 RREQ seqg-num set to the next unused sequence nunmber, maintained by
this LOADng Router;

0 RREQ hop-count := 0;
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0 RREQ hop-limt := MAX_HOP_LIMT;
0 RREQ destination := the address to which a route is sought;

0 RREQoOriginator := one address of the LOADng Interface of the
LOADng Router that generates the RREQ |If the LOADng Router is
generati ng RREQ on behal f of a host connected to this LQOADng
Rout er, the source address of the data packet, generated by that
host, is used,

12.2. RREQ Processing

The vari abl es hop-count and hop-limt have been updated in

Section 11.2 (when processing the nmessage) and are used in this
section. On receiving an RREQ nmessage, a LOADng Router MJST process
the message according to this section:

1. If the message is invalid for processing, as defined in
Section 11.1, the nmessage MJST be di scarded without further
processing. The nmessage is not considered for forwarding.

2. Oherwise, the nessage is processed according to Section 11.2.

3. If RREQdestinationis listed in | _local _iface addr _|ist of any
Local Interface Tuple, or corresponds to D address of any
Destination Address Tuple of this LOADng Router, the RREP
generation process in Section 13.1 MJST be applied. The RREQis
not consi dered for forwarding.

4., Oherwise, if hop-count is |less than MAX HOP_COUNT and hop-limt
is greater than 0, the nessage is considered for forwarding
according to Section 12. 3.

12.3. RREQ Forwardi ng

The variabl es used-netric type, hop-count, hop-linmit and route-netric

have been updated in Section 11.2 (when processing the nessage) and

are used in this section to update the content of the nessage to be
forwarded. An RREQ, considered for forwarding, MJST be updated as
follows, prior to it being transmtted:

1. RREQnetric-type := used-netric-type (as set in Section 11.2)

2. RREQroute-netric :=route-netric (as set in Section 11.2)

3. RREQ hop-count := hop-count (as set in Section 11.2)
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4. RREQ hop-linit := hop-limt (as set in Section 11.2)

An RREQ MUST be forwarded according to the floodi ng operati on,
specified for the network. This MAY be by way of classic flooding, a
reduced relay set nechani sm such as [ RFC6621], or any other

i nformation diffusion mechani smsuch as [ RFC6206]. Care nust be
taken that NET_TRAVERSAL_TIME is chosen so as to acconmodate for the
maxi mumtinme that may take for an RREQto traverse the network,
accounting for in-router delays incurring due to or inposed by such
al gorithns.

12. 4. RREQ Transmi ssion

RREQs, whether initially generated or forwarded, are sent to all
nei ghbor LOADng Routers through all interfaces in the Local Interface
Set .

Wien an RREQ is transnmitted, all receiving LOADng Routers will
process the RREQ nessage and as a consequence consider the RREQ
message for forwarding at the same, or at alnpbst the same, tinme. |If
using data link and physical |layers that are subject to packet |oss
due to collisions, such RREQ nessages SHOULD be jittered as described
in [RFC5148], using RREQ MAX JITTER, in order to avoid such | osses.

13. Route Replies (RREPs)

Route Replies (RREPs) are generated by a LOADng Router in response to
an RREQ (henceforth denoted "correspondi ng RREQ'), and are sent by
the LOADng Router which has, in either its Destination Address Set or
inits Local Interface Set, the address from RREQ destination. RREPs
are sent, hop by hop, in unicast towards the originator of the RREQ
in response to which the RREP was generated, along the Reverse Route
installed by that RREQ A LOADng Router, upon forwarding an RREP,
installs the Forward Route towards the RREP. destination.

Thus, with forwarding of RREQs installing the Reverse Route and
forwarding of RREPs installing the Forward Route, bi-directional
routes are provided between the RREQ origi nator and RREQ desti nati on.

13.1. RREP Generation

At | east one RREP MJUST be generated in response to a (set of)

recei ved RREQ nessages with identical (RREQ originator, RREQ seq-
nun). An RREP MAY be generated imediately as a response to each
RREQ processed, in order to provide shortest possible route

establ i shnent del ays, or MAY be generated after a certain delay after
the arrival of the first RREQ in order to use the "best" received
RREQ (e.g., received over the |lowest-cost route) but at the expense
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of longer route establishnent delays. A LOADng Router MAY generate
further RREPs for subsequent RREQs received with the sane

(RREQ originator, RREQ seq-num) pairs, if these indicate a better
route, at the expense of additional control traffic being generated.
In all cases, however, the content of an RREP is as follows:

0 RREP.addr-length set to the length of the address, as specified in
Section 6;

0 RREP.seg-num set to the next unused sequence nunber, naintained by
this LOADng Router;

0 RREP.netric-type set to the same value as the RREQ nmetric-type in
the corresponding RREQ if the nmetric type is known to the router
O herwi se, RREP.nmetric-type is set to HOP_COUNT;

0 RREP.route-netric :=0

0 RREP. hop- count 0;

0 RREP.hop-limt

MAX_HOP_LIM T;

0 RREP.destination := the address to which this RREP nessage is to
be sent; this corresponds to the RREQ originator fromthe RREQ
message, in response to which this RREP nessage i s generated;

0 RREP.originator := the address of the LOADng Router, generating
the RREP. |If the LOADng Router is generating an RREP on behal f of
the hosts connected to it, or on behalf of one of the addresses
contained in the LOADng Routers Destination Address Set, the host
address is used.

The RREP that is generated is transnmitted according to Section 13. 4.
2. RREP Processing
The vari abl es hop-count and hop-limt have been updated in
Section 11.2 (when processing the nmessage) and are used in this
section. On receiving an RREP nessage, a LOADng Router MJST process
the message according to this section
1. If the message is invalid for processing, as defined in
Section 11.1, the nmessage MJST be di scarded without further
processing. The nessage is not considered for forwarding.

2. Oherwise, the nessage is processed according to Section 11.2.
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3. If RREP.ackrequired is set, an RREP_ACK message MJST be sent to
t he previous-hop, according to Section 15. 2.

4. |If hop-count is equal to MAX HOP_COUNT or hop-limt is equal to
0, the nmessage is not considered for forwarding.

5. Oherwise, if RREP.destination is not listed in
| local _iface_addr_list of any Local Interface Tuple and does not
correspond to D address of any Destination Address Tuple of this
LOADng Router, the RREP nessage is considered for forwarding
according to Section 13. 3.

3.  RREP Forwarding

The variabl es used-netric type, hop-count, hop-limt and route-netric
have been updated in Section 11.2 (when processing the nessage) and
are used in this section to update the content of the nessage to be
forwarded. An RREP nessage, considered for forwarding, MJST be
updated as follows, prior to it being transmitted:

1. RREP.netric-type := used-netric-type (as set in Section 11.2)

2. RREP.route-netric :=route-netric (as set in Section 11.2)

3. RREP. hop-count := hop-count (as set in Section 11.2)

4. RREP.hop-limt hop-limt (as set in Section 11.2)
5. The RREP is transmitted, according to Section 13. 4.

The RREP nessage is then unicast to the next hop towards
RREP. dest i nati on

4. RREP Transmni ssion

An RREP is, ultimately, destined for the LOADng Router which has the
address listed in the RREP.destination field in either of its Loca
Interface Set, or in its Destination Address Set. The RREP is
forwarded in unicast towards that LOADng Router. The RREP MJST,
however, be transmitted so as to allowit to be processed in each

i ntermedi ate LOADng Router to:

o Install proper forward routes; AND

0o Permt that RREP. hop-count be updated to reflect the route.

RREP Transmi ssion is acconplished by the follow ng procedure:
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1. Find the Routing Tuple (henceforth, the "Matching Routing Tuple")
in the Routing Set, where:

* R dest_addr = RREP. destination

2. Find the Local Interface Tuple (henceforth, "Matching Interface
Tupl e), where:

* | _local iface_addr _list contains R local iface_addr fromthe
Mat chi ng Routing Tuple

3. |If RREP_ACK REQUI RED is set for the LOADng Interface, identified
by the Matching Interface Tuple:

* Create a new Pendi ng Acknowl edgnent Tuple with:

+

P_next _hop := R next_addr fromthe Matching Routing Tuple
+ P_originator := RREP.originator

+ P_seqg_num : = RREP. seq-num

+ P_ack received : = FALSE

+ P_ack_tinmeout := current_tine + RREP_ACK TI VMEQUT

* RREP. ackrequired : = TRUE
4. O herw se:
* RREP. ackrequired : = FALSE

5. The RREP is transmitted over the LOADng Interface, identified by
the Matching Interface Tuple to the nei ghbor LOADng Router,
identified by R next_addr fromthe Matching Routing Tuple.

When a Pendi ng Acknow edgenent Tuple expires, if P_ack received =
FALSE, the P_next_hop address MJST be bl acklisted by creating a
Bl ackl i sted Nei ghbor Tuple according to Section 7.3

Route Errors (RERRS)

If a LOADng Router fails to deliver a data packet to a next hop or a
destination, and if neither the source nor destination address of
that data packet belongs to the Destination Address Set of that
LOADng Router, it MJST generate a Route Error (RERR). This RERR MJUST
be sent along the Reverse Route towards the source of the data packet
for which delivery was unsuccessful (to the last LOADng Router along
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the Reverse Route, if the data packet was originated by a host behind
that LOADng Router).

The following definition is used in this section:

0 "EXPIRED' indicates that a timer is set to a value clearly
preceding the current tinme (e.g., current time - 1).

14.1. ldentifying Invalid RERR Messages

A received RERR is invalid, and MJUST be di scarded w thout further
processing, if any of the follow ng conditions are true:

0 The address length specified by this nessage (i.e., RERR addr-
length + 1) differs fromthe length of the address(es) of this
LOADng Router.

0 The address contained in RERR originator is an address of this
LOADNng Router.

A LOADng Router MAY recogni ze additional reasons, external to this
specification, for identifying that an RERR nessage is invalid for
processing, e.g., to allow a security nechanismas specified in
Section 18.2 to performverification of integrity check values and
prevent processing of unverifiable RERR message by this protocol.

14. 2. RERR CGenerati on

A packet with an RERR nessage is generated by the LOADng Router,
detecting the link breakage, with the foll owi ng content:

0 RERR error-code := the error code corresponding to the event
causing the RERR to be generated, from anong those recorded in
Tabl e 1;

0 RERR addr-length :=the length of the address, as specified in
Section 6;

0 RERR unreachabl eAddress : = the destination address fromthe

unsuccessfully delivered data packet.

0o RERR originator := one address of the LOADng Interface of the
LOADng Router that generates the RERR

0 RERR destination := the source address fromthe unsuccessfully
del i vered data packet, towards which the RERR is to be sent.
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0 RERR hop-limt := MAX_HOP_LIMT;
3. RERR Processing

For the purpose of the processing description below, the follow ng
additional notation is used:

previous-hop is the address of the LOADng Router, from which the
RERR was recei ved

hop-limt is a variable, representing the hop-linit, as included in
the recei ved RERR nessage.

Upon receiving an RERR, a LOADng Router MJST performthe foll ow ng
st eps:

1. If the RERRis invalid for processing, as defined in
Section 14.1, the RERR MJST be di scarded without further
processing. The nessage is not considered for forwarding.

2. Included TLVs are processed/updated according to their
speci fication.

3. Set the variable hop-limt to RERR hop-limt - 1.

4. Find the Routing Tuple (henceforth "matching Routing Tuple") in
the Routing Set where:

* R dest _addr = RERR unreachabl eAddress

* R _next _addr

previ ous- hop

5. If no matching Routing Tuple is found, the RERR is not processed
further, but is considered for forwarding, as specified in
Section 14. 4.

6. Oherwise, if one matching Routing Tuple is found:

1. If RERR errorcode is O ("No available route", as specified in
Section 19.1), this matching Routing Tuple is updated as
fol | ows:

+ Rwvalid_time := EXPI RED

Extensions to this specification MAY define additional error
codes in the Error Code | ANA registry, and MAY insert
processing rules here for RERRs with that error code.
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2. If hop-limt is greater than 0, the RERR nmessage is
consi dered for forwarding, as specified in Section 14.4

4. RERR Forwar di ng

An RERR is, ultimately, destined for the LOADng Router which has, in
either its Destination Address Set or in its Local Interface Set, the
address from RERR ori gi nat or.

An RERR, considered for forwarding is therefore processed as foll ows:
1. RERR hop-limt := hop-limt (as set in Section 14.3)

2. Find the Destination Address Tuple (henceforth, matching
Destination Address Tuple) in the Destination Address Set where:

* D address = RERR destination

3. If one or nore matching Destination Address Tuples are found, the
RERR nessage is discarded and not retransmitted, as it has
reached the final destination.

4, Oherwise, find the Local Interface Tuple (henceforth, matching
Local Interface Tuple) in the Local Interface Set where:

* | local iface addr_list contains RERR destination.

5. If a matching Local Interface Tuple is found, the RERR nessage is
di scarded and not retransmtted, as it has reached the final
desti nati on.

6. Oherwise, if no matching Destination Address Tuples or Local
Interface Tuples are found, the RERR nessage is transmitted
according to Section 14.5.

5. RERR Transm ssi on

An RERR is, ultimately, destined for the LOADng Router which has the
address listed in the RERR destination field in either of its Local
Interface Set, or in its Destination Address Set. The RERR i s
forwarded in unicast towards that LOADng Router. The RERR MJST,
however, be transmitted so as to allowit to be processed in each

i nternmedi ate LOADng Router to:

o Allowinternediate LOADng Routers to update their Routing Sets,
i.e., renove tuples for this destination.

RERR Transm ssion is acconplished by the follow ng procedure:
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1. Find the Routing Tuple (henceforth, the "Matching Routing Tuple")
in the Routing Set, where:

* R dest_addr = RERR destination

2. Find the Local Interface Tuple (henceforth, "Matching Interface
Tupl e), where:

* | _local iface_addr _list contains R local iface_addr fromthe
Mat chi ng Routing Tuple

3. The RERR is transmitted over the LOADng Interface, identified by
the Matching Interface Tuple to the nei ghbor LOADng Router,
identified by R next_addr fromthe Matching Routing Tuple.

Rout e Reply Acknow edgnents ( RREP_ACKS)

A LOADng Router MJST signal in a transmitted RREP that it is
expecting an RREP_ACK, by setting RREP.ackrequired flag in the RREP.
When doing so, the LOADng Router MJST al so add a tuple (P_next_hop,
P_originator, P_seq_num P_ack tinmeout) to the Pendi ng Acknow edgnent
Set, and set P_ack tinmeout to current _tinme + RREP_ACK Tl MEQUT, as
described in Section 13. 4.

The following definition is used in this section:

0 "EXPIRED' indicates that a tiner is set to a value clearly
preceding the current tine (e.g., current_time - 1).

1. Identifying Invalid RREP_ACK Messages

A received RREP ACK is invalid, and MJST be di scarded without further
processing, if any of the follow ng conditions are true:

0 The address length specified by this nessage (i.e., RREP_ACK. addr-
length + 1) differs fromthe Il ength of the address(es) of this
LOADNng Router.

A LOADng Router MAY recogni ze additional reasons, external to this
specification, for identifying that an RREP_ACK nessage is invalid
for processing, e.g., to allow a security protocol to perform
verification of signatures and prevent processing of unverifiable
RREP_ACK nessage by this protocol.

2. RREP_ACK Generation

Upon reception of an RREP nessage with the RREP. ackrequired flag set,
a LOADng Router MJST generate at | east one RREP_ACK and send this
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RREP_ACK in unicast to the nei ghbor which originated the RREP.

An RREP_ACK message is generated by a LOADng Router with the
foll owi ng content:

(0]

(0]

3.

RREP_ACK. addr-length := the length of the address, as specified in
Section 6;

RREP_ACK. seg-num : = the value of the RREP.seq-numfield of the
recei ved RREP;

RREP_ACK. desti nation := RREP.origi nator of the received RREP.

RREP_ACK Processi ng

On receiving an RREP_ACK from a LOADng nei ghbor LOADng Router, a
LOADng Router MJST do the foll ow ng:

1.

If the RREP_ACK is invalid for processing, as defined in
Section 15.1, the RREP_ACK MUST be di scarded without further
processi ng.

Find the Routing Tuple (henceforth, Mtching Routing Tuple)
wher e:

* R dest _addr = previous-hop;
The Mat ching Routing Tuple is updated as foll ows:
* R bidirectional := TRUE

If a Pending Acknowl edgenment Tupl e (henceforth, Matching Pending
Acknow edgenent Tuple) exists, where:

* P _next _hop is the address of the LOADng Router from which the
RREP_ACK was recei ved.

* P_originator = RREP_ACK. destination
*  P_seq_num = RREP_ACK. seg- num

Then the RREP has been acknow edged. The Matchi ng Pendi ng
Acknow edgenent Tuple is updated as foll ows:

* P_ack_received := TRUE

* P_ack_tineout := EXPlI RED
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15.4. RREP_ACK Forwar di ng

An RREP_ACK is intended only for a specific direct neighbor, and MJST
NOT be forwarded.

15.5. RREP_ACK Transni ssi on

An RREP_ACK is transmitted, in unicast, to the nei ghbor LOADng Router
from which the RREP was received

16. Metrics

This specification enables the use of different nmetrics for when
calculating route metrics.

Metrics as defined in LOADng are additive, and the routes that are to
be created are those with the m nimum sum of the netrics al ong that
route.

16.1. Specifying New Metrics

When defining a netric, the follow ng considerations SHOULD be taken
into consideration:

0 The definition of the R metric field, as well as the val ue of
MAX_DI ST.

17. I nplenentation Status

This section records the status of known inplenmentations of the
protocol defined by this specification at the tinme of posting of this
Internet-Draft, and based on a proposal described in [RFC6982]. The
description of inplementations in this section is intended to assist
the IETF in its decision processes in progressing drafts to RFCs.

Pl ease note that the listing of any individual inplenentation here
does not inply endorsenent by the |ETF. Furthernore, no effort has
been spent to verify the information presented here that was supplied
by I ETF contributors. This is not intended as, and nust not be
construed to be, a catal og of available inplenentations or their
features. Readers are advised to note that other inplenentations may
exi st.

According to [ RFC6982], "this will allow reviewers and working groups
to assign due consideration to docunents that have the benefit of
runni ng code, which may serve as evidence of val uabl e experinmentation
and feedback that have nmade the inplenented protocols nore nature.

It is up to the individual working groups to use this infornmation as
they see fit".
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In the followi ng subsections, each publicly-known inplenentation of
LOADng is listed. There are currently four publicly-known

i npl ement ati ons of LOADng. These have been tested for
interoperability in at least three interop events, as described in
[1-D. I oadng-interop-report].

1. Inplenmentation of Ecol e Polytechnique

This inplenmentation is devel oped by the Networking G oup at Ecole

Pol ytechnique. It can run over real network interfaces, and can al so
be integrated with the network sinulator NS2. It is a Java

i mpl ementation, and can be used on any platformthat includes a Java
vi rtual nachi ne.

The i npl ementati on has been nai ntained since the 00 revision of
LOADng, and is quite nature. It has been tested in interoperability
events with other inplenentations (as described in
[1-D.loadng-interop-report]), and in |large-scale network sinulations
with up to 1000 routers. There have been several scientific
publicati ons based on this inplenmentation, such as [|EEE VTC2012]

[ EEE_W ConR012] [I| EEE_ | CW TS2012] .

Al'l the protocol functions of this revision (-08) of the

speci fication, including RREQ RREP/ RREP- ACK/ RERR generati on
processing, forwarding and transm ssion, as well as blacklisting, are
i mpl enment ed.

The | atest inplenentation conforns to the LOADng-07 revision as
docunented in this specification. This software is currently closed
sour ce.

2. Inplenmentation of Fujitsu Laboratories of America

This inplenentation is devel oped by Fujitsu Laboratories of Anerica.

It is a Java inplenentation, structured in nultiple separate nodul es,
notably a [ RFC5444] generator and parser, and integration nodule in

the network sinulator Ns-2, a kernel nodule for integrating the

i npl ementation in a Linux kernel (not yet conpleted), and the

prot ocol core

The inplenmentation is mature and has been tested both in
interoperability tests with other inplenentations
[1-D.loadng-interop-report], as well as large-scale sinulations with
hundreds of routers. The inplenentation is not currently used in
depl oynents. The inplementation supports all LQOADng functions (RREQ
RREP, RREP- ACK generation, processing, forwardi ng and transm ssion),
and conforns to the LOADng-06 specification. The software is
currently cl osed source.
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3. Inplenmentation of H tachi Yokohanma Research Laboratory - 1

This inplenentation is devel oped by Hitachi, Ltd. Yokohama Research
Laboratory. It can run over real enbedded devices. It is a C

i npl ementation. The inplenmentation is maintained since the 00
revision of LOADng. It was tested in the first interoperability
event with other inplenentations, as described in

[1-D. I oadng-interop-report].

This inplenentation is al pha version, mainly for perfornmance test and
evaluations. Al the functions of the protocol, including RREQ RREP/
RREP- ACK/ RERR gener ati on, processing, forwardi ng and transni ssion

bl acklisting, have been inplemented. Al so a RFC5444 generator and
parser have been inplenmented. The latest inplementation confornms to
LOADNng-06 revision. This software is currently closed source.

4. Inplenmentation of Hitachi Yokohanma Research Laboratory -2

This inplenmentation is devel oped by Hitachi, Ltd. Yokohama Research
Laboratory. It can run over real network interface, and can al so be
integrated with network simulator NS2. It is a Ct+ inplenmentation

The inplenmentation is mature and nmi ntai ned since the 00 revision of
LOADng. It was tested in |arge-scale network sinulations up to 500
routers.

Al'l the functions of the protocol, including RREQ RREP/ RREP- ACK/ RERR
generation, processing, forwarding and transm ssion, blacklisting,
have been inplenented. The |atest inplenentation confornms to the
LOADNng-05 revision. This software is currently closed source.

Security Considerations

This section anal yzes security threats of LOADng, and specifies
mandat ory-t o-i npl ement security nechani sms of LOADng for integrity
and replay projection. A deploynent of LOADng protocol nay choose to
enpl oy an alternative(s) to these nmechanisns. For exanple, it may
choose to use an alternative Integrity Check Value (ICV) with
preferred properties, and/or it may use an alternative tinestanp. A
depl oynent may choose to use no such security nmechanisns, but this is
not reconmended.

Section 18.1 illustrates the security threats of the protoco
assunming if no security nmeasure is applied. Section 18.2 specifies
how to use Integrity Check Value (1CV) and tinmestanps to project the
prot ocol nessages, and how the security nmechanisns can alleviate the
threats.
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1. Security Threats

As a reactive routing protocol, this protocol is a potential target
for various attacks. Various possible vulnerabilities are discussed
in this section. For each kind of threats, the vulnerabilities of
the protocol is firstly analyzed, with the assunption that no
security measure is applied. Then how the integrity protection
specified in Section 18.2 can alleviate the threats are discussed,
with the anal yses of limtations.

1.1. Confidentiality

This protocol floods Route Requests (RREQ@) to all the LOADng Routers
in the network, when there is traffic to deliver to a given
destination. Hence, if used in an unprotected network (such as an
unprotected wirel ess network):

o Part of the network topology is reveal ed to anyone who |istens,
specifically (i) the identity (and existence) of the source LOADng
Router; (ii) the identity of the destination; and (iii) the fact
that a path exists between the source LOADng Router and the LOADng
Rout er from whi ch the RREQ was received.

0 The network traffic patterns are revealed to anyone who listens to
the LOADng control traffic, specifically which pairs of devices
comruni cate. If, for exanple, a majority of traffic originates
fromor termnates in a specific LOADng Router, this may indicate
that this LOADng Router has a central role in the network.

This protocol also unicasts Route Replies (RREPs) fromthe
destination of an RREQ to the originator of that same RREQ Hence,
if used in an unprotected network (such as an unprotected wreless
net wor k) :

o Part of the network topology is revealed to anyone who is near or
on the unicast path of the RREP (such as within radio range of
LOADng Routers on the unicast path in an unprotected wirel ess
network), specifically that a path fromthe originator (of the
RREP) to the destination (of the RREP) exists.

Finally, this protocol unicasts Route Errors (RERRs) when an

i ntermedi ate LOADng Router detects that the path froma source to a
destination is no longer available. Hence, if used in an unprotected
network (such as an unprotected wrel ess network):

0 A disruption of the network topology is revealed to anyone who is
near or on the unicast path of the RERR (such as within radio
range of LOADng Routers on the unicast path in an unprotected
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wirel ess network), specifically that a path fromthe origi nator
(of the RERR) to the destination (of the RERR) has been di srupted.

This protocol signaling behavior enables, for exanple, an attacker to
identify central devices in the network (by nonitoring RREQ) so as
to target an attack, and (by way of nonitoring RERRs) to neasure the
success of an attack.

This protocol does not specify nmechanismto protect the
confidentiality of network topol ogy. Unless the infornmation about
the network topology itself is confidential, integrity of control
messages is sufficient to adnmit only trusted routers (i.e., routers
with valid credentials) to the network.

In situations where the confidentiality of the network topology is of
i mportance, regular cryptographic techniques, can be applied to
ensure that control traffic can be read and interpreted by only those
aut hori zed to do so.

18.1.2. Integrity
A LOADng Router injects topological information into the network by
way of transmitting RREQ and RREP nessages, and renoves installed
topol ogi cal information by way of transmitting RERR nessages. |If
some LOADng Routers for some reason, malice or malfunction, are able
toinject invalid control traffic, network integrity may be
comprom sed. Therefore, nessage authentication is recomended.

D fferent such situations may occur if not integrity protection
mechani smis applied, for instance:

1. A LOADng Router generates RREQ nessages, pretending to be another
LOADNng Router;

2. A LOADng Router generates RREP nessages, pretending to be another
LOADNng Router;

3. A LOADng Router generates RERR nessages, pretending to be another
LOADNng Router;

4. A LOADng Router generates RERR nessages, indicating that a link
on a path to a destination is broken;

5. A LOADng Router forwards altered control nessages;

6. A LOADng Router does not forward control nessages;
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7. A LOADng Router forwards RREPs and RREQs, but does not forward
uni cast data traffic;

8. A LOADng Router "replays" previously recorded control nessages
from anot her LOADng Router.

18.1. 3. Channel Janmmi ng and State Expl osion

A reactive protocol, LOADng control nessages are generated in
response to network events. For RREQs, such an event is that a data
packet is present in a router which does not have a route to the
destination of the data packet, or that the router receives an RERR
message, invalidating a route. For RREPs, such an event is the
recei pt of an RREQ corresponding to a destination owned by the LQOADng
Router. A router that forwards an RREQ records the reverse route
state. A router that forwards an RREP records the forward route
state. |If some routers for sone reason, malice or mal function

gener ates excessive RREQ RREP or RERRs, otherw se correctly
functioning LOADng Routers may fall victimto either "indirect

janmi ng" (being "tricked" into generating excessive control traffic)
or an explosion in the state necessary for maintaining protocol state
(potentially, exhausting the avail able nenory resources).

D fferent such situations may occur, for instance:

1. Arouter, within a short tine, generates RREQs to an excessive
anount of destinations in the network (possibly all destinations,
possi bly even destinations not present in the network), causing
intermediate routers to allocate state for the forward routes.

2. A router generates excessively frequent RREQs to the sane
(existing) destination, causing the correspondi ng LOADng Rout er
to generate excessive RREPs.

3. Arouter generates RERRs for a destination to the source LOADng
Router for traffic to that destination, causing that LOADng
Router to fl ood renewed RREQs.

For situation 1, the state required for recording forward and/or
reverse routes nay exceed the nenory available in the internediate
LOADng Routers - to the detrinment of being able of recording state
for other routes. This, in particular, if a LOADng Router generates
RREQs for destinations "not present in the network".

A router which, within a short time, generates RREPs to an excessive
anount of destinations in the network (possibly all destinations,
possi bly even destinations not present in the network), will not have
the same network-wi de effect: an internmediate router receiving an
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RREP for a destination for which no reverse route exists will neither
attenpt forwarding the RREP nor allocate state for the forward route.

For situations 1, 2, and 3, a possible counterneasure is to rate-
limt the nunber of control nessages that a LOADng Router forwards on
behal f of another LOADng Router. Such a rate limt should take into
consi deration the expected nornmal traffic for a given LOADng

depl oynent. Authentication may furthernore be used so as to prohibit
a LOADng Router fromforwarding control traffic fromany non-
authenticated router (with the assunption being that an authenticated
router is not expected to exhibit such rogue behavior).

1.4. Interaction with External Routing Donains

This protocol does provide a basic nmechanismfor a LOADng Router to
be able to discover routes to external routing donmains: a LOADng
Rout er configured to "own" a given set of addresses will respond to
RREQs for destinations with these addresses, and can - by whatever
protocol s governing the routing domai n wherein these addresses exi st
- provide paths to these addresses.

When operating routers connecting a LOADng donain to an externa
routing donain, destinations inside the LOADhg donain can be injected
into the external domain, if the routing protocol governing that
domain so permits. Care MJST be taken to not allow potentially

i nsecure and untrustworthy information to be injected into the

ext ernal domai n.

In case LOADng is used on the I P |layer, a RECOWENDED way of
extendi ng connectivity froman external routing domain to a LOADng
routed domain is to assign an IP prefix (under the authority of the
rout er s/ gat eways connecting the LOADng routing domain with the
external routing domain) exclusively to that LOADng routing domain,
and to statically configure gateways to advertise routes for that
prefix into the external domain. Wthin the LOADng donmi n, gateways
SHOULD only generate RREPs for destinations which are not part of
that prefix; this is in particularly inmportant if a gateway otherw se
provi des connectivity to "a default route".

2. Integrity Protection

The mechani sms specified are the use of an ICV for protection of the
protocol s’ control nessages and the use of tinmestanps in those
messages to prevent replay attacks. Both use the TLV nechani sm
specified in [RFC5444] to add this information to the nmessages.
These 1 CV and Tl MESTAMP TLVs are defined in [ RFC7182].
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18.2.1. Overview

When an RREQ RREP/ RREP_ACK/ RERR nessage i s being processed, LOADng
specifies that it MAY recogni ze additional reasons for identifying
i nvalid messages (Section 11.1 and Section 14.1 ). This section
specifies a nmechanismthat provides this functionality.

| mpl enent ati ons of this protocol MJIST include this mechanism and
depl oynents of LOADng SHOULD use this nechani sm except when a
different security nechanismis nore appropriate.

The integrity protection nmechanismspecified in this section is

pl aced in the control packet/ nmessage processing flow as indicated in
Figure 1. It exists between the control packet parsing/generation
function of [RFC5444] and the message processing/generation function
of LOADng.

I
I ncomi ng | /]\ Qutgoing

packet \ |/ | packet
I I
o mm e e e e e e e e e e e e +

I I
| RFC 5444 packet |
[ par si ng/ gener ati on |
I I

Fom e m e e e e e e e e e e e e am o +
I I
Messages [ /|\ Messages with
\ |/ | added TLVs
I I
D oo e e e e e e e e e e e e e e oo oo - +
R / [ [
o \ Messages | Integrity protection specified |
P (failed check) | in this section [
I I
oo e e e e e e e e eee— oo s +
I I
Messages | /|\ Messages

(passed check) \|/ |

I I
| LOADng nessage [
| pr ocessi ng/ generati on |
I I

Figure 1: Relationship with RFC5444 and LOADng
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The integrity projection mechani sm

(0]

Thi

No

Speci fies an association of I1C/s with protocol messages, and
specifies howto use a mssing or invalid ICV as a reason to
reject a nessage as invalid for processing.

Specifies the inplenmentation of an | CV Message TLV, defined in

[ RFC7182], using a SHA-256-based Hashed Message Aut henti cation
Code (HMAC) applied to the appropriate nmessage contents.

| npl enent ati ons of this protocol MJUST support an HVAC- SHA- 256 | CV
TLV, and depl oynents SHOULD use it except when use of a different
algorithmis nore appropriate. An inplenmentation MAY use nore
than one ICV TLV in a nessage, as long as they each use a
different algorithmor key to calculate the |ICV

Specifies the inplenentation of a TI MESTAMP Message TLV, defined
in [RFC7182], to provide nessage replay protection

| mpl enent ati ons of LOADng using this nechani sm MUST support a

ti mestanp based on POSI X tinme, and depl oynents SHOULD use it if
the clocks in all routers in the network can be synchronized with
sufficient precision

Assunmes that a router that is able to generate correct integrity
check val ues is considered trusted.

s mechani sm does not:

Speci fy which key identifiers are to be used in a MANET in which
the routers share nore than one secret key. (Such keys will be
differentiated using the & tkey-id&gt field defined in an ICVv TLV
in [RFC7182].)

Specify how to distribute cryptographic material (shared secret
key(s)).

Speci fy how to detect conprom sed routers with valid keys.

Specify how to handl e (revoke) conpromi sed routers with valid
keys.

key managenent nechanismis specified in this scenario because

given the various application scenarios of LOADng, it is hard to
identify a basic nmechanismthat fits for all. Depending on the
applications, either automated key nmanagenent or manual key
managenent [ RFC4107] can be used. For example, in a controlled
i ndustrial environnents but with very linmted data rate and high

del

ay, a manual key nanagenent is probably preferred. 1In a hone

applications, sinple pairing mechanisns for key exchange can be
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applied. However, in a malicious environments, such as battlefield,
a much nore sophisticated key nanagenment is desired, by taking
consi deration of conprom sed routers, etc.

18.2.2. Message CGeneration and Processing

18.2.2.1. Message Content

Messages MUST have the content specified in Section 6. In addition
messages that conformto the integration protection mechani sm MJUST
cont ai n:

0 At least one | CV Message TLV (as specified in [RFC7182]),
generated according to Section 18.2.2.2. |Inplenentations of
LOADng MUST support the foll owing version of the ICV TLV, but
ot her versions MAY be used instead, or in addition, in a
depl oynent, if nore appropriate:

* For RREQ RREP/ RREP_ACK/ RERR nessages, type-extension := 1
* hash-function := 3 (SHA-256)
* cryptographic-function := 3 (HVAC

o0 At |east one TIMESTAMP Message TLV (as specified in [RFC7182]),
generated according to Section 18.2.2.2. Inplenentations of
LOADng using this nechani sm MIST support the follow ng version of
the TI MESTAMP TLV, but other versions MAY be used instead, or in
addition, in a deploynment, if nore appropriate:

* type-extension :=1
18.2.2.2. Message Ceneration

For each RREQ RREP/ RREP_ACK/ RERR nessage, after nessage generation
and before nmessage transmi ssion, the additional TLVs specified in
Section 18.2.2.1 MIST (unless already present) be added to the

out goi ng nessage when using this nmechani sm

The follow ng processing steps (when using a single tinestanp version
and a single ICV algorithn) MJST be perforned for a cryptographic
algorithmthat is used for generating an ICV for a nessage

1. Al I1C/ TLVs (if any) are temporarily renoved fromthe nmessage
Any tenporarily renmoved I CV TLVs MJST be stored, in order to be
reinserted into the nessage in step 5. The nessage size and
Message TLV Bl ock size are updated accordingly.
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2. Al the nutable fields of the nmessage (specified in Section 6)
are tenporarily set to O.

3. A TLV of type TIMESTAWMP, as specified in Section 18.2.2.1, is
added to the Message TLV Bl ock. The nessage size and Message TLV
Bl ock size are updated accordingly.

4. A TLV of type ICV, as specified in Section 18.2.2.1, is added to
the Message TLV Bl ock. The nessage size and Message TLV Bl ock
size are updated accordingly.

5. Al ICV TLVs that were tenporary renoved in step 1, are restored
The message size and Message TLV Bl ock size are updated
accordi ngly.

6. Al nmutable fields that are tenporarily set to O are restored to
their previous val ues.

An inplementation MAY add either alternative TI MESTAMP and/or |CV
TLVs or nore than one TI MESTAMP and/or ICV TLVs. Al TI MESTAMP TLVs
MUST be inserted before adding I CV TLVs.

2.2.3. Message Processing

LOADng gives a nunber of conditions that will lead to a rejection of
the message as "invalid". Wen using a single timestanp version, and
a single ICV algorithm add the follow ng conditions to that |ist,
each of which, if true, MJST cause LOADng to consider the nessage as
invalid for processing when using this integrity protection
mechani sm

1. The Message TLV Bl ock of the message does not contain exactly one
TI MESTAMP TLV of the selected version. This version
specification includes the type extension. (The Message TLV
Bl ock may al so contain TI MESTAMP TLVs of other versions.)

2. The Message TLV Bl ock does not contain exactly one | CV TLV using
the selected algorithmand key identifier. This algorithm
specification includes the type extension, and for type
extensions 1, the hash function and cryptographic function. (The
Message TLV Block may al so contain | CV TLVs usi ng ot her
al gorithnms and key identifiers.)

3. Validation of the identified (in step 1) TIMESTAMP TLV in the
Message TLV Bl ock of the nmessage fails, as according to the
ti mestanp validation:
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1. |If the current POSI X tinme mnus the value of that TIMESTAMP
TLV is greater than NET_TRAVERSAL TI Mg, then the nessage
validation fails.

2. Oherwi se, the nessage validation succeeds.

4. Validation of the identified (in step 2) ICV TLV in the Message
TLV Bl ock of the message fails, as according to the ICV
val i dati on:

1. Al I1CV Message TLVs (including the identified | CV Message
TLV) are tenporarily renoved fromthe message, and the
message size and Message TLV Bl ock size are updated
accordi ngly.

2. Al the nutable fields of the nmessage (specified in
Section 6) are tenporarily set to O.

3. Calculate the ICV for the paraneters specified in the
identified | CV Message TLV, as specified in [ RFC7182].

4., If this IC/ differs fromthe value of & tlICv-data&gt in the
| CV Message TLV, then the nessage validation fails. |f the
&l t| CVv-dat a&gt has been truncated (as specified in [ RFC7182],
the 1CV calculated in the previous step MIST be truncated to
the TLV length of the I CV Message TLV before conparing it
with the & t1 CV-data&gt.

5. O herwi se, the nessage validation succeeds. The nessage’'s
mut abl e fields are restored to their previous value, and the
| CV Message TLVs are returned to the nmessage, whose size is
updat ed accordi ngly.

19. LOADng Specific | ANA Considerations
19.1. Error Codes

I ANA is requested to create a new registry for Error Codes, wth
initial assignments and all ocation policies as specified in Table 1.

TS o e e e e e e o n +
| Code | Description | Al'location Policy |
T Fom e e Fom e e e e oo +
| 0 | No available route | |
| 1-251 | Unassigned | Expert Review |
| 252-255 | Unassigned | Experinental Use |
TS o e e e e e e o n +
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Appendi x A,  Gateway Consi derations

For the LQOADng i npl enmentations running in network | ayer, sonetines
gateways are desired to connect to other networks. This section
specifies how to enabl e gateways for LOADng routing donains.

A LOADNng router in a network, which is a gateway to 'the |arger
Internet’ MAY answer to RREQs for any destination except for
destinations within the network itself for which it MJST NOT answer
to RREQs. Consequently, a LOADng router, intended to act as a

gat eway, MJUST be configured with the addresses which can occur within
the network (ideally, the network is configured such that all devices
share a conmon prefix).

Appendi x B. LOADng Control Messages using RFC5444

This section presents how the abstract LOADng nessages, used
t hroughout this specification, are mapped into [ RFC5444] nessages.

B.1. RREQ Specific Message Encodi ng Consi derations

This protocol defines, and hence owns, the RREQ Message Type. Thus,
as specified in [RFC5444], this protocol generates and transnmits all
RREQ nessages, receives all RREQ nessages and is responsible for

det ermi ni ng whet her and how each RREQ nessage is to be processed
(updating the Information Base) and/or forwarded, according to this
specification. Table 2 specifies how RREQ nessages are nmapped into
[ RFC5444] - el enent s.

T T e +
| RREQ El enent | RFC5444-Element | Considerations |
B B S +
RREQ addr-1ength | <msg-addr-length> | Supports addresses from
1-16 octets
16 bits, hence MAXVALUE

I

I I

| RREQ seq-num | <msQ- seq- nunp
I I

I I

|
| (Section 8) is 65535.
| MUST be included
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RREQ netric-type METRI C Message

TLV

Encoded by way of the [
Type- Ext ensi on of a |
Message- Type-specific |
Message TLV of type [
METRI C, defined in |
Table 8. A LOADng Router |
generating an RREQ (as [
specified in |
Section 12.1) when using |
t he HOP_COUNT netri c, [
MJUST NOT add the METRIC |
Message TLV to the RREQ |
(in order to reduce [
over head, as the hop |
count value is already |
encoded in [
RREQ hop-count). LOADng |
Rout ers receiving an RREQ |
wi t hout METRI C Message [
TLV assune t hat |
RREQ netric-type is |
HOP_COUNT, and MJST not [
add t he METRI C Message |
TLV when forwarding the |
message. O herw se, |
exactly one METRIC TLV |
MUST be included in each |
RREQ nessage. [
Encoded as the val ue |
field of the METRIC TLV. |
(LOADng Routers [
generati ng RREGs when |
usi ng the HOP_COUNT |
metric do not need need [
to add the METRI C Message |
TLV, as specified above [
for the RREQ netric-type |
field.) [
8 bits. MJIST be included |
in an RREQ nessage [
8 bits, hence |
MAX_HOP_COUNT is 255. [
MUST be included in an [
RREQ nessage. |
MUST be included in an |
RREQ nessage. [

RREQ route-netric METRI C Message

TLV val ue

RREQ hop-1limt <msg- hop-limt>

RREQ. hop- count <msg- hop- count >

RREQ ori gi nat or <msg- ori g- addr >
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RREQ desti nati on Address in
Addr ess- Bl ock

w TLV

Encoded by way of an |
address in an address |
bl ock, with which a |
Message- Type-specific [
Address Bl ock TLV of type

ADDR- TYPE and with |
Type- Ext ensi on |
DESTI NATION i s |
associ ated, defined in |
Table 9. An RREQ MUST [
contain exactly one |
address with a TLV of |
type ADDR- TYPE and with |
Type- Ext ensi on |
DESTI NATI ON associ at ed. |

Tabl e 2: RREQ Message El enents
B.2. RREP-Specific Message Encodi ng Consi derations

This protocol defines, and hence owns, the RREP Message Type. Thus,
as specified in [RFC5444], this protocol generates and transnmits al
RREP nessages, receives all RREP nessages and is responsible for

det ermi ni ng whet her and how each RREP nessage is to be processed
(updating the Information Base) and/or forwarded, according to this
specification. Table 3 describes how RREP nessages are nmapped into
[ RFC5444] - el enent s.

T T e +
[ RREP El enent | RFC5444-Element | Considerations [
B B S +
RREP. addr -1 ength | <msg-addr-length> | Supports addresses from
1-16 octets

(Section 8) is 65535.

|

| | | _

| RREP. seq- num | <msQ- seq- nunp | 16 bits, hence MAXVALUE
I I I

| | | MUST be included
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RREP. metric-type METRI C Message

TLV

Encoded by way of the [
Type- Ext ensi on of a |
Message- Type-specific |
Message TLV of type [
METRI C, defined in |
Table 12. A LOADng [
Rout er generating an RREP |
(as specified in |
Section 13.1) when using |
t he HOP_COUNT netri c, [
MJUST NOT add the METRIC |
Message TLV to the RREP |
(in order to reduce [
over head, as the hop |
count value is already |
encoded in [
RREP. hop-count). LOADng |
Routers receiving an RREP |
wi t hout METRI C Message [
TLV assune t hat |
RREP. netric-type is |
HOP_COUNT, and MJST not [
add t he METRI C Message |
TLV when forwarding the |
message. O herw se, |
exactly one METRIC TLV |
MUST be included in each |
RREP nessage. [
Encoded as the val ue |
field of the METRIC TLV. |
(LOADng Routers [
gener ati ng RREPs when |
usi ng the HOP_COUNT |
metric do not need need [
to add the METRI C Message |
TLV, as specified above [
for the RREP.metric-type |
field.) [
Encoded by way of a |
Message- Type-specific [
Message TLV of type |
FLAGS, defined in |
Table 13. A TLV of type |
FLAGS MJST al ways be |
i ncluded in an RREP |
nmessage. [
8 bits. MJST be included |
i n an RREQ nessage |

RREP. route-netric METRI C Message

TLV val ue

RREP. ackr equi r ed FLAGS Message TLV

RREP. hop-1imt <msg- hop-limt>
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8 bits, hence

MAX HOP_COUNT is 255.
MUST be included in an
RREP nessage.

MJUST be included in an
RREP nessage.

Encoded by way of an
address in an address
bl ock, with which a
Message- Type-specific

<msg- hop- count >

I
|
I
I
I
I
I
I
| Address Bl ock TLV of type
I
I
I
|
I
I
I
I
I
|

<msQ- ori g- addr >

Address in
Addr ess- Bl ock
w TLV

ADDR- TYPE and with
Type- Ext ensi on

DESTI NATION i s

associ ated, defined in
Table 14. An RREP MUST
contain exactly one
address with a TLV of
type ADDR- TYPE and with
Type- Ext ensi on

DESTI NATI ON associ at ed.

Tabl e 3: RREP Message El enents

B. 3. RREP_ACK Message Encodi ng

This protocol

Thus,

transmts all

defines, and hence owns, the RREP_ACK Message Type.

as specified in [ RFC5444], this protocol generates and

RREP_ACK nessages, receives all RREP_ACK messages and

i s responsi bl e for deternining whether and how each RREP_ACK nessage
is to be processed (updating the Information Base), according to this

speci fication.

Tabl e 4 descri bes how RREP_ACK Messages are mapped

i nto [ RFC5444] - el enents.

py)
py)
m
I'U
g
»
(9%
<2
=
c
3

Cd ausen,

et al.

<msg- addr -1 ength> | Supports addresses
| from1-16 octets
<msQ- seq- nunp | 16 bits, hence
| MAXVALUE (Section 8)
| is 65535. MJIST bhe
| included
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RREP_ACK. desti nati on Address in
Addr ess- Bl ock

w TLV

Encoded by way of an |
address in an address |
bl ock, with which a |
Message- Type-specific |
Address Bl ock TLV of |
t ype ADDR- TYPE and [
with Type- Extension [
DESTI NATION i s [
associ ated, defined in |
Table 17. An RREP_ACK |
MUST contain exactly |
one address with a TLV |
of type ADDR- TYPE and |
wi th Type- Ext ensi on |
DESTI NATI ON [
associ at ed. [

Tabl e 4: RREP_ACK Message El enents
B.4. RERR Message Encoding

This protocol defines, and hence owns, the RERR Message Type. Thus,
as specified in [RFC5444], this protocol generates and transnits al
RERR nessages, receives all RERR nessages and is responsible for

det erm ni ng whet her and how each RERR nessage is to be processed
(updating the Information Base) and/or forwarded, according to this
specification. Table 5 describes how RERR Messages are mapped into
[ RFC5444] - el enent s.

e e o e e +
| RERR El enent | RFC5444-El ement | Considerations |
e e e e e e e e oo Fom e e e e e o e e e e e e e e e e e oo n +
RERR. addr - | engt h <msg-addr-length | Supports addresses
> | from1-16 octets

|
RERR. hop-1i mt <msg-hop-limt>| 8 bits. MJIST be |
| included in an RREQ |
| nmessage |
| |
I I

RERR. err or code Addr ess Bl ock

TLV Val ue

According to
Section 19. 1.
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RERR. unr eachabl eAddr es Address in
Addr ess- Bl ock

w TLV

Encoded by way of an
address in an address
bl ock, with which a
Message- Type-specific
Addr ess Bl ock TLV of
t ype ADDR- TYPE and
with Type- Extension
ERRORCCDE i s

associ ated, defined
in Tabl e 20.

MJUST be included in
an RERR nessage.
Address in Encoded by way of an
Addr ess- Bl ock address in an address

I I I
I I I
| | |
I I I
I I I
I I I
I I I
I I I
| | |
I I I
RERR. ori gi nat or | | |
I I I
I I I
I I I
| w TLV | block, with which a
I I I
I I I
I I I
I I I
I I I
| | |
I I I
I I I
I I I
I I I
I I I
| | |
I I I
I I I

<msQ- ori g- addr >

RERR. desti nati on

Message- Type-specific
Address Bl ock TLV of

t ype ADDR- TYPE and
with Type- Extension
DESTI NATION i s
associ at ed, defi ned
in Table 20. An RERR
MUST contain exactly
one address with a
TLV of type ADDR- TYPE
and with
Type- Ext ensi on

DESTI NATI ON
associ at ed.

Tabl e 5: RERR Message El ements
B.5. RFC5444-Specific | ANA Consi derations

This specification defines four Message Types, which nust be

all ocated fromthe "Message Types" repository of [RFC5444], two
Message TLV Types, which nust be allocated fromthe "Message TLV
Types" repository of [RFC5444], and four Address Bl ock TLV Types,

whi ch nust be allocated fromthe "Address Bl ock TLV Types" repository
of [ RFC5444].

B.5.1. Expert Review Evaluation Guidelines
For the registries where an Expert Review is required, the designated

expert should take the same general recomrendations into
consideration as are specified by [ RFC5444].
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B.5.2. Message Types

This specification defines four Message Type, to be allocated from
the 0-223 range of the "Message Types" nanespace defined in
[ RFC5444], as specified in Table 6.

[ | RREQ Route Request Message [
| TBD1 | RREP: Route Reply Message |
| | RREP_ACK: Route Reply Acknow edgement Message |
| | RERR: Route Error Message [

Tabl e 6: Message Type assi gnnent
B.6. RREQ Message- Type-Specific TLV Type Registries
I ANA is requested to create a registry for Message- Type-specific
Message TLVs for RREQ nmessages, in accordance with Section 6.2.1 of

[ RFC5444], and with initial assignments and allocation policies as
specified in Table 7.

I . T +
| Type | Description | Allocation Policy |
Fomm e o TSRS B +

128 | METRIC [ [
| 129-223 | Unassigned | Expert Review |
N . T +

Tabl e 7: RREQ Message- Type-specific Message TLV Types

Al'l ocation of the METRIC TLV fromthe RREQ Message- Type-specific
Message TLV Types in Table 7 will create a new Type Extension
registry, with assignments as specified in Table 8.

[ S, oo - B T B B T +

| Nane | Type | Type | Description | Al'location |

[ [ | Extension | | Policy [

S NIy e Fomm e eaaan . S S +
METRIC | 128 | 0 HOP_COUNT:

I _ I I
| MSG hop-count is used | |
| instead of the METRIC | |
| TLV Value. MAX_DIST | |
I I I

I I
I I
| |
| | is 255,
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| DI MENSI ONLESS: A

| 32-bit, dinmensionless,

| additive metric,

| single precision

| float, formatted

| according to

| [! EEE754-2008].

2-251 | Unassigned Expert
| Revi ew
I

Experi ment al

Unassi gned

Tabl e 8: Message TLV Type assignnent: METRIC

I ANA is requested to create a registry for Message- Type-specific
Address Bl ock TLVs for RREQ nessages, in accordance with Section
6.2.1 of [RFC5444], and with initial assignnments and all ocation
policies as specified in Table 9.

[ B TS B +
| Type | Description | Allocation Policy |
E S S S +
| 128 | ADDR-TYPE | Expert Review |
| 129-223 | Unassigned | Expert Review |
T o m e Fom e e e e oo +

Tabl e 9: RREQ Message- Type-specific Address Bl ock TLV Types

Al'l ocation of the ADDR-TYPE TLV fromthe RREQ Message- Type-specific
Address Bl ock TLV Types in Table 9 will create a new Type Extension
registry, with assignnments as specified in Table 10.

Fom e e e e - - Homm - - S TSRS e e e e e oo - +
[ Narne | Type | Type Extension | Description | Allocation [
I I I I | Policy I
N Femmans . . - +
| ADDR-TYPE | 128 | 0 | DESTI NATI ON | [
| ADDR-TYPE | 128 | 2-255 | Unassigned | Expert Review |
Fom e e e e - - Homm - - S TSRS e e e e e oo - +

Tabl e 10: Address Block TLV Type assi gnnent: ADDR- TYPE
RREP Message- Type- Specific TLV Type Registries
I ANA is requested to create a registry for Message- Type-specific
Message TLVs for RREP nessages, in accordance with Section 6.2.1 of

[ RFC5444], and with initial assignments and allocation policies as
specified in Table 11.
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I . T +
| Type | Description | Allocation Policy |
Fomm e o TSRS B +
[ 128 | METRIC [ [
| 129 | FLAGS | |
| 130-223 | Unassigned | Expert Review |
N . N T +

Tabl e 11: RREP Message- Type-specific Message TLV Types

Al'l ocation of the METRIC TLV fromthe RREP Message- Type-specific
Message TLV Types in Table 11 will create a new Type Extension
registry, with assignnments as specified in Table 12.

Fom e e e - - Homm - - Fom e e e e - - e e e e e e e e oo S +
| Name | Type | Type | Description | Allocation [
| | | Extension | | Policy |
o m e e oo Fom e e Fom e e oo - o e e e e e oo - o +
| METRIC | 128 | 0 | HOP_COUNT: [ [
| | | | MSG hop-count is used | |
| | | | instead of the METRIC | |
[ [ [ | TLV Value. MAX_DIST | [
I I I | is 255. I I
| METRIC| 128 | 1 | DI MENSI ONLESS: A | |
| | | | 32-bit, dinmensionless, | |
| | | | additive metric, | |
| | | | single precision | |
[ [ [ | float, formatted [ [
| | | | according to | |
| | | | [ EEE754-2008] . | |
| METRIC | 128 | 2-251 | Unassi gned | Expert [
I I I I | Review I
| METRIC| 128 | 252-255 | Unassigned | Experinental |
Hom e e oo - Homm - - - [ S o e e e e e e e o oo S +

Tabl e 12: Message TLV Type assignnent: METRIC
Al'l ocation of the FLAGS TLV fromthe RREP Message- Type-specific

Message TLV Types in Table 11 will create a new Type Extension
registry, with assignnents as specified in Table 13.
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oo - e Fommemeeeas e e e meeeeieeeeaeeeas R +

| Nane | Type | Type | Description | Al'location |

| | | Extension | | Policy |

Fom oo - Homm - - - [ S o m e e e e e e e oo oo oo Fom e e o +
FLAGS 129 0 Bit O represents the

I
ackrequired flag (i.e., [
ackrequired is TRUE when |
bit 0Ois set to 1 and |
FALSE when bit 0 is 0.). |
Al'l other bits are [
reserved for future use. |
Unassi gned | Expert
| Review

Tabl e 13: Message TLV Type assi gnnent: FLAGS

I ANA is requested to create a registry for Message- Type-specific
Address Bl ock TLVs for RREP nessages, in accordance with Section
6.2.1 of [RFC5444], and with initial assignments and all ocation
policies as specified in Table 14.

TS S e e e e o n +
| Type | Description | Allocation Policy |
T o m e Fom e e e e oo +
| 128 | ADDR-TYPE | Expert Review |
| 129-223 | Unassigned | Expert Review |
Fomm e - e e e - S +

Tabl e 14: RREP Message- Type-specific Address Bl ock TLV Types

Al'l ocation of the ADDR-TYPE TLV fromthe RREP Message- Type-specific
Address Block TLV Types in Table 14 will create a new Type Extension
registry, with assignnents as specified in Table 15.

Fom e e oo - Fom e e o a oo S o e e e oo - +
| Nare | Type | Type Extension | Description | Allocation |
I I I I | Policy I
Fom e e e e - - Homm - - S TSRS e e e e e oo - +
| ADDR-TYPE | 128 | 0 | DESTI NATI ON | |
| ADDR-TYPE | 128 | 1- 255 | Unassigned | Expert Review |
Fom e e oo - Fom e e o a oo S o e e e oo - +

Tabl e 15: Address Block TLV Type assignment: ADDR- TYPE
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B. 8. RREP_ACK Message- Type-Specific TLV Type Registries

I ANA is requested to create a registry for Message- Type-specific
Message TLVs for RREP_ACK nessages, in accordance with Section 6.2.1
of [RFC5444], and with initial assignments and all ocation policies as
specified in Table 16.

[ B TS B +
| Type | Description | Allocation Policy |
E S S S +
| 128-223 | Unassigned | Expert Review |
TR S e e e e oo +

Tabl e 16: RREP_ACK Message- Type-specific Message TLV Types

I ANA is requested to create a registry for Message- Type-specific
Address Bl ock TLVs for RREP_ACK nessages, in accordance with Section
6.2.1 of [RFC5444], and with initial assignnents and allocation
policies as specified in Table 17.

Fomm e o TSRS B +
[ Type | Description | Allocation Policy |
N . e +

128 | ADDR-TYPE | Expert Review [
| 129-223 | Unassigned | Expert Review [
Fomm e oo - o m e e oo o - ) +

Tabl e 17: RREP_ACK Message- Type-specific Address Bl ock TLV Types

Al'l ocation of the ADDR-TYPE TLV fromthe RREP_ACK Message- Type-
specific Address Bl ock TLV Types in Table 17 will create a new Type
Extension registry, with assignnents as specified in Table 18.

[ S Homm - - - e e e e e e e - S +
| Narme | Type | Type Extension | Description | Allocation |
I I I I | Policy I
R [ S, o e oo o m e o e e e e oo - +
| ADDR-TYPE | 128 | 0 | DESTI NATI ON | |
| ADDR-TYPE | 128 | 2- 255 | Unassigned | Expert Review |
[ S Homm - - - e e e e e e e - S +

Tabl e 18: Address Bl ock TLV Type assignment: ADDR- TYPE
B.9. RERR Message- Type-Specific TLV Type Registries
I ANA is requested to create a registry for Message- Type-specific

Message TLVs for RERR nessages, in accordance with Section 6.2.1 of
[ RFC5444], and with initial assignnents and allocation policies as
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specified in Table 19.

Fomm e o TSRS B +
[ Type | Description | Allocation Policy |
TS S e e e e o n +
| 128-223 | Unassigned | Expert Review |
T o m e Fom e e e e oo +

Tabl e 19: RERR Message- Type-specific Message TLV Types

I ANA is requested to create a registry for Message- Type-specific
Address Bl ock TLVs for RERR nessages, in accordance with Section
6.2.1 of [RFC5444], and with initial assignnents and allocation

policies as specified in Table 20.

Fomm e - e e e - S +
| Type | Description | Allocation Policy |
N . N T +
[ 128 | ADDR-TYPE | Expert Review [
| 129-223 | Unassigned | Expert Review |
Fomm e o TSRS B +

Tabl e 20: RREP_ACK Message- Type-specific Address Bl ock TLV Types

Al'l ocation of the ADDR-TYPE TLV fromthe RERR Message- Type-specific
Address Block TLV Types in Table 20 will create a new Type Extension
registry, with assignments as specified in Table 21.

R Homm e o e e oo S o e e e e o - +
| Narme | Type | Type Extension | Description | Allocation |
I I I I | Policy I
B Fomm - - - B o m e e oo o - ) +
| ADDR-TYPE | 128 | 0 | DESTI NATI ON | |
| ADDR-TYPE | 128 | 1 | ERRORCODE | |
| ADDR-TYPE | 128 | 2- 255 | Unassigned | Expert Review |
Fom e e oo - Fom e e o a oo S o e e e oo - +

Tabl e 21: Address Block TLV Type assignment: ADDR- TYPE
Appendi x C. LOADng Control Packet Illustrations
This section presents exanple packets following this specification.
C.1. RREQ
RREQ nessages are instances of [ RFC5444] nessages. This

specification requires that RREQ nessages contain RREQ nsg-seq- hum
RREQ nmsg- hop-limt, RREQ nmsg-hop-count and RREQ nsg-orig-addr fields.
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It supports RREQ nessages with any conbination of renaining nessage
header options and address encodi ngs, enabl ed by [ RFC5444] that
convey the required information. As a consequence, there is no
single way to represent how all RREQ nessages |ook. This section
illustrates an RREQ nessage, the exact val ues and content included
are explained in the follow ng text.

The RREQ nessage’s four bit Message Flags (MF) field has value 15

i ndi cating that the nessage header contains originator address, hop
limt, hop count, and nessage sequence nunber fields. |Its four bit
Message Address Length (MAL) field has value 3, indicating addresses
in the nessage have a length of four octets, here being | Pv4
addresses. The overall nessage length is 30 octets.

The message has a Message TLV Block with content length 6 octets
containing one TLV. The TLVs is of type METRIC and has a Fl ags octet
(MILVF) value 144, indicating that it has a Value, a type extension,
but no start and stop indexes. The Value Length of the METRIC TLV is
2 octets.

The message has one Address Block. The Address Bl ock contains 1
address, with Flags octet (ATLVF) value 0, hence with no Head or Tail
sections, and hence with a Md section with I ength four octets. The
followi ng TLV Bl ock (content length 2 octets) contains one TLV. The
TLV is an ADDR TYPE TLV with Fl ags octet (ATLVF) value 0, indicating
no Val ue and no indexes. Thus, the address is associated with the
Type ADDR TYPE, i.e., it is the destination address of the RREQ

0 1 2 3
01234567890123456789012345678901

i T e o o s T e e et e ok o Sl e
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T T e o i i ks i I SR S S
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C. 2. RREP

RREP nessages are instances of [RFC5444] nessages. This
specification requires that RREP nessages contain RREP. nsg-seq- num
RREP. nsg- hop-limt, RREP.nsg-hop-count and RREP.nsg-orig-addr fields.
It supports RREP nessages w th any conbi nati on of renaining nessage
header options and address encodi ngs, enabl ed by [ RFC5444] that
convey the required information. As a consequence, there is no
single way to represent how all RREP nessages |ook. This section
illustrates an RREP nessage, the exact val ues and content included
are explained in the follow ng text.

The RREP nessage’s four bit Message Flags (MF) field has value 15

i ndi cating that the nessage header contains originator address, hop
limt, hop count, and nessage sequence nunber fields. Its four bit
Message Address Length (MAL) field has value 3, indicating addresses
in the nessage have a length of four octets, here being | Pv4
addresses. The overall nessage length is 34 octets.

The message has a Message TLV Block with content length 10 octets
containing two TLVs. The first TLV is of type METRI C and has a Fl ags
octet (MILVF) value 144, indicating that it has a Value, a type
extension, but no start and stop indexes. The Value Length of the
METRIC TLV is 2 octets. The second TLV is of type FLAGS and has a

Fl ags octet (MILVF) value of 16, indicating that it has a Val ue, but
no type extension or start and stop indexes. The Value Length of the
FLAGS TLV is 1 octet. The TLV value is 0x80 indicating that the
ackrequired flag is set.

The nmessage has one Address Block. The Address Bl ock contains 1
address, with Flags octet (ATLVF) value 0, hence with no Head or Tai
sections, and hence with a Md section with Iength four octets. The
followi ng TLV Bl ock (content length 2 octets) contains one TLV. The
TLV is an ADDR TYPE TLV with Flags octet (ATLVF) value 0, indicating
no Value and no indexes. Thus, the address is associated with the
Type ADDR TYPE, i.e., it is the destination address of the RREP.
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B o o ks s S S e i el T R e S S e o o o o o =
| Message TLV Bl ock Length = 10 | METRI C | MILVF = 144 |
T T e e ik i T e i T S S S h T
| Type Ext. | Value Len = 2 | Val ue (metric) [
i T e o o s S e e e L e ok o S
| FLAGS | MILVF = 16 | Value Len = 1 | Val ue (0x80)
B i S S T s i S T st i S S S S S S S S i
| Num Addrs = 1 | ABF = 0 [ Md [
T T e b i i e e . S S SR S
| Md | Address TLV Block Length = 2
e e e i e S S e e R E o o
[ ADDR- TYPE | ATLVF = 0 |
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C.3. RREP_ACK

RREP_ACK nessages are instances of [RFC5444] nessages. This
specification requires that RREP_ACK nessages contai ns RREP_ACK. nsg-
seg-num It supports RREP_ACK messages with any conbination of
remai ni ng nessage header options and address encodi ngs, enabl ed by

[ RFC5444] that convey the required information. As a consequence,
there is no single way to represent how all RREP_ACK nessages | ook
This section illustrates an RREP_ACK nessage, the exact val ues and
content included are explained in the follow ng text.

The RREP_ACK nessage’'s four bit Message Flags (MF) field has value 1
i ndi cating that the nessage header contains the nmessage sequence
nunber field. Its four bit Message Address Length (MAL) field has
val ue 3, indicating addresses in the nessage have a |l ength of four
octets, here being | Pv4 addresses. The overall nessage length is 18
octets.

The nmessage has a Message TLV Block with content length O octets
contai ning zero TLVs.

The message has one Address Block. The Address Bl ock contains 1

address, with Fl ags octet (ATLVF) value 0, hence with no Head or Tai
sections, and hence with a Md section with Iength four octets. The
followi ng TLV Bl ock (content length 2 octets) contains one TLV. The
TLV is an ADDR TYPE TLV with Flags octet (ATLVF) value 0, indicating
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no Val ue and no indexes. Thus, the address is associated with the
Type ADDR TYPE, i.e., it is the destination address of the RREP_ACK

0 1 2 3
01234567890123456789012345678901
B i i i e R S e S i s e e S T g e S I T i st S TR I S S
[ RREP_ACK | M=1 | MAL=3 | Message Length = 18 [
B T T i I T T o S S S e b S S S
| Message Sequence Number | Message TLV Block Length =0

B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Num Addrs 1 ABF = 0 | M d |
+- +-
I
+-
|
+-

+—

B s o e T e i ik i T S R S S S S e T e il i
d | Address TLV Bl ock Length = 2 |

B T T S T T i i S o T sl i S S I S

ADDR- TYPE | ATLVF = 0 |

Bl o T I S O s ot o N

HIE

+
RERR

RERR nessages are instances of [RFC5444] nessages. This

speci fication supports RERR nessages with any conbi nati on of nessage
header options and address encodi ngs, enabl ed by [ RFC5444] that
convey the required information. As a consequence, there is no
single way to represent how all RERR nmessages | ook. This section
illustrates an RERR nessage, the exact val ues and content included
are explained in the follow ng text.

The RERR nessage’s four bit Message Flags (MF) field has value 12

i ndicating that the nessage header contains RERR nsg-orig-addr field
and RERR nmsg-hop-linit field. Its four bit Message Address Length
(MAL) field has value 3, indicating addresses in the nmessage have a
I ength of four octets, here being |IPv4 addresses. The overal
message length is 30 octets.

The nmessage has a Message TLV Block with content length O octets
contai ning zero TLVs.

The message has one Address Block. The Address Bl ock contains 2
addresses, with Flags octet (ATLVF) value 128, hence with a Head
section (with length 3 octets), but no Tail section, and hence with
M d sections with |l ength one octet. The followi ng TLV Bl ock (content
length 9 octets) contains two TLVs. The first TLV is an ADDR TYPE
TLV with Fl ags octet (ATLVF) value 64, indicating a single index of

0, but no Value. Thus, the first address is associated with the Type
ADDR TYPE and Type Extension DESTINATION, i.e., it is the destination
address of the RERR. The second TLV is an ADDR TYPE TLV with Fl ags
octet (ATLVF) val ue 208, indicating Type Extension, Value, and single
i ndex. Thus, the second address is associated with the Type
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