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Objectives 
  This draft describes how E-VPN can be used as part 

of an IRB solution to perform optimum unicast and 
multicast forwarding for both L2 and L3 traffic 

  Why an IRB solution? 

  Why not just and L2 or L3 solution? 
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Why Not an L2 Solution? 
  No optimum forwarding of inter-subnet traffic 

• Even when the traffic is local – e.g., both 
subnets are on the same server 

  IRB allows for optimum forwarding of both intra-
subnet as well as inter-subnet traffic 
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Why Not an L2 Solution? – Cont. INTERNET DRAFT     E-VPN Interoperability with IP-VPN   October 22, 2012
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                      Figure 1: A typical DC network

   If Network Virtualization Endpoints (NVEs) were only to provide L2
   service (and forwarding), then for two VMs on two different subnets,
   which need to communicate with each other, their packets need to be
   forwarded to a router (either physical or virtual). In the above
   diagram, the packets from the VMs need to be forwarded all the way to
   one of the GW devices to perform L3 forwarding. This is generally
   sub-optimal because the two VMs may be connected to the same virtual
   switch or the same TOR where L3 switching could have been performed
   locally. Even if the two VMs are located in different PODs within the
   same DC, and the traffic between the two VMs requires transitioning a
   core switch, adding a GW for L3 switching adds additional hops to the
   data path. However, if an NVE has IRB capability, then it can perform
   optimum L2 forwarding for intra-subnet traffic and optimum L3
   forwarding for inter-subnet traffic, delivering optimum forwarding of
   unicast and multicast packets at all time.

1.2 Shortcomings of L3-Only Solution

   Consider the scenario where a server is multi-homed to several ToR
   devices using an Ethernet Link Aggregation Group with LACP [802.1AX]
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Why Not an L3 Solution? 
  May ran into the following issues for intra-subnet 

traffic 
• MAC address aliasing issue and not being able to detect 

duplicate MAC addresses 

• TTL issue for applications that use TTL=1 to confine 
traffic to within a subnet 

•  IPv6 link-local addressing and duplicate address 
detection – it relies upon L2 connectivity 

• L3 forwarding cannot support the forwarding semantics 
of a subnet broadcast 

• Support of non-IP applications that require L2 forwarding 
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E-VPN-based IRB Solution 
  An E-VPN-based IRB solution can provide optimum 

unicast and multicast forwarding for both intra and 
inter subnets 

• Both within a DC as well as between DCs (East-
West traffic) 

  But need to inter-operate with IP-VPN PEs as well 
(North-South traffic) 

• IP-VPN client sites accessing cloud services 

• Communication with IP-VPN ToRs/vSwitch 

• Communication with IP-VPN GWs 
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E-VPN-based IRB Solution – Cont. INTERNET DRAFT     E-VPN Interoperability with IP-VPN   October 22, 2012
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                  Figure 2: Interoperability Use-Cases

2.1.1 IP-VPN Clients Access to Cloud Services

   An SP offering IP-VPN services to an enterprise may wish to expand
   its service offering to include Cloud services, while leveraging its
   existing MPLS/IP infrastructure. The SP may deploy E-VPN on the NVE
   in order to support L2 connectivity between VMs. If the number of
   VPNs and routes per VPN is not high, the SP may extend the L3 edge to
   the NVE and implement that function on the ToR switch. An alternative
   would be to have the NVE be on the hypervisor, in higher scale
   scenarios. Either way, distributing the L3 edge to the NVE renders it
   possible to avoid having an IP-VPN GW for the DCN. For this scenario,
   interoperability between the E-VPN NVE and IP-VPN PE is required in
   order to enable the new service offering.

   For e.g., consider Figure 1 where an IP-VPN service is being offered
   between Enterprise sites 1 and 2. PE1 and PE2 act as IP-VPN PEs.
   Furthermore, assume that DCN2 employ E-VPN (i.e. NVE2 and NVE3 are E-
   VPN PEs). For the SP to offer Cloud service, interoperability between
   the IP-VPN PEs and E-VPN NVEs is required.

2.1.2 Communication with IP-VPN NVEs

   In certain deployments, where only L3 connectivity is required by
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Characteristics of Seamless Interop 
  Be completely transparent to the operation of IP-

VPN PE 

  Be optimal from data-plane forwarding perspective 
– not need to terminate the encapsulation (no 
need to look at client MAC/IP addresses) 
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E-VPN based IRB Solution provides 
  Optimal forwarding for intra-subnet (L2) traffic 

  Optimal forwarding for inter-subnet (L3) traffic 

  Support for both ingress replication as well as 
P2MP tunnels for multicast traffic 

  Support for multi-homing with active/active 
redundancy and per-flow load balancing 

  Support for network-based as well as host-based 
overlay models 

  Support for consistent policy-based forwarding for 
both L2 and L3 traffic 
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E-VPN PE Model for Seamless 
Interoperability 

INTERNET DRAFT     E-VPN Interoperability with IP-VPN   October 22, 2012

   with a single EVI per tenant being mapped to a single VRF. Each EVI
   hosts multiple bridge-domains (one bridge-domain per subnet). This
   model allows for L2 traffic segregation between different subnets in
   addition to L3 connectivity among those subnets, as long as global
   Service VLANs are assigned per tenant (this uses VLAN-aware bundling
   service in E-VPN). The other end of the spectrum is with multiple
   EVIs per tenant all mapped to a single VRF. Each EVI hosts a single
   bridge-domain in this latter case. This model allows for L2 traffic
   segregation between subnets in addition to L3 connectivity among
   those subnets without the need for globally assigned Service VLANs
   (this uses VLAN-based service in E-VPN).

          +---------------------------------------------+
          |                                             |
          |      +-----------+         +-----------+    |
          |      |   EVIn    |---------|  VRF n    |    |
          |   +------------+ |     +------------+  |    |
          |   |  +-----+   | |     |            |  |    |
          |   |  | BD1 |   | |     |            |  |    |
          |   |  +-----+   | |     |    VRF 1   |  |    |
          |   |     ..     +-------+            |  |    |
          |   |  +-----+   | |     |            |  |    |
          |   |  | BDm |   | |     |            |  |    |
          |   |  +-----+   | |     |            |  |    |
          |   |   EVI 1    |-+     |            |  |    |
          |   +------------+       |            |  |    |
          |                        |            |  |    |
          |     +------------+     |            |  |    |
          |     |   EVIn*2   |     |            |  |    |
          |   +------------+ |     |            |  |    |
          |   |  +-----+   | |-----|            |  |    |
          |   |  |BDm+1|   | |     |            |  |    |
          |   |  +-----+   | |     |            |  |    |
          |   |     ..     +-------+            |  |    |
          |   |  +-----+   | |     |            |  |    |
          |   |  |BDm*2|   | |     |            |  |    |
          |   |  +-----+   | |     |            |  |    |
          |   |   EVI 2    |-+     |            |--+    |
          |   +------------+       +------------+       |
          |                                             |
          |                 E-VPN PE                    |
          +---------------------------------------------+

   Figure 3: E-VPN PE Model for Seamless Interoperability with IP-VPN

   One way to visualize this model is to consider a bridged virtual
   interface (BVI) to be associated with every bridge-domain in a given
   EVI. The BVI is an L3 routed interface (hence terminates L2). All the
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Operation 
  E-VPN PEs are bilingual – they advertise both E-

VPN and IP-VPN routes 

  When an E-VPN PE receive a MAC route, it uses 
client MAC address to populate the BD/EVI table 
and it uses the client IP address to populate the 
VRF table 

  When an E-VPN PE receives a packet over MPLS/IP 
network, it uses client MAC address to decide 
whether IP forwarding is required or not 

• If MAC address correspond to that of its BVI, 
then it lookup the VRF table  


