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Abst r act

This docunment clarifies and updates several requirenents of RFCA787,
RFC5382 and RFC5508 based on operational and devel opnent experience.
The focus of this docunment is NAPT44.

Requi renents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute
wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.
Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
This Internet-Draft will expire on July 11, 2013.
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1. Term nol ogy

The reader should be famliar with all terns defined in RFC2663
[ RFC2663] , RFC4787 [ RFCA787], RFC5382 [ RFC5382], RFC5508 [ RFC5508]

2. Introduction

[ RFCA787], [RFC5382] and [ RFC5508] greatly advanced NAT
interoperability and conformance. But with w despread depl oynent and
evol ution of NAT nore devel opnent and operati onal experience was
acqui red sone areas of the original docunents need further
clarification or updates. This docunents provides such
clarifications and updates.

2.1. Scope

Thi s docunment focuses solely on NAPT44 and its goal is to clarify,
fill gaps or update requirements of [RFC4787], [RFC5382] and

[ RFC5508]. It is out of the scope of this document the creation of
compl etely new requirenents not associated with the docunents cited
above. New requirenents would be better served el sewhere and if they
are CGN specific in [I-D.ietf-behave-Isn-requirenents]

3. TCP Session Tracking

[ RFC5382] specifies TCP tinmers associated with various connection
states but does not specify the TCP state machi ne a NAPT44 shoul d use
as a basis to apply such tiners. The TCP state nachi ne bel ow,
adapted from [ RFC6146], provi des gui dance on how TCP sessi on tracking
could be inmplenented - it is non-normative.
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TCP Transitory Connection |dle-Timeout

is defined as

the mninumtinme a TCP connection in the partially open or closing

phases nust

remain idle before the NAT considers the associ at ed
session a candi date for
states if these can be configured separately.

removal . But the document does not clearly

Thi s docunent

clarifies that a NAT device SHOULD provi de different knobs for

configuring the open and closing idle tineouts.

Thi s docunent

further acknow edges that nost TCP flows are very short (less than 10
seconds) [ FLOARATE][ TCPWLD] and therefore a partially open tinmeout
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of 4 minutes might be excessive if security is a concern. Therefore
it MAY be configured to be less than 4 mnutes in such cases. There
al so may be a case that tinmeout of 4 minutes m ght be excessive. The
case and the solution are witten bel ow

3.1.1. Port resources |inmted case

After | Pv4d addresses run out, |Pv4 address resources will be further
restricted site-by-site. |If global |1Pv4 address are shared between
several clients, assignable port resources at each client will be
limted.

NAT is a tool that is widely used to deal with this |IPv4 address
shortage problem However, the demand for resources to provide
Internet access to users and devices will continue to increase. |Pv6
is a fundanental solution to this problem but the deploynent of |Pv6
will take tine.

In sone cases, e.g. browsing a dynamic web page for a map service, a
| ot of sessions are used by the browser, and a nunber of ports are
eaten up in a short tine. What is worse is that when a NAT is
between a PC and a server, TIME WAIT state of each TCP connection is
kept for certain period, typically for four ninutes, which consunes
port resources. Therefore, new connections cannot be established.

This problemis caused or worsened by the foll owi ng behavior.

TIME WAIT state assigned for a TCP connection renains active for
2MSL after the last ACKto the last FIN is transferred.

To reuse resources effectively, reducing TIME_WAIT w t hout making any
bad effect is inportant. To reduce TIME WAIT, [RFC6191] is proposed
for clients and renote hosts. To prevent bad effects, there is a
PAWS nechani sm which prevent the old duplicate problem W propose
mechani sns adopting to NAT, to change the TI ME_ WAI T behavi or that
make it possible to save addresses and ports resources.

3.1.1.1. RFC6191 Reducing the TIME-WAIT State Using TCP Ti nest anps

[ RFC6191] defines a nechanismfor reducing the TIME WAIT state using
TCP tinestanps and sequence nunbers. Wen a connection request is
received with a four-tuple that is in the TIME-WAIT state, the
connection request may be accepted if the sequence nunber or the

ti mestanp of the incom ng SYN segnent is greater than the | ast
sequence nunmber seen on the previous incarnation of the connection
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3.1.1. 2. TCP TIME_WAIT

The TCP TIME_ WAIT state is described in [RFCO793]. The TCP TIME WAI T
state needs to be kept for 2MSL before a connection is CLCSED, for
t he reasons bel ow.

1: In the event that packets froma session are delayed in the in-
bet ween network, and delivered to the end relatively later, we
shoul d prevent the packets frombeing transferred and interpreted
as a packet that belongs to a new session

2: If the renote TCP has not received the acknow edgnent of its
connection termnation request, it will re-send the FIN packet
several tinmes

These points are inportant for the TCP to work without problens.
3.1.1. 3. Prot ect Agai nst Wapped Sequence nunbers (PAWS)

The TCP sequence nunber waps frequently especially in a high

bandwi dth session. PAWS is used to prevent old duplicate packets
that occurred in a previous session frombeing transferred to the new
session whose valid TCP sequence nunbers happen to overlap with the
ol d duplicate packets. This is inplenented by introducing TCP

ti mestanp option, and checking the tinestanp option value of each
packet. PAWS is described in [ RFC1323].

3.1.2. Proposal : Apply RFC6191 and PAWS to NAT
This section proposes to apply [RFC6191] nechanismat NAT. This

mechani sm MAY be adopted for both clients’ and renote hosts’ TCP
active cl ose
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Al so, PAW works to discard old duplicate packets at NAT. A packet
can be discarded as an old duplicate if it is received with a

ti mestanp or sequence nunber value less than a value recently

recei ved on the connection

To make these nmechani sms work, we should concern the case that there
are several clients with nonsuccessive tinmestanp or sequence numnber
val ues are connected to a NAT device (i.e. not nonotonically

i ncreasing anong clients). Two mechanisns to solve this nechani sm
and applying [ RFC6191] and PAWS to NAT are described bel ow. These
mechani sns are optional

3.1.2.1. Rewite tinestanp and sequence nunmber val ues at NAT
Rewite tinestanp and sequence nunber val ues of outgoi ngs packets at

NAT to be nonotonically increasing. This can be done by adopting
foll owi ng nmechani sns at NAT
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A: Store the newest rewitten value of tinmestanp and sequence nunber
as the "max value at the tine".

B: NAT rewite tinestanp and sequence nunber val ues of incon ng
packets to be nonotonically increasing.

When packets come back as replies fromrenote hosts, NAT rewite
again the tinmestanp and sequence nunber values to be the origina
val ues. This can be done by adopting follow ng nmechani sns at NAT.

C. Store the values of original tinmestanp and sequence nunber of
packets, and rewritten values of those.

3.1.2.2. Split an assignabl e nunber of port space to each client

Adopt followi ng nechani sns at NAT.

A: Choose clients that can be assigned ports.

B: Split assignable port nunmbers between clients.

Packets fromother clients which are not chosen by these nechanisns
are rejected at NAT, unless there is unassigned port |eft.

3.1.2. 3. Resend the last ACK to the resended FIN

We shoul d concern another case to make RFC6191 work at NAT. In case
the renote TCP could not receive the acknow edgnent of its connection
term nation request, NAT, on behalf of clients. resends the |ast ACK
packet when it receives an FIN packet of the previous connection, and
when the state of the previous connection is deleted fromthe NAT.
Thi s mechani sm MAY be used when clients starts closing process, and
the renmpte host could not receive the [ast ACK

3.1.2. 4. Renot e host behavi or of several inplenentations

To solve the port shortage problemon the client side, the behavior
of renote host should be conpliant to [ RFC6191] or the nmechani sm
witten in 4.2.2.13 of [RFC1122], since NAT may reuse the same 5
tuple for a new connection. W have investigated behaviors of CSes
(e.g., Linux, FreeBSD, W ndows, MacOS), and found that they

i npl emented the server side behavior of the above two.
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3. 2. TCP RST

[ RFC5382] |eaves the handling of TCP RST packets unspecified. This
docunent does not try standardi ze such behavior but clarifies based
on operational experience that a NAT that receives a TCP RST for an
active mappi ng and perforns session tracking MAY i medi ately delete
the sessions and renobve any state associated with it. [If the NAT
device that performs TCP session tracking receives a TCP RST for the
first session that created a mapping, it MAY renove the session and
the mapping i medi atel y.

4. Port Overl apping behavior

There may be another solution to the address resource restricted
environment written in 3.1.1. Also NAT are required to be naped
endpoi nt -i ndependent in [ RFC4787] and [ RFC5382] REQ 1, the mechani sm
bel ow MAY be one optional inplenent to NAT

If destination addresses and ports are different for outgoing
connections started by local clients, NAT MAY assign the sane
external port as the source ports for the connections. The port
over | appi ng nmechani sm nanages nappi ngs between external packets and
i nternal packets by |ooking at and storing the 5-tuple (protocol
source address, source port, destination address, destination port)
of them This enables concurrent use of a single NAT external port
for multiple transport sessions, which enables NAT to work correctly
in | P address resource |imted network.

Di scussi ons:

[ RFCA787] and[ FC5382] requires "endpoint-independent mappi ng" at NAT,
and port overl appi ng NAT cannot neet the requirenent. This mechani sm
can degrade the transparency of NAT in that its mapping nechanismis
endpoi nt - dependent and nakes NAT traversal harder. However, if a NAT
adopt s endpoi nt -i ndependent mappi ng together wi th endpoi nt-dependent
filtering, then the actual behavior of the NAT will be the sane as
port overlapping NAT. 1t should also be noted that a | ot of existing
NAT devices(e.g., SEIL, FITELnet Series) adopted this port
over |l appi ng nmechani sm

A: Reference URL for SEIL -> www seil.jp

B: Reference URL for FITELnet -> www. furukawa.co.jp/fitelnet

The netfilter, which is a popul ar packet filtering mechani sm for
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5.

Li nux, also adopts port overl appi ng behavi or

Addr ess Pooling Paired (APP)

[RFCA787]: REQ 2 [ RFC5382]: ND Address Pooling Paired behavior for NAT
i s reconmended in previous docunents but behavior when a public |Pv4
run out of ports is left undefined. This docunent clarifies that if
APP i s enabl ed new sessions from a subscriber that already has a
mappi ng associated with a public IP that ran out of ports SHOULD be
dropped. The admi nistrator MAY provide a knob that allows a NAT
device to starting using ports from another public |IP when the one
that anchored the APP mapping ran out of ports. This is trade-off

bet ween subscriber service continuity and APP strict enforcenent.

(NE: It is sonmetinmes referred as ’soft-APP)

ElF Security

[ RFCAT787] : REQ- 8 and [ RFC5382]: REQ 3 End- poi nt independent filtering
could potentially result in security attacks fromthe public realm
In order to handle this, when possible there MIST be strict filtering
checks in the inbound direction. A knob SHOULD be provided to linmt
t he nunber of inbound sessions and a knob SHOULD be provided to
enabl e or disable EIF on a per application basis. This is specially
important in the case of Mbile networks where such attacks can
consune radi o resources and count agai nst the user quota.

El F Protocol |ndependence

[ RFCAT787] : REQ 8 and[ RFC5382]: REQ 3 Current RFCs do not specify

whet her ElI F mappi ngs are protocol independent. 1In other words, if a
out bound TCP SYN creates a mapping it is |left undefined whether

i nbound UDP packets create sessions and are forwarded. EIF nmappi ngs
SHOULD be protocol independent in order allow inbound packets for
protocols that nultiplex TCP and UDP over the same |IP: port through
the NAT and maintain conpatibility with stateful NAT64 RFC6146

[ RFC6146]. But the admi nistrator MAY provide a configuration knob to
make it protocol dependent.

El F Mappi ng Refresh

[RFCAT787]: REQ 6 [ RFC5382]: ND The NAT mappi ng Refresh direction MAY
have a "NAT | nbound refresh behavior" of "True" but it does not

clarifies howthis applies to EIF nmappings. The issue in question is
whet her inbound packets that nmatch an EIF nmappi ng but do not create a
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8.

10.

11.

Pe

new session due to a security policy should refresh the mappi ng
timer. This docunment clarifies that even when a NAT device has a

i nbound refresh behavior of TRUE, that such packets SHOULD NOT
refresh the mapping. Qherwise a sinple attack of a packet every 2
m nutes can keep the mapping indefinitely.

1. CQutbound Mappi ng Refresh and Error Packets

In the case of NAT outbound refresh behavior there m ght be certain
types of packets that should not refresh the mapping. For exanple,

if the mapping is kept alive by ICMP Error or TCP RST out bound
packets sent as response to inbound packets, these SHOULD NOT refresh
t he mappi ng.

El M Prot ocol |ndependence

[RFCA787] [RFC5382]: REQ 1 Current RFCs do not specify whether EIM
are protocol independent. In other words, if a outbound TCP SYN
creates a mapping it is left undefined whet her outbound UDP can reuse
such mapping and create session. On the other hand, Stateful NAT64

[ RFC6146] clearly specifies three binding information bases (TCP

UDP, ICWP). This docunent clarifies that El M nmappi ngs SHOULD be
protocol dependent . A knob MAY be provided in order allow protocols
that nultiplex TCP and UDP over the same source IP and port to use a
si ngl e mappi ng.

Port Parity

A NAT devi ces MAY disable port parity preservation for dynanic
mappi ngs. Neverthel ess, A NAT SHOULD support neans to explicitly
request to preserve port parity (e.g., [|-D. boucadair-pcp-rtp-rtcp]).

Port Random zati on

A NAT SHOULD foll ow the recommendati ons specified in Section 4 of

[ RFC6056] especially: "A NAPT that does not inplenment port
preservation [ RFC4787] [ RFC5382] SHOULD obfuscate selection of the
epheneral port of a packet when it is changed during translation of
that packet. A NAPT that does inplenment port preservati on SHOULD
obfuscate the epheneral port of a packet only if the port nust be
changed as a result of the port being already in use for sone other
session. A NAPT that perfornms parity preservation and that nust
change the epheneral port during translation of a packet SHOULD
obfuscate the epheneral ports. The algorithns described in this
document coul d be easily adapted such that the parity is preserved
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12.

13.

14.

15.

16.

(i.e., force the |lowest order bit of the resulting port number to O
or 1 according to whether even or odd parity is desired)."

IP Identification (1P I|ID)

A NAT SHOULD handl e the Identification field of translated |IPv4
packets as specified in Section 9 of [I-D.ietf-intarea-ipv4-id-
updat e] .

| CMP Query Mappi ngs Ti meout

Section 3.1 of [RFC5508] says that | CMP Query Mappings are to be

mai nt ai ned by NAT device. However, RFC doesn’t discuss about the
Query Mapping tinmeout values. Section 3.2 of that RFC only discusses
about I CWP Query Session Tineouts. |CWP Query Mappi ngs MAY be

del eted once the last the session using the mapping is del eted.

Hai r pi nni ng Support for | CWVWP Packets

[ RFC5508] : REQ- 7 This requirenent specifies that NAT devi ces enforcing
Basi ¢ NAT MJST support traversal of hairpinned | CMP Query sessions.
This inplicitly neans that address mappi ngs fromexternal address to
internal address (simlar to Endpoint |Independent Filters) MJIST be
mai ntained to all ow i nbound | CMP Query sessions. |If an ICMP Query is
recei ved on an external address, NAT device can then translate to an
internal IP. [RFC5508]:REQ 7 This requirenment specifies that all NAT
devices (i.e., Basic NAT as well as NAPT devices) MJST support the
traversal of hairpinned |CVWP Error nessages. This too requires NAT
devices to maintain address mappings fromexternal |IP address to
internal I P address in addition to the I CVP Query Mappi ngs descri bed
in section 3.1 of that RFC

| ANA Consi derations
TBD
Security Considerations

In the case of ElIF mappings due to high risk of resource crunch, a
NAT device MAY provide a knob to limt the nunber of inbound sessions
spawned from a El F mappi ng

[ TCP-Security] contains a detailed discussion of the security
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17.

18.

18.

i mplications of TCP Timestanps and of different tinmestanp generation
al gorithms.
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