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Abst ract

This docunment is a benchmarking instantiation of RFC 6583:
"Qperational Neighbor D scovery Problens"” [RFC6583]. It describes a
general testing procedure and neasurenents that can be perforned to
eval uate how the problens described in RFC 6583 nay inpact the
functionality or performance of internediate nodes.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on July 8, 2015.

Copyright Notice

Copyright (c) 2015 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
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(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunments
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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I nt roducti on

This docunment is a benchmarking instantiation of RFC 6583:
"QOperational Neighbor Discovery Problens" [RFC6583]. It describes a
general testing procedure and neasurenents that can be perforned to
eval uate how the problens described in RFC 6583 nay inpact the
functionality or performance of internediate nodes.
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Ter ni nol ogy

Internediate Node A router, switch, firewall or any other device
whi ch separates end-nodes. The tests in this docunent can be
completed with any internedi ate node which naintai ns a nei ghbor
cache, although not all measurenents and perfornmance
characteristics may apply.

Nei ghbor Cache The nei ghbor cache is a database which correlates the
I ink-1ayer address and the adjacent interface with an | Pv6
addr ess.

Nei ghbor Di scovery See Section 1 of RFC 4861 [ RFC4861]

Scanner Network The network from which the scanning tested is
connect ed.

Scanning Interface The interface fromwhich the scanning activity is
conduct ed.

Stale Entry Time This is the duration for which a nei ghbor cache
entry marked "Reachable” will continue to be marked "Reachabl e" if
an update for the address is not received.

Target Network The network for which the scanning tests is targeted.

Target Network Destination Interface The interface that resides on
the target network, which is prinmarily used to neasure DUT
performance while the scanning activity is occurring.

Overvi ew of Rel evant NDP and | nt er nedi at e Node Behavi or

In a traditional network, an internediate node nust support a mapping
bet ween a connected node’s | P address and the connected node’s |ink-

| ayer address and interface the node is connected to. Wth |Pv4,
this process is handled by ARP [ RFC0826]. Wth IPv6, this process is
handl ed by NDP and is docunented in [RFC4861]. Wth |Pv6, when a
packet arrives on one of an internediate node’'s interfaces and the
destination address is deternmned to be reachable via an adjacent

net wor k:

1. The internediate node first determines if the destination |Pv6
address is present in its neighbor cache.

2. If the address is present in the neighbor cache, the internediate
node forwards the packet to the destination node using the
appropriate link-layer address and interface.
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3. If the destination IPv6 address is not in the internedi ate node’'s
nei ghbor cache:

1. An entry for the IPv6 address is added to the nei ghbor cache
and the entry is nmarked "1 NCOWLETE".

2. The internmedi ate node sends a nei ghbor solicitation packet to
the solicited-node nmulticast address on the interface
consi dered on-1Ii nk.

3. If a solicited neighbor advertisenent for the | Pv6 address is
received by the internedi ate node, the neighbor cache entry
is marked "REACHABLE" and remains in this state for 30
seconds.

4. |If a neighbor advertisenent is not received, the internediate
node will continue sending nei ghbor solicitation packets
every second until either a neighbor solicitation is received
or the maxi mum nunmber of solicitations has been sent. If a
nei ghbor advertisenment is not received in this period, the
entry can be di scarded.

There are two scenari os where a nei ghbor cache can grow to a very
| arge size

1. There are a large nunber of real nodes connected via an
internmedi ate node’s interface and a | arge nunber of these nodes
are sending and receiving traffic sinultaneously.

2. There are a large nunber of addresses for which a scanning

activity is occuring and no real node will respond to the
nei ghbor solicitation. This scanning activity can be
uni ntentional or malicious. 1In addition to maintaining the

"I NCOWPLETE" nei ghbor cache entry, the internedi ate node nust
send a nei ghbor solicitation packet every second for the maxi num
nunber of socicitations. Wth today’'s network |ink bandw dths, a
scanni ng event could cause a lot of entries to be added to the
nei ghbor cache and solicited for in the time that it takes for a
nei ghbor cache entry to be di scarded.

An internedi ate node's nei ghbor cache is of a finite size and can
only accomodate a specific nunber of entries, which can be linmted
by avail able nmenory or a preset operating systemlimt. |If the
maxi mum nunber of entries in a neighbor cache is reached, the

i nternmedi ate node nust either drop an existing entry to nmake space
for the new entry or deny the new | P address to MAC address/
interface mapping with an entry in the neighbor cache. In an extrene
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case, the internedi ate node’s nenory may beconme exhausted, causing
the internmedi ate node to crash or begin pagi ng menory.

At the core of the neighbor discovery problens presented in RFC 6583
[ RFC6583], unintentional or nalicious IPv6 traffic can transit the

i nternmedi ate node that resenbles an | P address scan sinilar to an

| Pv4-based network scan. Unlike IPv4 networks, an | Pv6 end network
is typically configured with a /64 address bl ock, allow ng for

upwar ds of 2**64 addresses. Wen a network node attenpts to scan al
the addresses in a /64 address block directly attached to the
intermedi ate node, it is possible to create a huge anount of state in
the internedi ate node’s nei ghbor cache, which may stress processing
Or MENDry resources

Section 7.1 of RFC 6583 reconmends how i nternedi ate nodes shoul d
behave when the nei ghbor cache is exceeded. Section 6 of RFC 6583

[ RFC6583] recomends how darmage from an | Pv6 address scan nay be
mtigated. Section 6.2 of RFC 6583 [ RFC6583] di scusses queue tuning.

4. Test Setup

The network needs to mininmally have two subnets: one from which the
scanner (s) source their scanning activity and the other which is the
target network of the address scans.

It is assuned that the latency for all network segnents is neglible.
By default, the target network’s subnet shall be 64-bits in |ength,
al t hough sone tests may involve increasing the prefix |ength.

Al t hough packet size shouldn’'t have a direct inpact, packet per
second (pps) rates will have an inpact. Smaller packet sizes should
be utilized to facilitate higher packet per second rates.

For purposes of this test, the packet type being sent by the scanning
device isn't inportant, although nost scanning applications night
want to send packets that would elicit responses fromnodes within a
subnet (such as an | CMPv6 echo request). Since it is not intended
that responses be evoked fromthe target network node, such packets
aren’t necessary.

At the beginning of each test the internedi ate node should be
initialized. Mnimally, the neighbor cache shoul d be cl eared.
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5.

5.

1.

Basic format of test network. Note that optional "non-participating
network"” is a third network not related to the scanner or target
net wor k.

I
Scanni ng [-=--cmmmmeen- [ DUT [-=--cmmmmeen- | Tar get Net wor k|
rc interface | Net wor k | | Net wor k | dst interface

Testing Interfaces
Two tester interfaces are configured for nost tests:

0 Scanning source (src) interface: This is the interface from which
test packets are sourced. This interface sources traffic to
destination | Pv6 addresses on the target network froma single
link-1ocal address, similar to how an adjacent internedi ate node
would transit traffic through the internmedi ate node.

0 Target network destination (dst) interface: This interface
responds to nei ghbor solicitations as appropriate and confirns
when an internedi ate node has forwarded a packet to the interface
for consunption. \Where appropriate, the target network
destination interface will respond to neighbor solicitations with
a unique |ink-layer address per |Pv6 address solicited.

Modi fiers (Vari abl es)

Frequency of NDP Triggering Packets

The frequency of NDP triggering packets can be as high as the maxi num

packet per second rate that the scanner network will support (or is
rated for). However, it may not be necessary to send packets at a
particularly high rate. |In fact, a non-benchmarking goal of testing
could be to identify if the DUT is able to withstand scans at rates
whi ch ot herwi se would not inpact the performance of the DUT.

Optinmistically, the scanning rate should be incremented until the
DUT' s performance begins deteriorating. Depending on the software
and system being used to inplenent the scanning, it nmay be
chal l enging to achieve a sufficient rate. Were this maxi num
threshol d cannot be determ ned, the test results should note the
hi ghest rate tested and that DUT performance deteriorati on was not
noticed at this rate.
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The | owest rate tested should be the rate for which packets can be
expected to have an inpact on the DUT -- this value is of course,
subj ecti ve

Tests
1. Stale Entry Tinme Deternination

This test determnes the tine interval when the internedi ate node
(DUT) identifies an address as stale.

RFC 4861, section 6.3.2 [RFC4861] states that an address can be

mar ked "stal e" at a random val ue between 15 and 45 seconds (as
defined via constants in the RFC). This test confirnms what value is
bei ng used by the internediate node. Note that RFC 4861 states that
this randomtime can be changed "at |east every few hours."

1.1. General Testing Procedure

1. Send a packet fromthe scanning source interface to an address in
target network. GObserve that the internedi ate node sends a
nei ghbor solicitation to the solicited-node nulticast address on
the target network, for which tester destination interface should
respond with a neighbor advertisement. The intermnediate node
shoul d create an entry in neighbor cache for the address, marking
the address as "reachable". As this point, the packet should be
forwarded to the tester destination interface.

2. After the neighbor advertisenent fromthe destination tester
interface in step one, no nore nei ghbor advertisenents fromthe
tester destination interface should be allowed.

3. Continue sending packets fromthe scanning source interface to
the sane address in the target network.

4. Note the tinme at which the DUT no | onger sends packets. The
stale timer value will be the period of tinme between when the DUT
received the first nei ghbor adverti sement above and the point at
whi ch the DUT no | onger forwards packets for this flowto the
tester destination interface.

2. Neighbor Cache Exhaustion Determnination

Di scover the point at which the nei ghbor cache is exhausted and
eval uate internedi ate node behavi or when this threshold is reached.
If possible, the stale tinmer value should be | ocked down to a | arge
value. A side-effect of this test is to confirmthat internediate
node behaves correctly; in particular, it shouldn’t crash
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Note that sone internediate nodes may restrict the frequency of

al | oned nei ghbor di scovery packets transmtted. The naximum al |l owed
packets per second nust either be set to a value which doesn’t inpact
the outcome of the test nust allow for this restriction

6.2.1. General Testing Procedure

1. At a very fast rate, send packets increnmentally to valid unique
addresses in the target network, within stale entry tinme period.
Si nul t aneousl y, send packets for addresses previously added to
t he nei ghbor cache. The nei ghbor cache has been exhausted when
previ ously added addresses nust be re-discovered with a nei ghbor
solicitation (within the stale entry tine period).

2. (Observe what happens when one address greater than the maxi num
nei ghbor cache size ("n") is reached. Wen "n+l1" is reached, if
either the first or nost recent cache entry are dropped, this may
be acceptabl e.

3. Confirminternedi ate node doesn’'t crash when "n+1" is reached
6.3. Dropped Flows Per Second

This test deternmines the rate that which flows are dropped once the
nei ghbor cache size is exceeded. The nmetric for this test is the
nunber of flows which are dropped in a mnute.

6.3.1. General Testing Procedure

1. Send packets increnmentally to unique valid addresses in the
target network, within stale entry tine period. The nunber of
uni que valid addresses may be as high as the size of the nei ghbor
cache, but may be the nunber of nodes that would be expected in a
depl oyed network. Continue sending packets to previously cached
addr esses.

2. Send packets incrementally to unique invalid addresses (addresses
wi thout valid node in target network), until the intermnediate
node crashes, packets are no | onger accepted or existing flows to
uni que valid addresses are dropped.

7. Measurenents Explicitly Excluded

These are neasurenents which aren’t recomended because of the
item zed reasons bel ow
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7.1. DUT CPU Uilization

This measurenment relies on the DUT to provide utilization
i nformati on, which is subjective.

7.2. Ml fornmed Packets

This benchmarking test is not intended to test DUT behavior in the
presence of mal fornmed packets.

8. DUT Initialization

At the begi nning of each test, the neighbor cache of the DUT should
be initialized.

9. | ANA Consi derati ons
Thi s docunment nakes no request of | ANA

Note to RFC Editor: this section may be renoved on publication as an
RFC.

10. Security Considerations

Benchmarki ng activities as described in this meno are linmted to
technol ogy characterization using controlled stinuli in a |aboratory
environment, w th dedi cated address space and the constraints
specified in the sections above.

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or msroute traffic to the test
managenent networ K.

Furt her, benchmarking is perforned on a "bl ack-box" basis, relying
sol ely on neasurenments observable external to the DUT/SUT. Speci al
capabilities SHOULD NOT exist in the DUT/ SUT specifically for
benchmar ki ng pur poses.

Any inplications for network security arising fromthe DUT/ SUT SHOULD
be identical in the lab and in producti on networks.
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