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Abstract

CoAP is a RESTful application protocol for constrai ned devices.
These devices typically have some conbination of limted battery
power, small menory footprint and | ow throughput links. It is
expected that in CoAP networks there will be a certain portion of
devices that are "sl eepy" and which may occasionally go into a sleep
nmode (i.e. go into a | ow power state to conserve power) and
tenporarily suspend CoAP protocol comunication. This docunent
proposes a mninmal and efficient nmechani smbuilding on the Resource
Directory concept to enhance sl eepy node support in CoAP networks.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
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1. Terminol ogy and Conventi ons

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Thi s docunent assunes readers are familiar with the ternms and
concepts that are used in [I-D.ietf-core-coap] and [ RFC6690]. In
addition, this docunent defines the follow ng term nol ogy:

Sl eepy Node
A sl eepy node is a CoAP client or server that may sonetines go
into a sleep node (i.e. go into a |l ow power state to conserve
power) and tenporarily suspend CoAP protocol conmunication. A
sl eepy node may al so sonmetines remain in a fully powered on state
where it has the capability to performfull CoAP protocol
conmmuni cati on

Non- Sl eepy Node
A non-sl eepy node is a CoAP client or server that always remains
ina fully powered on state (i.e. always awake) where it has the
capability to performfull CoAP protocol comrunication. The
general operation of non-sleepy nodes are assuned to be well known
and so are not explicitly spelled out in this docunent except
where needed for clarity.

2. Introduction

The current CoAP approach assunmes a mnimal support of sleepy nodes
as foll ows:

0o [I-D.ietf-core-coap] defines CoAP proxies which can cache and
service requests for sleepy CoAP servers. A client explicitly
sends a CoAP request (GET) to a proxy (identified by its IP
address) while indicating the URI (of the resource of interest)
associated to a sleepy CoAP origin server. |f the proxy has a
valid representation of the resource in its cache it can then
respond directly to the client regardl ess of the current sleep
state of the origin server. QOherwi se the proxy has to attenpt to
retrieve (GET) the resource fromthe sleepy origin server. The
attenpt may or may not be successful depending on the sleep state
of the origin server.

0 [RFC6690] and [I-D.shel by-core-resource-directory] defines a
Resource Directory (RD) nmechani sm where sl eepy CoAP servers can
regi ster/update (POST/PUT to "/.well-known/core") their list of
resources on a central (non-sleepy) RD server. This allows
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clients to discover the list of resources fromthe RD (GET /rd-

| ookup/...) for a sleepy server, regardless of its current sleep
state. Unlike a proxy, the RD stores only the URIs (i.e. CORE

Li nk Format) for other nodes, and not the actual resource
representation. The client then nmay attenpt to retrieve (GET) the
actual representation of the desired resource fromthe sleepy
origin server. The attenpt may or nmay not be successful depending
on the sleep state of the origin server.

o0 Lower layer (i.e. belowthe IP layer) support for sleepy nodes
exist in nbost wireless technologies (e.g. |EEE 802.11 (WFi), and
| EEE 802.15.4 (ZigBee)). For exanple, nost wireless technol ogies
support limted functionality such as packet scheduling to account
for sleepy nodes in their physical and MAC | ayer protocols. These
| ower layer functionalities are not aware of any specific timng
or operational aspects of application |ayer protocols |ike CoAP.

3. Proposa

3.1. RD Based Sl eep Tracking
The current CoAP approach to support sleepy nodes can be
significantly inproved by introducing RD based nechani sns for a CoAP
client to determn ne whether
0 Atargeted resource is |located on a sl eepy server
0 A sleepy server is currently in sleep node or not.
We define the foll owi ng new paranmeters to characterize a sl eepy node:

0 SleepState - Indicates whether the node is currently in sleep node
or not (i.e. Sleeping or Awake).

0 Sleepburation - Indicates the nmaxi mumduration of tinme that the
node stays in sleep node.

o TinmeSleeping - Indicates the length of time the node has been
sleeping (i.e. if Sleep State = Sl eeping).

0 NextSleep - Indicates the next tinme the node will go to sleep
(i.e. if Sleep State = Awake).

These paraneters are all server (node) |evel and are new parameters

added to the RD URI Tenplate Variables defined in
[1-D. shel by-core-resource-directory].
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We al so define a new | ookup-type ("ss") for the RD | ookup interface
specified in [I-D.shel by-core-resource-directory]. This new | ookup-
type supports looking up the SleepState of a specified end-point.

The three tinme based paranmeters (Sl eepDuration, TineSleeping,
Next S| eep) can be based on either an absolute network tinme (for a
time synchronized network) or a relative local tine (neasured at the
| ocal node).

Fol | owi ng the approach of [RFC6690] and

[1-D. shel by-core-resource-directory], sleep paraneters for sleepy
servers can be stored by the server in the RD and accessed by al
interested clients. Exanples of using these paraneters in a
synchronous or asynchronous manner are shown in the foll ow ng
secti ons.

3.2. Exanple of Synchronous RD Based Sl eep Tracking

Figure 1 shows an exanpl e of using RD based sleep tracking in a
synchronous fashion

(1) SleepyNode-1 is awake and having previously discovered the |oca
RD, stores its CORE link format in the RD (PCST/rd) identified by its
entry point (?ep=SleepyNode-1). The sleep paraneters are al so
updated as part of this step

(2)-(3) RD services the POST and stores the CORE |ink format and
starts the sleep tiners for this node.

(4) SleepyNode-1 falls asleep

(5) Aclient is interested in tenperature sensors in this domain and
does a | ookup on the RD.

(6) The RD does a | ookup and finds that Sl eepyNode-1 is the only node
meeting the match and sends back the required info including the

Sl eep paraneters

(7) Fromthe sleep paraneters, the client knows that the node is
currently asleep and so internally schedul es to send the GET request
when the node wakes up (plus a snall safety hysteresis).

(8)-(9) dient sends GET request for tenperature sensors and
successfully receives the content as Sl eepyNode-1 is awake.

Sl eepyNode- 1 Resour ce
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Server Directory Cient
I

Fom e - +

| Tine =0 |

[ SR +

I

| (1) CoAP PCST
[ /rd,

| ?ep="Sl| eepyNode-1";

[ ?S| eepDur ati on="30-M nut es";
| ?Sl eepSt at e=" Awake" ;

| ?Next Sl eep="5-M nut es";
[ PAYLOAD:

| "</sensors...>

I

[ (2) RD services the
[ Regi stration
| Request and
| starts Sl eep
[ tiners

I

| (3) 2.01 Created

| Location: /rd/ 4321

I
I

e T |

I

e + |
| Tinme =5 mnutes | [
e + |
I I
| (4) Sl eepyNode-1 falls asleep |
I

e + |
| Tinme = 15 minutes | [
R + |
I

(5) CoAP GET
[ rd-1 ookup/res?rt=Tenperature

N
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1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
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(6) 2.05 Content
<coap:// Sl eepyNode- 1/t enp>;
Sl eepDur ati on="30- M nut es";
Sl eepSt at e=" Sl eepi ng";
Ti meSl eepi ng="10- M nut es";
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| PAYLOAD: |
| rt="Tenper at ur e" |
| R REEREEEEEE >|
I I I
I I I
I I I
I I I
I I
| (7) Since node is asleep dient |
[ waits 20 minutes until it awakes [
I I I
I I I
o e e ee e eaeaaa + | |
| Time = 31 minutes | | |
B + | |
| | |
| (8) CoAP GET |
| <coap:// Sl eepyNode- 1/t enp> |
| Smmmmmmm e I
I
| -------------------------------------------------------------- >

|
| (9) 2.05 Content |
I I I
I I I
Figure 1: Synchronous Resource Directory Based Sl eep Tracking

3.3. Exanpl e of Asynchronous RD Based Sl eep Tracking

Figure 2 shows an exanpl e of using RD based sleep tracking in an
asynchronous fashi on:

(1) SleepyNode-1 is awake and having previously discovered the |oca
RD, stores its CORE link format in the RD (PCST/rd) identified by its
entry point (?ep=Sl eepyNode-1).

(2)-(3) RD services the POST and stores the CORE |ink format.

(4) Aclient is interested in tenperature sensors in this domain and
does a | ookup on the RD for all sensors that are currently awake.

(5) The RD does a | ookup and finds that Sl eepyNode-1 is the only node
meeting the match and sends back the required info.

(6)-(7) Using the sleep state | ookup functionality (I ookup-type :=
"ss"), the client adds itself to the list of observers to get
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Sl eepState updates from RD for SleepyNode-1 [I-D.ietf-core-observe].

(8)-(9) dient performs RD 'resource’ |ookup to find URl of
tenperature sensor of resource hosted on Sl eepyNode-1.

(10)-(13) Sl eepyNode-1 prepares to goes to sleep and updates the
Sl eepState in the RD.

(14) RD notifies the client through previously established observe
rel ati onshi p.

(15) dient application wants to get the tenperature now but does not
send the request as it knows Sl eepyNode-1 is currently sl eeping.

(16)-(19) SleepyNode-1 wakes up and updates the SleepState in the RD.

(20)-(21) RD notifies the client through previously established
observe rel ationshi p.

(22)-(23) dient sends GET request for tenperature sensors and
successfully receives the content as Sl eepyNode-1 is awake.

Sl eepyNode- 1 Resour ce
Server Directory Cient

I

| (1) CoAP PCST

[ /rd,

| ?ep=Sl eepyNode- 1;
| ?Sl eepSt at e=Awnake;
[ PAYLOAD:

[ "</sensors...>'
[=mmmm >

(2) RD services the
Regi stration
Request

(3) 2.01 Created
Location: /rd/ 4321
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(4) dient perforns RD
end- poi nt | ookup to
find endpoint that
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has tenperature
sensor and i s awake

CoAP GET

I
I
I
[ rd-1 ookup/ ep?rt=Tenper at ur e&Sl eepSt at e=Anake|

N
1
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

(5) 2.05 Content
<coap://{ip: port}>; ep="Sl eepyNode- 1"

(6) dient adds itself
to list of observers
to get SleepState
updates from RD for
Sl eepyNode- 1

CoAP GET

[ rd-1 ookup/ ss?ep=Sl eepyNode- 1
Cbserve: 0

Token: Ox4a

(7) 2.05 Content
Cbserve: 1
Token: Ox4a
Sl eepSt at e=" Awake"

(8) dient perforns RD
"resource’ | ookup
to find URI of
t enperature sensor
of resource hosted
on Sl eepyNode- 1

CoAP GET

I
|
I
I
I
I
I
|
I
I
I
I
I
|
I
|
[ rd-1 ookup/res?rt=Tenper at ur e&ep="Sl eepyNode- 1" |

(9) 2.05 Content
<coap:// sl eepyNode- 1/t enp>;

AN
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(10) Sl eepyNode-1 b}épares to go
to sleep so it updates
Sl eepSt at e

CoAP PUT
/rdl 4321,
?Sl eepSt at e=Sl eepi ng

(11) RD updates
Sl eepSt at e of
Sl eepyNode- 1

(12) 2.04 Changed
<

(13) Sl eepyNode-1 goes to sleep

(14) RD sends notification to client
2. 05 Content

Gbserve: 2

Token: Ox4a
Sl eepSt at e=" Sl eepi ng"

(16) Sl eepyNode-1 wakes up

(17) Sl eepyNode-1 updates
Sl eepSt at e

CoAP PUT
/rdl 4321,
?Sl eepSt at e=Anake;

(15) dient has CGET
request for
Sl eepyNode-1 but
cannot send it since
Sl eepyNode-1 i s not
awake
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(18) RD updates
sl eep state

I I
I I
| |
I I
I I
| <-mmmmmmmi e I I
I I I
| (20) 2.05 Content |
| Gbserve: 3 |
[ Token: Ox4a [
| <coap:// sl eepyNode- 1/t enp>; |
| Sl eepSt at e=" Awake" |
I [=-mmmmmmm >|
I I I
| | |
[ | (21) dient detects

| | Sl eepyNode-1 is |
| | awake |
I I I
| (22) CoAP GET |
| <coap:// Sl eepyNode- 1/t enp> |
R EEEEEEEEEREEE |
I I
[ =mmmmmmm i >|

| (23) 2.05 Content [

Fi gure 2: Asynchronous Resource Directory Based Sl eep Tracking
3.4. RD Caching Proxy

It woul d be useful for an RD to be able to indicate which proxy
perfornms caching for Sl eepy CoAP nodes (see Section 2). This would
be done through a new RD "Cachi ngProxy" attribute for each device
(simliar to the attributes defined in Section 3.1):

0 An RD may be co-located with a proxy that perforns caching for
CoAP nodes. In this case, the RD automatically adds itself to
each Cachi ngProxy entry.

0 The sleepy node itself could suggest the CachingProxy if it is
peered to a specific proxy.

This parameter would be added to the RD URI Tenpl ate Vari abl es
defined in [I-D. shel by-core-resource-directory].

Rahman Expi res August 28, 2013 [ Page 11]



Intern

3.5.
As
per
enh
Key

(0]

Exp
for

Rahman

et-Draft Enhanced Sl eepy Node Support February 2013

Experimental Results

i npl e prototype was inplenented to validate certain aspects of the

formance of the proposed CoAP sl eepy node support protoco
ancenent. The network for the prototype is shown in Figure 3.
aspects of the prototype are as foll ows:

There are two nodes of operation: "Caching Only" and "Caching and
Sl eep Aware"

In "Caching Only" node the Reverse Proxy will cache and service
requests according to the "Max-Age" paraneter as defined in
[I-D.ietf-core-coap].

In "Caching and Sl eep Aware" node the Reverse Proxy will also

cache and service requests according to "Max-Age". |n addition
the proxy will also be aware of the "Sl eepDuration”, "NextSleep"
and " Sl eepState" sl eepy node paraneters as defined in Section 3.1
Based on these sleep paraneters, the proxy will send a "5.03

Servi ce Unavailable (and retry after)” for servers that are
currently asleep and for which no cache is avail able.

The key variables in the experinment are: (1) Nunber of clients;
(2) Number of sleepy servers; (3) Delay between client requests;
(4) MaxAge; (5) SleepDuration; (6) NextSleep; and (7) SleepState.

The target of the experinent will be to neasure the anpunt of
traffic over the network in the two nodes of operation (for the

same input client requests profile). 1t is hypothesized that the
"Caching and Sl eep Aware" node will have the m nimal anmount of
network traffic indicating that the Sleep Aware network will be

the nost efficient.

erimental results are being generated now and will be avail abl e
di scussion during the | ETF-86 neeti ng.
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Constrai ned Networ k

/ \
--- SRR + /----- \
/ \ | CoAP | CoAP \
| | | Reverse | server \
CoAP | | | Proxy | \----- / |
oo + Request I I I I ||
| COAP | ------------- | [---->] +----- + | Req [----- \ |
|Cient| [ [ | | Cache] |------- >| CoAP |
| | <----emmem-- | |----- | +----- + | <------- | server |
- + CoAP | | | | Resp \----- / |
Response | Corp| |[------ | |
| LAN | | RD | I ||
| | | Sl eep| | [
\ / | Par am [ /
I I I /
R + [----- \ /
\ CoAP /
\ server /
\ \----- / /

Fi gure 3: Experinental Setup
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