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Abst r act

Thi s docunent contains mscell aneous text around the topic of group
conmuni cation for the Constrained Application Protocol (CoAP). The
first part contains, for reference, text that was renmoved fromthe

G oup Communi cation for CoAP draft. The second part describes group
communi cation and nulticast functionality that may be input to future
standardi zation in the CoRE W&

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on June 23, 2013.
Copyright Notice

Copyright (c) 2012 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD License text as described in Section 4.e of
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1. Introduction

Thi s docunment contains mscell aneous text around the topic of group
conmmuni cati on for the Constrained Application Protocol, CoAP
[I-D.ietf-core-coap]. The first part of the docunent (Section 5)
contains, for reference, text that was renoved fromthe G oup
Conmruni cation for CoAP [I-D.ietf-core-groupcormj draft and its
predecessor [I-D.rahman-core-groupconn. The second part of the
docunent (Section 9) contains text and/or functionality that may be
considered for inclusion in [I-D.ietf-core-groupcomrmi or otherw se
may be input to future standardization in the CoRE W&

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

2. Potential Solutions for G oup Conmunication

The cl assic concept of group comunications is that of a single
source distributing content to nmultiple destination recipients that
are all part of a group. Before content can be distributed, there is
a separate process to formthe group. The source may be either a
menber or non-nenber of the group.

G oup communi cation sol uti ons have evolved from"bottoni to "top",
i.e., fromlayer 2 (Media Access Control broadcast/multicast) and
layer 3 (IP nulticast) to application |ayer group conmunication, also
referred to as application layer nulticast. A study published in
2005 [Lao05] identified new solutions in the "mddle" (referred to as
overlay multicast) that utilize an infrastructure based on proxies.

Each of these classes of solutions nmay be conpared [Lao05] using
metrics such as link stress and | evel of host conplexity

[ Banerjee0l]. The results show for a realistic internet topol ogy
that IP Multicast is the nost resource-efficient, with the downside
being that it requires the nost effort to deploy in the
infrastructure. |IP Milticast is the solution adopted by this draft
for CoAP group communi cati on.

3. Use Cases

CoAP group commruni cati on can be applied in the context of the
foll owi ng use cases:

o Discovery of Resource Directory: discovering the | ocal CoRE RD
whi ch contains links (URIS) to resources stored on other servers
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[ RFC6690] .

o Lighting Control: synchronous operation of a group of |Pv6-
connected lights (e.g., 6LOWPAN [ RFC4944] |ights).

o Paranmeter Update: updating paraneters/settings sinultaneously in a
| arge group of devices in a building/canpus contro
([1-D.vander st ok-core-bc]) application

o Firmvare Update: efficiently updating firmwvare sinultaneously in a
| arge group of devices in a building/canpus contro
([1-D.vander st ok-core-bc]) application. Here, the use of CoAP
group comuni cation could be realized via a multicast extension of
CoAP bl ockwi se transfer [I-D.ietf-core-block]. This use case and
use of nulticast is especially valuable if there are tinme
constraints related to the software update for |arge groups of
devi ces.

0 Goup Status Report: requesting status information or event
reports froma group of devices in a building/canmpus contro
application. In this use case, conditional reporting is required:
only device that have events to report (as indicated by the
request query) respond, others remain silent. This use case
requires reliable CoAP group conmuni cation, which is currently not
i n CORE WG scope.

4. Requirenents

Requirements that a CoAP group comuni cation solution should fulfill
can be found in existing docunments ([RFC5867],

[1-D.ietf-6l owpan-routing-requirenents], [|-D. vanderstok-core-bc],
and [I-D.shel by-core-coap-req]). Below, a set of high-Ieve
requirenents is listed that a group comuni cation sol ution shoul d
ideally fulfill. 1In practice, all these requirenents can never be
satisfied at once in an LLN context. Furthernore, different use
cases will have different needs i.e. an elaboration of a subset of
bel ow requi rement s

4.1. Background

The requirenents for CoAP are docunented in

[1-D.shel by-core-coap-req]. In this draft, we focus and expand
di scussions on the requirenments pertaining to CoAP "group
communi cati on" and "nulticast"” support as stated in

[1-D. shel by-core-coap-req]:
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REQ 9: CoAP will support a non-reliable IP nmulticast nessage to be
sent to a group of Devices to manipulate a resource on all the
Devi ces sinultaneously. The use of nulticast to query and
advertise descriptions nust be supported, along with the support
of unicast responses.

Currently, the CoAP protocol [I-D.ietf-core-coap] supports unreliable
IP multicast using UDP. It defines the unreliable multicast
operation as follows in Section 4.5:

"CoAP supports sending nessages to nulticast destination
addresses. Such nulticast nessages MJST be Non-Confirmable. Sone
mechani sms for avoi di ng congestion frommulticast requests are
bei ng considered in [I-D. eggert-core-congestion-control]."

Addi tional requirements were introduced in [I|-D.vanderstok-core-bc]
driven by quality of experience issues in commercial lighting; the
need for |large nunbers of devices to respond with near sinultaneity
to a command (nulticast PUT), and for that conmand to be received
reliably (reliable multicast).

4.2. General Requirenents

A CoAP group comunication solution should (ideally) neet the
foll owi ng general requirenents:

GEN- REQ 1: Optional Reliability: the application can sel ect
bet ween unreliabl e group comunication and reliable
group communi cation

GEN- REQ 2: Ef ficiency: delivers nessages nore efficiently than a
"serial unicast" solution. Provides a bal ance between
group data traffic and control overhead.

GEN- REQ 3: Low |l atency: deliver a nessage as quickly as possible.

GEN- REQ 4: Synchrony: allows near-sinultaneous nodification of a
resource on all devices in a target group, providing a
percei ved effect of synchrony or sinmultaneity. For
exanple a specified tine span D such that a nessage is
delivered to all destinations in a tine interva
[t,t+D].

GEN- REQ 5: Ordering: message ordering may be required for reliable
group communi cation use cases.
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GEN- REQ 6:

GEN- REQ 7:

GEN- REQ 8:

GEN- REQ 9:

GEN- REQ 10:

GEN- REQ 11:

GEN- REQ 12

GEN- REQ 13:

GEN- REQ 14:
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Security: see Section 4.3 for security requirenments for
group communi cati on.

Flexibility: support for one or many source(s), both
dense and sparse networks, for high or low listener
density, small or |arge nunber of groups, and nulti-
group nenber shi p.

Robust group nmanagenent: functionality to join groups,
| eave groups, view group nenbership, and persistent
group nenbership in failure or sl eeping node
situations.

Net wor k | ayer independence: a solution is independent
from specific unicast and/or IP nulticast routing
pr ot ocol s.

M ni mal specification overhead: a group conmuni cation
solution should preferably re-use existing/established
(I ETF) protocols that are suitable for LLN depl oynents
i nstead of defining new protocols from scratch

M ni el inplenentation overhead: e.g. a solution allows
to re-use existing (software) conponents that are

al ready present on constrai ned nodes such as (typical)
6LoWPAN CoAP nodes.

M xed backbone/ LLN t opol ogy support: a solution should
work within a single LLN, and in conbined LLN backbone
net work topol ogies, including multi-LLN topol ogi es.
Both the senders and receivers of CoAP group nessages
may be attached to different network |inks or be part
of different LLNs, possibly with routers or switches in
bet ween group nmenbers. |In addition, different routing
protocols nay operate on the LLN and backbone networks.
Preferably a solution also works with existing, comon
backbone IP infrastructure (e.g. switches or routers).

CoAP Proxying support: a CoAP proxy can handl e
distribution of a nessage to a group on behalf of a
(constrai ned) CoAP client.

Suitable for operation on LLNs with constrai ned nodes.
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4.3. Security Requirements

Security for group communications at the IP | evel has been studied
extensively in the | ETF MSEC (Mul ticast Security) WG and to a | esser
extent in the | RTF SAMRG (Scal abl e Adaptive Milticast Research
Goup). In particular, [RFC3740], [RFC5374] and [ RFC4046] are very
instructive. A set of requirenments for securing group conmunications
in CoAP were derived froma study of these previous investigations as
wel | as understandi ng of CoAP specific needs. These are listed

bel ow

A CoAP group comunication solution should (ideally) neet the
foll owi ng security requirenents:

SEC- REQ 1: G oup communi cati ons data encryption: |nportant CoAP
group comuni cations shall be encrypted (using a group
key) to preserve confidentiality. It shall also be
possi ble to send CoAP group conmmuni cations in the clear
(i.e. unencrypted) for |ow val ue data.

SEC- REQ 2: G oup communi cati ons source data authentication
| nportant CoAP group comuni cations shall be
aut henticated by verifying the source of the data (i.e.
that it was generated by a given and trusted group

menber). 1t shall also be possible to send
unaut henti cat ed CoAP group comuni cations for | ow val ue
dat a.

SEC- REQ 3: Group conmunications linted data authentication: Less

i mportant CoAP group conmuni cations shall be

aut henticated by sinply verifying that it originated
fromone of the group nenbers (i.e. without explicitly
identifying the source node). This is a weaker
requirenent (but sinpler to inplenent) than REQ2. It
shal |l al so be possible to send unaut henti cated CoAP
group conmuni cations for |ow val ue data.

SEC- REQ 4: G oup key managenment: There shall be a secure nechani sm
to manage the cryptographic keys (e.g. generation and
di stribution) belonging to the group; the state (e.g.
current nenbershi p) associated with the keys; and other
security paraneters

SEC- REQ 5: Use of Miulticast |PSec: The CoAP protoco
[I-D.ietf-core-coap] allows |IPSec to be used as one
option to secure CoAP. If IPSec is used as a way to
security CoAP comuni cations, then nulticast |PSec
[ RFC5374] should be used for securing CoAP group
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conmmuni cati ons.

SEC- REQ 6: I ndependence fromunderlying routing security: CoAP
group comuni cation security shall not be tied to the
security of underlying routing and distribution
protocol s such as PIM[RFC4601] and RPL [ RFC6550] .

I nsecure or inappropriate routing (including IP

mul ticast routing) rmay cause | oss of data to CoAP but
will not affect the authenticity or secrecy of CoAP
group communi cati ons.

SEC- REQ 7: Interaction with HTTPS: The security schene for CoAP
group communi cations shall account for the fact that it
may need to interact with HTTPS (Hypertext Transfer
Prot ocol Secure) when a transaction involves a node in
the general Internet (non-constrained network)
communi cating via a HTTP- CoOAP proxy.

5. Goup Conmuni cation Sol utions

This section includes the text that describes the solutions of IP
mul ticast, overlay nmulticast, and application |ayer group

communi cati on which were renoved from [I-D. rahnman- core-groupcomm
version 07 when the text was transferred to
[I-D.ietf-core-groupcomj.

5.1. |IP Milticast Transm ssion Mt hods
5.1.1. Serial unicast

Even in systens that generally support IP Milticast, there may be
certain data links (or transports) that don’t support IP multicast.
For those links a serial unicast alternative nust be provided. This
inplies that it should be possible to enunerate the nmenbers of a
group, in order to determ ne the correct unicast destinations.

5.1.2. Unreliable IP Multicast

The CoRE WG charter specified support for non-reliable P nulticast.
In the current CoAP protocol design [I-D.ietf-core-coap], unreliable
multicast is realized by the source sending Non-Confirnabl e nmessages
to a nulticast |IP address. |P Milticast (using UDP) in itself is
unreliable, unless specific reliability features are added to it.
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5.1.3. Reliable I P Miulticast

[TBD: This is a difficult problem Need to investigate the benefits
of repeating MGET and MPUT requests (saturation) to get "Pretty Good

Reliability". Use the same MD or a new MD for repeated requests?
Carsten suggests the use of bloomfilters to suppress duplicate
responses.

One coul d argue that non-idenpotent operations (POST) cannot be
supported without a *truly* reliable nulticast protocol. However, is
this the case? |If a nulticast POST request is sent repeatedly with
the sane Message ID (M D), then CoAP nodes that already received it
once will ignore duplicates. Sending with Message IDis supported in
CoAP for Non-Confirmabl e nessages (thus including multicast nmessages)
as per [I-D.ietf-core-coap] section 4.2. ]

Rel i abl e mul ticast supports guaranteed delivery of nessages to a
group of nodes. The follow ng specifies the requirenments as was
proposed originally in version 01 of [I-D.vanderstok-core-bc]:

o Validity - If sender sends a nessage, m to a group, g, of
destinations, a path exists between sender and destinations, and
the sender and destinations are correct, all destinations in g
eventually receive m

0 Integrity - destination receives mat nost once from sender and
only if sender sent mto a group including destination

0 Agreenent - If a correct destination of g receives m then al
correct destinations of g receive m

o Tinmeliness - For real-tine control of devices, there is a known
constant D such that if mis sent at time t, no correct
destination receives mafter t+D

There are various approaches to achieve reliability, such as

0 Destination node sends response: a destination sends a CoAP
Response upon multicast Request reception (it SHOULD be a Non-
Confirmabl e response). The source node may retry a request to
destination nodes that did not respond in tinme with a CoAP
response.

0 Route redundancy

0 Source node transmits nultiple tinmes (destinations do not respond)
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5.2. Overlay Milticast

An alternative group comunication solution (to IP Multicast) is an
"overlay nmulticast" approach. W define an overlay nulticast as one
that utilizes an infrastructure based on proxies (rather than an IP
router based I P nulticast backbone) to deliver IP nulticast packets
to end devices. MD ([RFC3810]) has been selected as the basis for
mul ticast support by the ROLL working group for the RPL routing
protocol. Therefore, it is proposed that "I GW/ M.D Proxyi ng"

[ RFC4605] be used as a basis for an overlay nulticast solution for
CoAP.

Specifically, a CoAP proxy [I-D.ietf-core-coap] may al so contain an
M.D Proxy function. All CoAP devices that want to join a given IP
mul ti cast group would then send an MLD Join to the CoAP (M.D) proxy.
Thereafter, the CoAP (M.D) proxy would be responsible for delivering
any | P nmulticast nessage to the subscribed CoAP devices. This will
require nodifications to the existing [ RFC4605] functionality.

Note that the CoAP (M.D) proxy nmay or may not be connected to an
external IP nulticast enabled backbone. The key function for the
CoAP (MLD) proxy is to distribute CoAP generated nulticast packets
even in the absence of router support for nulticast.

5.3. CoAP Application Layer G oup Managenent
Anot her alternative solution (to IP Milticast and Overlay Milticast)
is to define CoAP application |evel group managenent primtives.
Thus, CoAP can support group nanagenent features wi thout need for any
underlying I P multicast support.
Interestingly, such group nmanagenent primtives could also be offered
even if there is underlying IP multicast support. This is usefu
because I P nmulticast inherently does not support the concept of a
group wi th managed nenbers, while a nmanaged group nmay be required for
some applications.
The followi ng group managenent primtives are in general useful
o discover groups;
0 query group properties (e.g. related resource descriptions);
0 create a group;

0 renove a group;
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o add a group menber;

0 renove a group nenber;

0 enunerate group nenbers

0 security and access control prinmitives.

In this proposal a (at |east one) CoAP Proxy node is responsible for
group nenbershi p nanagenent. A constrai ned node can specify which
group it intends to join (or leave) using a CoAP request to the
appropriate CoAP Proxy. To Join, the group name will be included in
optional request header fields (explained below). These header
fields will be included in a PUT request to the Proxy. The Proxy-UR
is set to the Goup Managenent URI of the Proxy (found previously
through the "/.well-known/" resource discovery nechanisn). Note that
in this solution also CoAP Proxies may exist in a network that are
not capabl e of CoAP group operations.

G oup names may be defined as arbitrary strings with a predefined
maxi mum | ength (e.g. 268 characters or the maximumstring length in a
CoAP Option), or as URIs.

[ TBD: how can a client send a request to a group? Does it only need
to know the group name (string or URI) or also an |IP nulticast
address? One way is to send a CoAP request to the CoAP Proxy with a
group URI directly in the Proxy-URl field. This avoids having to
know anything related to IP nulticast addresses. ]

This solution in principle supports both unreliable and reliable
group comuni cation. A client would indicate unreliable

communi cati on by sending a CoAP Non-Confirmabl e request to the CoAP
Proxy, or reliable conmunication by sending a CoAP Confirmabl e
request.

It is proposed that CoAP supports two Header Options for group "Join"
and "Leave". These Options are El ective so they should be assigned
an even nunber. Assuming the Type for "join" is x (value TBD), the
Header Options are illustrated by the table in Figure 1:
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Foemm - oo -- Foemmmme e . L . +
| Type | CE| Nane | Data type | Length | Default |
|------ +----- S [ [ SR [ +
I I I I _ I I I
| X | E | Goup Join | String | 1-270 | "" |
I I I I | B I I
| xt2 | E | Goup Leave | String | 1-270 | "" [
I I I I | B I I
- - - - - +----- [--------------- [ [ SR [ +

Fi gure 1: CoAP Header Options for G oup Managenent

Figure 2 illustrates how a node can join or |eave a group using the
Header Options in a CoAP nessage:

0 1 2 3
01234567890123456789012345678901

B i S S T s i S T st i S S S S S S S S i
| Ver| T | oC | Code [ Message | D |
T T e b i i e k. S SHI SR SR
| delta |length | Join Goup A (IDor UR)
T T e e e o i e e e i s o R SR
| 0 |[length | Join Goup B (ID or URI)
B i S S T s i S T st i S S S S S S S S i
[ 2 |[length | Leave Goup C (ID or URI)
T T e o i T e e s . S I SR S

Figure 2: CoAP Message for G oup Managenent

Header Fields for the above exanpl e:

Ver: 2-bit unsigned integer for CoAP Version. Set to 1 by
i npl ement ati on as defined by the CoAP specification.

T: 2-bit unsigned integer for CoAP Transaction Type. Either 'O
Confirmation or "1' Non-Confirmable can be used for group "join" or
"| eave" request.

COC. 4-bit unsigned integer for Option Count. For this exanple, the
val ue should be "3" since there are three option fields.

Code: 8-bit unsigned integer to indicate the Method in a Request or a
Response Code in a Response nessage. Any Code can be used so the
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group nmanagenent can be piggy-backed in either Request or Response
nessage

Message I D 16-bit val ue assigned by the source to uniquely identify
a pair of Request and Response.

CoAP defines a delta encoding for header options. The first deltais
the "Type" for group join in this specific example. If the type for

group joinis x as illustrated in Figure 2, delta will be x. 1In the

second header option, it is also a group join so the delta is 0. The
third header option is a group |leave so the delta is 2

An alternative solution to using Header Options (explained above) is
to use designated paranmeters in the query part of the UR in the
Proxy-URlI field of a POST (TBD: or PUT?) request to a Proxy’ s group
managenent service resource advertized by DNS-SD. For exanple, to
join groupl and | eave group2

coap://proxyl. bl d2. exanpl e. com gr oupngt ?j =gr oup1& =gr oup2

6. DNS-SD Based G oup Resource Mani pul ati on

Ideally, all nodes in a given group (defined by its nulticast IP
address) must receive the same request with high probability. This
will not be the case if there is diversity in the authority port
(i.e. a diversity of dynam c port addresses across the group) or if
the targeted resource is located at different paths on different
nodes. Extending the definition of group nmenbership to include port
and path discovery is not desirable.

Theref ore, sone neasures mnmust be present to ensure uniformty in port
nunber and resource nane/location within a group

A first solution in this respect is to couple groups to service
descriptions in DNS (using DNS-SD as in [I-D.vanderstok-core-bc]). A
service description for a nulticast group nmay have a TXT record in
DNS defining a schema X (e.g. "schema=DALI"), which defines by
service standard X (e.g. "DALI") which resources a node supporting X
MUST have. Therefore a nulticast source can safely refer to al
resources with correspondi ng operations as prescribed by standard X
For port numbers (which can be found using DNS-SD al so) the sane
holds. Alternatively, only the default CoAP port may be used in al
CoAP mul ticast requests.
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7

7

7

G oup Discovery and Menber Discovery

CoAP defines a resource discovery capability, but does not yet
specify how to discover groups (e.g. find a group to join or send a
mul ti cast nessage to) or to discover nenbers of a group (e.g. to
address sel ected group nmenbers by unicast). These topics are

el aborated in nore detail in [I-D.vanderstok-core-dna] including
exanpl es for using DNS-SD and CoRE Resource Directory.

1. DNS-SD

DNS- based Service Di scovery [1-D. cheshire-dnsext-dns-sd] defines a
conventional way to configure DNS PTR, SRV, and TXT records to enable
enumrer ati on of services, such as services offered by CoAP nodes, or
enuneration of all CoAP nodes, within specified subdomains. A
service is specified by a name of the form

<l nst ance>. <Servi ceType>. <Donai n>, where the service type for CoAP
nodes is _coap._udp and the domain is a DNS donai n nanme that
identifies a group as in the exanpl es above. For each CoAP end- poi nt
in a group, a PTRrecord with the nane _coap._udp and/or a PTR record
with the nane _coap. _udp. <Dormain> is defined and it points to an SRV
record havi ng the <lnstance>. <Servi ceType>. <Domai n> nane.

Al'l CoAP nodes in a given subdormain nmay be enunerated by sending a
query for PTR records named _coap._udp to the authoritative DNS
server for that zone. A list of SRV records is returned. Each SRV
record contains the port and host nane (AAAA record) of a CoAP node.
The I P address of the node is obtained by resolving the host nane.
DNS- SD al so specifies an optional TXT record, having the sane nane as
the SRV record, which can contain "key=value" attributes. This can
be used to store informati on about the device, e.g. schema=DALI
type=swi tch, group=lighting.bldg6, etc.

Anot her feature of DNS-SDis the ability to specify service sub-types
usi ng PTR records. For exanple, one could represent all the CoAP
groups in a subdomain by PTR records with the nane
_group. _sub. _coap. _udp or alternatively

_group. _sub. _coap. _udp. <Donai n>

2. CoRE Resource Directory

CoRE Resource Directory [I-D. shel by-core-resource-directory] defines
the concept of a Resource Directory (RD) server where COAP servers
can register their resources offered and CoAP clients can discover
these resources by querying the RD server. RD syntax can be mapped
to DNS-SD syntax and vice versa [|-D. | ynn-core-discovery-nmappi ng],
such that the above approach can be reused for group discovery and
group nenber discovery.
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8.

8.

8.

8.

Specifically, the Donmain (d) paraneter can be set to the group URl by
an end-point registering to the RD. |If an end-point wants to join
multiple groups, it has to repeat the registration process for each
group it wants to join.

Depl oynment Qui del i nes
1. Overview

We recommend to use | P nmulticast as the base solution for CoAP G oup
Communi cation, provided that the use case and network characteristics
allowthis. It has the advantage that it re-uses the IP nulticast
suite of protocols and can operate even if group nmenbers are

di stributed over both constrai ned and un-constrai ned network
segnents. Still, this approach may require specifying or

i mpl ementing additional IP Milticast functionality in an LLN, in a
backbone network, or in both - this will be evaluated in nore detai
in this section.

2. Inplenmentation in Target Network Topol ogies

This section |ooks in nore detail how an IP Milticast based sol ution
can be depl oyed onto the various network topol ogi es that we consi der
i mportant for group comuni cati on use cases. Note that the chosen
solution of IP Multicast for CoAP group comunication works nostly

i ndependently fromthe underlying network topology and its specific
I P multicast inplenentation.

Starting fromthe sinplest case of a single LLN topol ogy, we nove to
nmor e conpl ex topol ogi es involving a backbone network or multiple
LLNs. Wth "backbone" we refer here typically to a corporate LAN or
VLAN, which constitutes a single broadcast domain by design. It
could also be an in-hone network. A multi-Ilink backbone is also
possible, if there is proper IP multicast routing or forwarding
configured between these links. (The term 6LoWPAN Border Router or
"6LBR' is used here for a border router, though our evaluation is not
necessarily restricted to 6LOWPAN networ ks.)

2.1. Single LLN Topol ogy

The sinplest topology is a single LLN, where all the IP nmulticast
source(s) and destinations are constrained nodes within this same
LLN. Possible inplementations of IP nulticast routing and group
adm nistration for this topology are |isted bel ow
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8.2.1.1. Mesh-Under Milticast Routing

The LLN may be set up in either a nesh-under or a route-over
configuration. In the fornmer case, the nesh routing protocol should
take care of routing IP nulticast nessages throughout the LLN

Because conceptually all nodes in the LLN are attached to a single
link, there is in principle no need for nodes to announce their
interest in nulticast |IP addresses via M.D (see Appendix A). A
mul ti cast nessage to a specific |P destination, which is delivered to
al | 6LoWPAN nodes by the nesh routing algorithm is accepted by the

I P network | ayer of that node only if it is listening on that
specific multicast | P address and port.

8.2.1.2. RPL Miulticast Routing

The RPL routing protocol for LLNs provides support for routing to
nmul ticast | P destinations (Section 12 of [RFC6550]). Like regular
uni cast destinations, multicast destinations are advertised by nodes
usi ng RPL DAO nessages. This functionality requires "Storing node
with multicast support™ (Mbde O Operation, MOPis 3) in the RPL

net wor k.

Once all RPL routing tables in the network are popul ated, any RPL
node can send packets to an IP nulticast destination. The RPL
protocol perforns distribution of multicast packet both upward
towards the DODAG root and downwards into the DODAG

The text in Section 12 of the RPL specification clearly inplies that
I P multicast packets are distributed using link-1ayer unicast

transm ssions, |ooking at the use of the word "copied” in this
section. Specifically in 6LOWAN networks, this behavior conflicts
with the requirenent that IP nulticast packets MJST be carried as
Iink-1ayer 802.15.4 broadcast franes [ RFC4944].

Assumi ng that |ink-layer unicast is indeed nmeant, this approach seens
efficient only in a bal anced, sparse tree network topol ogy, or in
situations where the fraction of nodes listening to a specific
multicast I P address is low, or in duty cycled LLNs where |ink-Iayer
broadcast is a very expensive operation

8.2.1.3. RPL Routers with Non-RPL Hosts

Now we consider the case that hosts exist in a RPL network that are
not RPL-aware thenselves, but rely on RPL routers for their IP
connectivity beyond |link-local scope. Note that the current RPL
speci fication [ RFC6550] |eaves this case for future specification
(see Section 16.4). Non-RPL hosts cannot advertise their IP
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mul ticast groups of interest via RPL DAO nessages as defined above.
Therefore in that case M.D could be used for such advertisenents
(State Change Report messages), with all or a subset of RPL routers
acting in the role of MLD Routers as defined in [ RFC3810]. However,
as the MLD protocol is not designed specifically for LLNs it nay be a
burden for the constrained RPL router nodes to run the full MD
protocol. Alternatives are therefore proposed in Section 8.3.1

8.2.1.4. Trickle Milticast Forwarding

Trickle Multicast Forwarding [I-D.ietf-roll-trickle-ntast] is an IP
mul ticast routing protocol suitable for LLNs, that uses the Trickle
algorithmas a basis. It is a sinple protocol in the sense that no
topol ogy mai ntenance is required. 1t can deal especially well with
situations where the node density is a-priori unknown.

Nodes from anywhere in the LLN can be the nmulticast source, and nodes
anywhere in the LLN can be nulticast destinations.

Using Trickle Milticast Forwarding it is not required for IP
mul ti cast destinations (listeners) to announce their interest in a
specific nulticast |IP address, e.g. by neans of M.D. |Instead, al

mul ticast | P packets regardl ess of |P destination address are stored
and forwarded by all routers. Because forwarding is always done by
mul ticast, both hosts and routers will be able to receive all

mul ticast | P packets. Routers that receive nmulticast packets they
are not interested in, will only buffer these for a limted time
until retransm ssion can be stopped as specified by the protocol
Hosts that receive nmulticast packets they are not interested in, wll
discard multicast packets that are not of interest. Above properties
seemto rmake Trickle especially efficient for cases where the
multicast listener density is high and the nunber of distinct

mul ticast groups relatively | ow

8.2.1.5. Oher Route-Over Methods

O her known I P multicast routing nmethods may be used, for exanple
flooding or other to be defined nethods suitable for LLNs. An

i mportant design consideration here is whether nmulticast |isteners
need to advertise their interest in specific nmulticast addresses, or
not. |If they do, MLDis a possible option but al so protocol -specific
means (as in RPL) is an option. See Section 8.3.1 for nore efficient
substitutes for M.D targeted towards a LLN context.

8.2.2. Single LLN wi th Backbone Topol ogy

A LLN nay be connected via a Border Router (e.g. 6LBR) to a backbone
network, on which IP nmulticast |isteners and/or sources may be
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present. This section analyzes cases in which IP nmulticast traffic
needs to flow fromto the backbone, to/fromthe LLN

8.2.2.1. Mesh-Under Milticast Routing

Because in a nmesh routing network conceptually all nodes in the LLN
are attached to a single link, a nulticast |IP packet originating in
the LLN is typically delivered by the mesh routing algorithmto the
6LBR as well, although there is no guaranteed delivery. The 6LBR may
be configured to accept all IP nulticast traffic fromthe LLN and
then may forward such packets onto its backbone Iink. Alternatively,
the 6LBR may act in an M.D Router or M.D Snooper role on its backbone
Iink and decide whether to forward a nulticast packet or not based on
i nformation | earned from previ ous M.D Reports received on its
backbone |i nk.

Conversely, nulticast packets originating on the backbone network
will reach the 6LBR if either the backbone is a single |link (LAN
VLAN) or IPv6 nmulticast routing is enabled on the backbone. Then

the 6LBR could sinmply forward all IP nulticast traffic fromthe
backbone onto the LLN. However, in practice this situation may |ead
to overload of the LLN caused by unnecessary nulticast traffic.
Therefore the 6LBR SHOULD only forward traffic that one or nore nodes
in the LLN have expressed interest in, effectively filtering inbound
LLN nul ticast traffic.

To realize this "filter", nodes on the LLN may use M.D to announce
their interest in specific nulticast |P addresses to the 6LBR  (One
option is for the 6LBR to act in an M.D Router role on its LLN
interface. However, this may be too nmuch of a "burden" for
constrai ned nodes. Light-weight alternatives for M.D are di scussed
in Section 8.3.1.

8.2.2.2. RPL Miulticast Routing

For RPL routing within the 6LOWPAN, we first consider the case of an
I P multicast source on the backbone network with one or nore |IP
multicast listeners on the RPL LLN. Typically, the 6LBR woul d be the
root of a DODAG so that the 6LBR can easily forward the IP nulticast
packet received on its backbone interface to the right RPL nodes in
the LLN down al ong this DODAG (based on previously DAOC adverti zed
destinations).

Second, a multicast source nmay be in the RPL LLN and |isteners may be
both on the LLN and on the backbone. For this case RPL defines that
the nmulticast packet will propagate both up and down t he DODAG
eventual ly reaching the DODAG root (typically a 6LBR) from which the
packet can be routed onto the backbone in a manner specified in the
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previ ous section.
8.2.2.3. RPL Routers with Non-RPL Hosts

For the case that a RPL LLN contains non-RPL hosts, the solutions
fromthe previous section can be used if in addition RPL routers

i mpl emrent MLD or "M.D like" functionality sinmilar to as described in
Section 8.2.1.3.

8.2.2.4. Trickle Milticast Forwarding

First, we consider the case of an IP nulticast source node on the LLN
(where all 6LRs support Trickle Milticast Forwarding) and IP
multicast listeners that may be on the LLN and on the backbone. As
Trickle will eventually deliver nulticast packets also to a 6LBR
which acts as a Trickle Miulticast router as well, the 6LBR can then
forward onto the backbone in the ways described earlier in

Section 8.2.2.1.

Second, for the case of an |IP nulticast source on the backbone and
mul ticast |isteners on both backbone and/or LLN, the 6LBR needs to
forward nmulticast traffic fromthe backbone onto the LLN. Here, the
af orenenti oned problem (Section 8.2.2.1) of potentially overl oading
the LLN with unwanted backbone I P nulticast traffic appears again.

A possible solution to this is (again) to let multicast |isteners
advertise their interest using M.D as described in Section 8.2.2.1 or
to use an MLD alternative suitable for LLNs as described in

Section 8.3.1. However, followi ng this approach requires possibly an
extension to Trickle Milticast Forwarding: the protocol should ensure
that M.D-advertised information is sonehow conmuni cated to the 6LBR
possi bly over multiple hops. MDitself supports link-1oca

communi cati on only.

8.2.2.5. Oher Route-Over Methods

For other nulticast routing nmethods used on the LLN, there are
simlar considerations to the ones in sections above: the strong need
to filter 1P multicast traffic comng into the LLN, the need for
reporting nulticast listener interest (e.g. with M.D or a to-be-
defined MLD alternative) by constrained (6LoWPAN) nodes, and the need
for LLN-internal routing as identified in the previous section such
that the M.D conmuni cated i nformati on can reach the 6LBR to be used
there in nmulticast traffic filtering decisions.
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8.2.3. Miltiple LLNs with Backbone Topol ogy

Now t he case of a single backbone network with two or nore LLNs
attached to it via 6LBRs is considered. For this case all the
consi derations and sol utions of the previous section can be appli ed.

For the specific case that a source on a backbone network has to send
to a very large nunmber of destination | ocated on many LLNs, the use
of 1 GW/ MLD Proxying [ RFC4605] with a leaf |1GW/ M.D Proxy located in

each 6LBR may be useful. This nethod only is defined for a tree
t opol ogy backbone network with the I P nulticast source at the root of
the tree.

8.2.4. LLN(s) with Miltiple 6LBRs

[ TBD: an LLNwith nmultiple 6LBRs may require sonme additiona
consideration. Any need to synchronize nutually on nulticast
listener information? ]

8.2.5. Concl usions

For all network topol ogies that were eval uated, CoAP group

communi cation can be in principle supported with IP Milticast, making
use of existing protocols. For the case of Trickle Milticast
Forwarding, it appears that an addition to the protocol is required
such that information about nulticast |isteners can be distributed
towards the 6LBR.  Opportunities were identified for an "M.D-1ike" or
"M.D-1ightweight" protocol specifically suitable for LLNs, which
should inter-work with regular M.D on t he backbone network. Such M.D
variants are further analyzed in Section 8.3.1.

8.3. Inplenentation Considerations

In this section various inplenentation aspects are considered such as
required protocol inplenentations, additional functionality of the
6LBR and backbone network equi pnent.

8.3.1. MD Inplenentation on LLNs and MLD alternatives

In previous sections, it was nentioned that the M.Dv2 protoco

[ RFC3810] nay be too costly for use in a LLN. MDrelies on periodic
link-local multicast operations to maintain state. Also it is
optinmized to fairly dynam ¢ situations where nulticast listeners may
come and go over tine. Such dynamc situations are |less frequently
found in typical LLN use cases such as building control, where

mul ticast group nenbership can remain constant over |onger periods of
time (e.g. nonths) after conmi ssioning.
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Hence, a viable strategy is to inplenment a subset of M.D
functionality in 6LOWPAN nodes which is just enough for the required
functionality. A first option is that 6LoOWAN Routers, |ike MDD
Snoopers, passively listen to MLD State Change Report nessages and
handl e the | earned ("snooped") IP nulticast destinations in the way
defined by the nmulticast routing protocol they are running (e.g. for
RPL, Routers advertise these destinations using DAO nessages).

A second option is to use M.D as-is but adapt the recomended
par anet er val ues such that operation on a LLN becones nore efficient.
[ RFC6636] could be a guideline in this case.

Athird option is to standardi ze a new protocol, taking a subset of
M.D functionality into a "M.D for 6LOWPAN' protocol to support
constrai ned nodes optinmally.

A fourth option is now presented, which seens attractive in that it
m ni m zes standardi zation, inplenentation and network comruni cation
overhead all at the sane time. This option is to specify a new

Mul ticast Listener Option (MO as an addition to the 6LOWPAN- ND

[ RFC6775] protocol communication that is anyway ongoi ng between a
6LoWPAN host and router(s). This MOis preferably designed to be
maximally simlar to the Address Registration Option (ARO, which

m nimzes the need for additional program code on constrai ned nodes.
Wth an MLO, instead of registering a hosts's unicast |P address as
with ARO, a host "registers" its interest in a nmulticast |Pv6
address. Unlike the ARO multiple MO can be used in the same ND
packet. A registration period is also defined in the MO just like
inthe ARO. MO allows a host to persistently register as a |listener
to IP nmulticast traffic and to avoid the overhead of periodic
mul ti cast communi cation which is required for the regular MD

pr ot ocol

[ TBD: consider what aspects are needed/ not needed for CoAP/LLN
applications. WII MDvl suffice? Wuat to do with options like
"source specific’ and include/ exclude. Source-specific can also be
dealt with at the destination host by filtering? Do we need limts
on nunber of records per packet? Do we need a higher MD reliability
setting - see the paraneters in the M.D RFC ]

8.3.2. 6LBR Inplenentation

To support ni xed backbone/LLN scenarios in CoAP group conmuni cati on,
it is RECOWENDED t hat a 6LowPAN Border Router (6LBR) will act in an
M.D Router role on the backbone Iink. |If this is not possible then
the 6LBR SHOULD be configured to act as an MLD Mul ticast Address

Li stener and/ or M.D Snooper on the backbone |i nk.
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8.3.3. Backbone IP Miulticast Infrastructure

For corporat e/ prof essional applications, nost routing and swtching
equi pnent that is currently on the nmarket is | Pv6 capable. For that
reason backbone infrastructure operating IPv4 only is considered out
of scope in this docunent, at |east for the backbone network
segrment (s) where IP nulticast destinations are present. Wat is
still in scope is for exanple an IPv4-only HTTP client that wants to
send a group communi cati on nessage via a HITP- CoAP proxy as
considered in [I-D.castell ani-core-advanced-htt p- mappi ng].

The availability of, and requirenents for, |IP multicast support may
depend on the specific installation use case. For exanple, the
foll owi ng cases may be rel evant for new | P based buil ding control
installations:

1. System depl oyed on existing IP (Ethernet/WFi/...)
infrastructure, shared with existing |IP devices (PCs)

2. Newy designed and deployed IP (Ethernet/WFi/...)
infrastructure, to be shared with other |P devices (PCs)

3. Newly designed and deployed IP (Ethernet/ WFi/...)
infrastructure, exclusively used for building control.

Besi des physical separation the building control backbone can be
separated fromregular (PC) infrastructure by using a different VLAN
A typical corporate installation will have many LAN swi tches and/ or
routing switches, which pass through IP nmulticast traffic but on the
other hand do not support acting in the Router role of M.D/ I GW
Perhaps for case 2) and 3) above it is acceptable to add a M.DJ | GWP
capabl e router sonewhere in the network, while for case 1) this may
not be the case.

[ TBD: consider the influence of WFi based backbone networks. What
if 6LBRs are at the sane tinme also WFi routers? Wat if 6LBRs have
an Et hernet connection to |legacy WFI routers? Check if equival ent
wi th Et hernet backbone.]

9. M scell aneous Topics
This section collects mscellaneous text, topics or proposals related

to CoAP group conmuni cation which do not directly fit into any of the
precedi ng sections.

D j k & Rahman Expi res June 23, 2013 [ Page 22]



Internet-Draft M scel | aneous CoAP Group Conmuni cation Decenber 2012

9.1. CoAP Milticast and HTTP Uni cast | nterworking

CoAP supports operation over UDP nulticast, while HITP does not. For
use cases where it is required that CoAP group comrunication is
initiated froman HITP end-point, it would be advantageous if the
HTTP- CoAP Proxy supports mappi ng of HTTP uni cast to CoAP group
conmuni cation based on IP nulticast. One possible way of operation
of such HTTP-CoAP Proxy is illustrated in Figure 3. Note that this
topic is covered in nore detail in

[1-D. castellani-core-advanced- htt p-nmappi ng].

uni cast addr)

I
Resol ve HTTP Request-Line URI

to Goup X nulticast address

CoAP Mcast CoAP Mcast HTTP- CoAP HTTP
Node 1 Rrl Node 2 Rtr2 Pr oxy Node 3
I I I I I
| M.D REQUEST [ [ |
| (Join Group X) | | |
--LL-->]| I I I
| M.D REQUEST | |
(Join Goup X) | |
--LL-->] | |
| HTTP REQUEST [
| (URI to |
I I
I
I

I I
CoAP REQUEST (to nulticast addr)|
< ------ <emmmem-- - <--mm--- <------

R [------me - > Aggr egat ed

| | HTTP RESPONSE
| | [EREEEPERPEREEEREE >
| |

Figure 3: CoAP Milticast and HTTP Unicast |nterworking

Note that Figure 3 illustrates the case of IP multicast as the

under | yi ng group comuni cations nmechanism MD denotes the Milticast
Li stener Discovery protocol ([RFC3810], Appendix A) and LL denotes a
Li nk- Local multicast.
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10.

11.

12.

A key point in Figure 3 is that the incoming HTTP Request (from node
3) will carry a Host request-header field that resolves in the
general Internet to the proxy node. At the proxy node, this hostname
and/ or the Request-Line URI will then possibly be mapped (as detail ed
in [I-D. castellani-core-advanced-http-nmapping]) and again resol ved
(with the CoAP schene) to an IP nmulticast address. This nmay be
acconpl i shed, for exanple, by using DNS or DNS-SD (Section 7). The
proxy node will then IP multicast the CoAP Request (corresponding to
the received HTTP Request) via nmulticast routers to the appropriate
nodes (i.e. nodes 1 and 2).

In terms of the HITP Response, Figure 3 illustrates that it will be
generated by the proxy node based on aggregated responses of the CoAP
nodes and sent back to the client in the general Internet that sent
the HTTP Request (i.e. node 1). In
[1-D.castellani-core-advanced- http-mappi ng] the HTTP Response t hat
the Proxy may use to aggregate multiple CoAP responses is described
in nore detail. So in ternms of overall operation, the CoAP proxy can
be considered to be a "non-transparent” proxy according to [ RFC2616].
Specifically, [RFC2616] states that a "non-transparent proxy is a
proxy that nodifies the request or response in order to provide sone
added service to the user agent, such as group annotation services,
medi a type transfornmation, protocol reduction or anonynmity
filtering."

An alternative to the above is using a Forward Proxy. |In this case,
the CoAP request URI is carried in the HITP Request-Line (as defined
in[l-Dietf-core-coap] Section 10.2) in a HITTP request sent to the
| P address of the Proxy.
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Security Considerations

Security aspects of group conmunication for CoAP are discussed in
[I-D.ietf-core-groupcomi. The current docunent contains no new
proposal s yet, for which security considerations have to be anal yzed
her e.
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Appendi x A.  Milticast Listener Discovery (MD)

In order to extend the scope of IP nmulticast beyond |ink-1ocal scope,
an | P nulticast routing protocol has to be active in routers on an
LLN. To achieve efficient nmulticast routing (i.e. avoid al ways
flooding nmulticast | P packets), routers have to | earn which hosts
need to receive packets addressed to specific IP nulticast

desti nati ons.

The Multicast Listener Discovery (MD) protocol [RFC3810] (or its

| Pv4 pendant IGW) is today the method of choice used by an (IP
mul ti cast enabled) router to discover the presence of nulticast
listeners on directly attached links, and to discover which nulticast
addresses are of interest to those |listening nodes. MD was
specifically designed to cope with fairly dynanic situations in which
multicast listeners may join and | eave at any tine.

| GWP/ MLD Snooping is a technique inplenented in sone corporate LAN
routing/sw tching devices. An MD snooping switch |istens to M.D
St at e Change Report nessages from MLD |isteners on attached |inks.
Based on this, the switch | earns on what LAN segnments there is
interest for what IP nmulticast traffic. |If the switch receives at
some point an I P nulticast packet, it uses the stored information to
deci de onto which LAN segnent(s) to send the packet. This inproves
network efficiency conpared to the regul ar behavi or of forwarding
every incomng multicast packet onto all LAN segnents. An M.D
shooping switch may al so send out M.D Query nessages (which is
normal |y done by a device in M.D Router role) if no M.D Router is
present.

[ RFC6636] di scusses optinmal tuning of the paraneters of M.D for
routers for nobile and wirel ess networks. These guidelines nmay be
useful when inplenmenting M.D in LLNSs.

Appendi x B. CoAP-(Cbserve Alternative to Group Conmunication

The CoAP (bservation extension [I-D.ietf-core-observe] can be used as
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a sinple (but very linmted) alternative for group comunication. A
group in this case consists of a CoAP server hosting a specific
resource, plus all CoAP clients observing that resource. The server
is the only group nenber that can send a group nessage. It does this
by nodifying the state of a resource under observation and
subsequently notifying its observers of the change. Serial unicast
is used for sending the notifications. This approach can be a sinple
alternative for networks where IP nmulticast is not available or too
expensi ve.

The CoAP- Qbserve approach is unreliable in the sense that, even
t hough Confirmabl e CoAP nessages nmay be used, there are no guarantees
that an update will be received. For exanple, a client may believe
it is observing a resource while in reality the server rebooted and
lost its listener state.
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