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Abstract
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(NLRI') encoding fornmat.

This is

Reachability I nformation
The mechanismis applicable to physical and
The mechani sm described is subject to policy control

Applications of this technique include Application Layer Traffic

Optinization (ALTO servers,
Requi rement s Language

The key words " MJST",

" SHOULD",

" SHOULD NOT",

"MJST NOT", "REQUI RED',

" RECOMVENDED', " MAY",

and Path Conmputation El ements (PCEs).

"SHALL", "SHALL NOT",
and "OPTIONAL" in this

docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Status of this Meno

This Internet-Draft

is submtted in ful

provi sions of BCP 78 and BCP 79.

conformance with the

Internet-Drafts are working docunments of the Internet Engineering

Task Force (1ETF).
wor ki ng docunents as Internet-Drafts

Note that other groups may also distribute
The list of current

| nt er net -

Drafts is at http://datatracker.ietf.org/drafts/current/.

Gedler, et al.

Expi res August 28, 2013

[ Page 1]



Internet-Draft Link-State Info Distribution using BGP February 2013
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on August 28, 2013.
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Provisions Relating to | ETF Documents
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1. Introduction

The contents of a Link State Database (LSDB) or a Traffic Engineering
Dat abase (TED) has the scope of an I GP area. Sone applications, such
as end-to-end Traffic Engineering (TE), would benefit fromvisibility
out si de one area or Autononous System (AS) in order to nake better
deci si ons.

The |1 ETF has defined the Path Conputation El enent (PCE) [ RFC4655] as

a mechani sm for achi eving the conputation of end-to-end TE paths that
cross the visibility of nore than one TED or which require CPU

i ntensive or coordinated conputations. The |IETF has al so defined the
ALTO Server [RFC5693] as an entity that generates an abstracted

net wor k topol ogy and provides it to network-aware applications.

Both a PCE and an ALTO Server need to gather information about the
topol ogi es and capabilities of the network in order to be able to
fulfill their function

Thi s docunment describes a mechani sm by which Link State and TE

i nformati on can be collected fromnetworks and shared with externa
conponents using the BGP routing protocol [RFC4271]. This is

achi eved using a new BGP Network Layer Reachability Information
(NLRI') encoding format. The nmechanismis applicable to physical and
virtual links. The mechani sm described is subject to policy control

A router maintains one or nore databases for storing |link-state

i nformati on about nodes and links in any given area. Link attributes
stored in these databases include: |ocal/remte | P addresses, |ocal/
renote interface identifiers, link metric and TE netric, link
bandwi dt h, reservabl e bandw dth, per CoS class reservation state,
preenption and Shared Ri sk Link Goups (SRLG. The router’s BGP
process can retrieve topology fromthese LSDBs and distribute it to a
consuner, either directly or via a peer BGP Speaker (typically a

dedi cated Route Reflector), using the encoding specified in this
docunent .

The collection of Link State and TE link state information and its
distribution to consuners is shown in the follow ng figure.
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Figure 1: TE Link State info collection

A BGP Speaker may apply configurable policy to the information that
it distributes. Thus, it may distribute the real physical topol ogy
fromthe LSDB or the TED. Alternatively, it may create an abstracted
topol ogy, where virtual, aggregated nodes are connected by virtua

pat hs. Aggregated nodes can be created, for exanple, out of nmultiple
routers in a POP. Abstracted topol ogy can also be a nmix of physica
and virtual nodes and physical and virtual |inks. Furthernore, the
BGP Speaker can apply policy to deternine when information is updated
to the consumer so that there is reduction of information flow form
the network to the consuners. Mechani snms through which topol ogi es
can be aggregated or virtualized are outside the scope of this
docunent

2. Mtivation and Applicability

This section describes uses cases fromwhich the requirenents can be
deri ved.

2.1. MLS-TE with PCE
As described in [ RFC4655] a PCE can be used to conpute MPLS-TE paths

within a "domai n" (such as an I GP area) or across nultiple donains
(such as a nmulti-area AS, or multiple ASes).
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0o Wthin a single area, the PCE offers enhanced conputati onal power
that may not be avail able on individual routers, sophisticated
policy control and al gorithnms, and coordi nation of conputation
across the whol e area.

o If arouter wants to conpute a MPLS-TE path across IGP areas its
own TED | acks visibility of the conplete topology. That neans
that the router cannot determine the end-to-end path, and cannot
even select the right exit router (Area Border Router - ABR) for
an optimal path. This is an issue for |arge-scale networks that
need to segnent their core networks into distinct areas, but which
still want to take advantage of MPLS-TE.

Previ ous sol utions used per-domain path conputation [ RFC5152]. The
source router could only conpute the path for the first area because
the router only has full topological visibility for the first area
al ong the path, but not for subsequent areas. Per-donain path
comput ation uses a technique called "l oose- hop-expansi on" [ RFC3209],
and selects the exit ABR and other ABRs or AS Border Routers (ASBRs)
using the |1 GP conputed shortest path topology for the remai nder of
the path. This may |lead to sub-optinmal paths, nakes alternate/
back-up path conputation hard, and might result in no TE path being
found when one really does exist.

The PCE presents a conputation server that may have visibility into
nmore than one | GP area or AS, or may cooperate with other PCEs to
performdistributed path conputation. The PCE obvi ously needs access
to the TED for the area(s) it serves, but [RFC4655] does not describe
how this is achieved. Many inplenentations nake the PCE a passive
participant in the IG? so that it can learn the |atest state of the
network, but this nmay be sub-optinmal when the network is subject to a
hi gh degree of churn, or when the PCE is responsible for nultiple
areas.

The following figure shows how a PCE can get its TED i nfornation
usi ng the mechani sm described in this docunent.
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Figure 2: External PCE node using a TED synchronization nmechani sm

The mechanismin this docunent allows the necessary TED infornation
to be collected fromthe I1GP within the network, filtered according
to configurable policy, and distributed to the PCE as necessary.

2.2. ALTO Server Network API

An ALTO Server [RFC5693] is an entity that generates an abstracted
net work topol ogy and provides it to network-aware applications over a
web service based API. Exanple applications are p2p clients or
trackers, or CDNs. The abstracted network topol ogy comes in the form
of two maps: a Network Map that specifies allocation of prefixes to
Partition Identifiers (PIDs), and a Cost Map that specifies the cost
between PIDs listed in the Network Map. For nore details, see
[I-D.ietf-alto-protocol]

ALTO abstract network topol ogi es can be auto-generated fromthe
physi cal topol ogy of the underlying network. The generation would
typically be based on policies and rules set by the operator. Both
prefix and TE data are required: prefix data is required to generate
ALTO Network Maps, TE (topology) data is required to generate ALTO
Cost Maps. Prefix data is carried and originated in BGP, TE data is
originated and carried in an | GP. The mechanismdefined in this
docunent provides a single interface through which an ALTO Server can
retrieve all the necessary prefix and network topology data fromthe
underlying network. Note an ALTO Server can use other nechanisns to
get network data, for exanple, peering with nmultiple | GP and BGP
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Speakers.

The followi ng figure shows how an ALTO Server can get network
topol ogy information fromthe underlying network using the mechani sm
described in this docunent.
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to-me-- - + | Protocol | ALTO | Link-State NLRI | BGP |
| dient |<--4------------ | Server |<---------------- | Speaker |
. + | | | |
| [ S, + [ +
[ SR + |
| dient |<--+
Fom e e e oo +

Figure 3: ALTO Server using network topol ogy information

3. Carrying Link State Information in BGP

This specification contains two parts: definition of a new BGP NLR
that describes links, nodes and prefixes conmprising |GP link state

i nformati on, and definition of a new BGP path attribute that carries
I'ink, node and prefix properties and attributes, such as the link and
prefix netric or node properties.

3.1. TLV For nat

Information in the newlink state NLRIs and attributes is encoded in
Type/ Length/Val ue triplets. The TLV format is shown in Figure 4.

0 1 2 3
01234567890123456789012345678901
T S S S T T S S s e ey
| Type | Length |
B S T S T S i i S s S S S S

Val ue (vari abl e)

I I
I I
I I
+- +

T T S S i S i T S S i SN S

Figure 4: TLV format

The Length field defines the length of the value portion in octets
(thus a TLV with no val ue portion would have a I ength of zero). The
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TLV is not padded to four-octet alignnent. Unrecognized types are
i gnor ed.

3.2. The Link State NLR

The MP_REACH and MP_UNREACH attributes are BGP' s contai ners for
carryi ng opaque information. Each Link State NLRI describes either a
node, a link or a prefix.

Al'l 1ink, node and prefix information SHALL be encoded using a TBD
AFl / TBD SAFI header into those attributes.

In order for two BGP speakers to exchange Link-State NLRI, they MJST
use BGP Capabilities Advertisenent to ensure that they both are
capabl e of properly processing such NLRI. This is done as specified
in [RFC4760], by using capability code 1 (nulti-protocol BGP), with
an AFI/ SAFl TBD.

The format of the Link State NLRI is shown in the follow ng figure.

0 1 2 3

01234567890123456789012345678901
B T i it T s i S e i SR SR
[ NLRI Type [ Total NLRI Length [
i e i e S S e e R  E EE e e o ok

I I
| Li nk-State NLRI (vari able) |
I I
B R e i s T e S T S S N e i i i S S S e T S

Figure 5: Link State SAFI (TBD) NLRI For mat
0 1 2 3
01234567890123456789012345678901
T T R e e e e s S e e ik i NI SR
NLRI Type [ Total NLRI Length [

B S T o S e e e it i S S S S i i S SIS S S

Rout e Di sti ngui sher

I

+-

I I
+ +
I I
T T e o e e S S e e TR E
I I
| Li nk-State NLRI (variable) |
I I
+- +

B S i S S ity SR S S il SR NP S o

Figure 6: Link State SAFI 128 NLRI For mat
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The ' Total NLRI Length’ field contains the cunulative | ength of rest
of the NLRI not including the NLRI Type field or itself. For VPN
applications it also includes the length of the Route Distinguisher

The "'NLRI Type' field can contain one of the foll owi ng val ues:

Type = 1: Link NLRI, contains link descriptors and link attributes
Type = 2: Node NLRI, contains node attributes

Type = 3: | Pv4 Topology Prefix NLR

Type = 4: |1 Pv6 Topology Prefix NLR

The Link NLRI (NLRI Type = 1) is shown in the follow ng figure.

0 1 2 3
01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| Protocol-ID | Reserved | |
B i S S S i i T S N S +
[ Identifier (variable) [
T T e b i i e e s o S I SR N S
| Local Node Descriptors (variable) [
T e e e i e S S e A CE o o R
| Renot e Node Descriptors (variable) |
B i S S T s i S T st i S S S S S S S S i
[ Li nk Descriptors (variabl e) [
T T e b i i e S e b o S HI SRR SR

Figure 7: The Link NLRI fornat
The Node NLRI (NLRI Type = 2) is shown in the following figure

0 1 2 3
01234567890123456789012345678901
i T e o o s T e e et e ok o Sl e
| Protocol-ID | Reserved | |
B i S S S i i T S N S +
[ Identifier (variable) [
T T e e i i e e s o i S SR S
| Local Node Descriptors (variable) [
T e e e i e S S e A CE o o R

Figure 8: The Node NLRI format

The 1 Pv4 and IPv6 Prefix NLRIs (NLRI Type = 3 and Type = 4) use the
sane format as shown in the followi ng figure
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
| Protocol-ID | Reserved [ [
R i s ok S i N SR R R S +
[ I dentifier (variable) [
e T e e e i e S S e e R CE o ok o
| Local Node Descriptor (variable) |
B i S S T s i S T st i S S S S S S S S i
| Reachability information (variable; one or nore prefixes) [
B T e s i i e e s s o i S S S

Figure 9: The | Pv4/IPv6 Topol ogy Prefix NLRI fornmat
The "Protocol -1D field can contain one of the foll ow ng val ues:

Protocol -1 D = 0: Unknown, The source of NLRI information could not
be determ ned

Protocol -1 D = 1: IS 1S Level 1, The NLR infornation has been
sourced by IS IS Level 1

Protocol-1D = 2: 1S 1S Level 2, The NLR information has been
sourced by IS-IS Level 2

Protocol -1 D = 3: OSPF, The NLRI information has been sourced by
OSPF

Protocol -1D = 4: Direct, The NLRI information has been sourced
fromlocal interface state

Protocol -1 D = 5: Static, The NLRI information has been sourced by
static configuration

Both OSPF and IS-1S may run nultiple routing protocol instances over
the same link. See [RFC6822] and [ RFC6549].

Identifier TLV is a mandatory TLV containing identifiers of the NLR
and used to associate the NLRI to an instance, a donmain, an area or a
prefix.

Each Node Descriptor and Link Descriptor consists of one or nore TLVs
described in the followi ng sections. The sender of an UPDATE nessage
MUST order the TLVs within a Node Descriptor or a Link Descriptor in

ascendi ng order of TLV type.
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3.2. 1. Identifier TLV

Identifier TLV (Type 256) is a nmandatory TLV that appear in Node,
Link and Prefix NLRIs. Ildentifier TLV carries all identifiers
associated with the NLRI in a SubTLV format. Possible Sub TLVs are
Instance ldentifier, Donmain Identifier, Area |dentifier, OSPF Route
Type and Mul ti-Topol ogy I D

0 1 2 3
01234567890123456789012345678901
B T i it T s i S e i SR SR
[ Type [ Lengt h [
e T e e e o i e S e N e R Tk o S e
| Identifier Sub-TLVs (variable) |
B i S S T s i S T st i S S S S S S S S i

Wher e:

Type: 256
Length: variabl e
Identifier Sub-TLVs: ldentifiers

Figure 10: ldentifier TLV Fornat

An Identifier may be used to distinguish a Node, a Link or a Prefix
with different types of identifiers. Therefore different SubTLVs are
defined here below in order to address the different requirements.

3.2.1.1. Instance ldentifier SubTLV

Instance ldentifier is a mandatory SubTLV that MJST be present in al
NLRIs. It is used to identify the topol ogy instance the content of
the NLRI and attributes refers to.
0 1 2 3
01234567890123456789012345678901
T T R e e e e s S e e ik i NI SR
[ Type [ Length [
B i s T T S T et S S T S I T s sl s ol ST S S S
| Instance ldentifier (variable) |
B T i S S i S T h T i S S S S e

Wher e:

Type: 1
Length: vari abl e

Figure 11: Instance ldentifier Sub-TLV Fornat
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3.2.1. 2. Domain I dentifier SubTLV

Domain ldentifier is an optional SubTLV that MAY be present in all
NLRIs. It is used to identify the domain (or sub-donain) to which
the NLRI bel ongs.
0 1 2 3
01234567890123456789012345678901
B T T i I T T o S S S e b S S S
| Type | Length |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o
| Domain lIdentifier (variable) |
B E e r e s i s i o T T s S S S S 2

Wher e:

Type: 2
Length: variabl e

Figure 12: Domain ldentifier Sub-TLV Fornmat
3.2.1.3. Area ldentifier SubTLV

Area ldentifier is an optional SubTLV that MAY be present in all
NLRIs. It is used to identify the area to which the NLR bel ongs.
Exanpl e: an OSPF ABR router advertises itself multiple tine (one for
each area it participates into). Area ldentifier allows the
different NLRIs of the sanme router to be discrimnated.
0 1 2 3
01234567890123456789012345678901
T S T i T S S s i S s
| Type | Length |
B i s T T S T et S S T S I T s sl s ol ST S S S
| Area ldentifier (variable) |
B T i S S i S T h T i S S S S e

Wher e:

Type: 3
Lengt h: vari abl e

Figure 13: Area ldentifier Sub-TLV For nat
3.2.1.4. COSPF Route Type SubTLV
Route Type is an optional SubTLV that MAY be present in the Prefix
NLRIs. It is used to identify the OSPF route-type of the prefix. It

is used when an COSPF prefix is advertised in the OSPF domain with
multiple different route-types. The Route Type ldentifier allows to
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di scrimnate these adverti senents.
0 1 2 3
01234567890123456789012345678901
B T i S S i S T h T i S S S S e

| Type | Lengt h |
T T e o o e m S S e i S N R SR
| Route Type [
+- - - - - - - -+
Wher e:
Type: 4
Length: 1

Fi gure 14: OSPF Route Type Sub-TLV For nmat

OSPF Route Type can be either: Intra-Area (0x1), Inter-Area (0x2),
External 1 (0x3), External 2 (0x4), NSSA (0x5) and is encoded in a 3
bits nunber. For prefixes learned fromIS- 1S, this field MIST to be
set to Ox0 on transm ssion.

3.2.1.5. Milti Topology ID SubTLV

The Multi Topology I D SubTLV (type: 5) carries the Miulti Topol ogy ID
for the link, node or prefix. The semantics of the Miulti Topol ogy ID
are defined in RFC5120, Section 7.2 [RFC5120], and the OSPF Ml ti
Topol ogy 1 D), defined in RFC4915, Section 3.7 [RFC4915]. If the
value in the Multi Topology ID TLV is derived from CSPF, then the
upper 9 bits of the Multi Topology ID are set to O.

0 1 2 3
01234567890123456789012345678901
B S T S T S i i S s S S S S
[ Type | Lengt h |
T i T DU A S
|RRRR Multi Topology ID |
T S S e

Figure 15: Multi Topol ogy I D SubTLV for mat
The Multi Topology Identifier SubTLV is present in any NLR Type.
3.2.2. Node Descriptors
Each |ink gets anchored by at least a pair of router-1Ds. Since
there are many Router-1Ds formats (32 Bit IPv4 router-1D, 56 Bit |SO

Node-I D and 128 Bit |Pv6 router-1D) a link may be anchored by nore
than one Router-ID pair. The set of Local and Renpte Node
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Descriptors describe which Protocols Router-IDs will be following to
"anchor" the link described by the "Link attribute TLVS". There nust
be at least one "like" router-ID pair of a Local Node Descriptors and
a Renote Node Descriptors per-protocol. |If a peer sends an illega
conbination in this respect, then this is handled as an NLRI error
described in [ RFC4760] .

It is desirable that the Router-1D assignments inside the Node anchor
are gl obally unique. However there may be router-1D spaces (e.g.

I SO where not even a global registry exists, or worse, Router-1Ds
have been allocated followi ng private-IP RFC 1918 [ RFC1918]

al l ocation. W use AS Nunber (or Confederation |ID) and BGP
Identifier in order to disamnmbiguate the Router-I1Ds, as described in
Section 3.2.2.4.

3.2.2.1. Local Node Descriptors

The Local Node Descriptors TLV (Type 257) contains Node Descriptors
for the node anchoring the local end of the link. The length of this
TLV is variable. The value contains one or nore Node Descriptor Sub-
TLVs defined in Section 3.2.2.3.

0 1 2 3
01234567890123456789012345678901
T T S S M A S W S S WA S ST S SRS
| Type | Length |
B S T S T S i i S s S S S S

{ Node Descriptor Sub-TLVs (vari abl e) {
L-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
Figure 16: Local Node Descriptors TLV format
3.2.2.2. Renote Node Descriptors
The Renote Node Descriptors TLV (Type 258) contains Node Descriptors
for the node anchoring the renote end of the link. The Iength of

this TLV is variable. The value contains one or nore Node Descriptor
Sub- TLVs defined in Section 3.2.2.3.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S

I Node Descriptor Sub-TLVs (vari abl e) I

!I-—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—+—!l-
Figure 17: Renote Node Descriptors TLV fornmat

3.2.2.3. Node Descriptor Sub-TLVs

The Node Descri ptor Sub-TLV type codepoints and |l engths are listed in
the follow ng table:

I T Fommmmeas +
| TLV/ SubTLV | Description [ Length |
s ) Fomm e e e o - +
| 259 | Autononpbus System | 4 |
[ 260 | BGP ldentifier [ 4 |
| 261 | 1SO Node-1D | 7|
[ 262 | 1Pv4 Router-1D | variable |
[ 263 | 1Pv6 Router-ID [ 16 |
s ) Fomm e e e o - +

Tabl e 1: Node Descriptor Sub-TLVs
The TLV values in Node Descriptor Sub-TLVs are defined as foll ows:
Aut ononpbus System  opaque value (32 Bit AS Number)

BGP-ldentifier: opaque value (32 Bit AS ID); uniquely identifying
the BGP-LS speaker within an AS.

| Pv4 Router ID: opaque value (can be an |Pv4 address or an 32 Bit
router ID). Wen encoding an OSPF Designated Router ID, the
length is 8 (first 4 bytes is the Router-ID originating the Type-2
LSA and next 4 bytes are taken fromthe Type-2 LSA ID). In other
cases, the length is 4.

I Pv6 Router ID: opaque value (can be an | Pv6 address or 128 Bit
router ID).

Gedler, et al. Expi res August 28, 2013 [ Page 16]



Internet-Draft Link-State Info Distribution using BGP February 2013

I SO Node ID: 1SO node-ID (6 octets | SO system|1D) followed by a PSN
octet in case LAN "Pseudonode" information gets advertised. The
PSN octet nust be zero for non-LAN "Pseudonodes”

There can be at npbst one instance of each TLV type present in any
Node Descriptor. The TLV ordering within a Node descriptor MJST
be kept in order of increasing nuneric value of type. TLVs 259
and 260 specify administrative context in which TLVs 261-263 are
to be evaluated. The first TLV fromrange 261-263 is to be
interpreted as the primary node identifier by which the node can
be referenced within its admnistrative contexts. Any further
TLVs are to be treated as secondary identifiers, which my be used
for cross-reference, but are to be treated as if they are object
attributes.

3.2.2.4. dobally Unique BGP-LS Identifiers

One problemthat needs to be addressed is the ability to identify an
| G° node globally (by "global", we mean within the BGP-LS dat abase
collected by all BGP-LS speakers that talk to each other). This can
be expressed through the followi ng two requirenents:

(A) The sane node nust not be represented by two keys (otherw se one
node will look |ike two nodes).

(B) Two different nodes nust not be represented by the sane key
(otherwi se, two nodes will |ook |ike one node).

We define an "I GP donmmi n" to be the set of nodes (and links), within
whi ch, each node has a unique | GP representation by using the

combi nation of area-id, |G router-id, Level, instance ID, etc. The
problemis that BGP brings nodes fromnultiple independent "IGP

domai ns" and we need to distinguish between them Mreover, we can’t
assune there is always one and only one | GP donai n per Autononous
System (or Aut ononpus System confederation nenber). Follow ng cases
illustrate scenario’s where | GP donmain and ASs boundaries do not

mat ch.

(i) Stub ASs or non-contiguous AS: One can have an AS that has
di sjoint parts, each running an i ndependent | GP donain.
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| GP domain 1 | GP domain 2
AS 1 AS 1
+-- -+ +-- -+
I I I I
R R
\ /
T +
I I
Fomm e o +
Transit AS

Fi gure 18: Stub-ASs or non-contiguous AS
Using ASN to globally identify I GP node may break requirenent (B).

(ii) It is possible to run the sane | GP donmin across nultiple AS.

o e e e e e e aa oo +

| +------ + R e, +

| | AS 1 | | AS 2 | |

| +------ + - - - - - +

o e e e e e aaoo o +
| GP donmi n

Fi gure 19: | GP Domain
Using ASN to globally identify IGP node will break requirement (A).

(iii) It is possible to run I GP across nenber-ASs in a confederation.

o m e e e eeeoooao- +
|+ -------------------------- + |
| |4 b ]
| | | menber | | menber | | |
| | | AS1 | | AS2 | | |
| | +-------- + Ty + |
[ +
| | GP domai n |
Fom e e e e e e e e e e ee oo +

Conf ederation (confed-id 1)
Fi gure 20: Confederation

Usi ng a Confederation/ MenberAS identifier to globally identify IGP
node will break requirement (A).

(iv) It is possible to run nore than one I GP domain within an AS by
setting up "transit BGP speakers".
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+ +
| 1GP | +--+] IGP [
| domain 1 +-+  +-+ donain 2 |
+ +

Fi gure 21: Transit BGP Node
Using ASN to globally identify I GP node may break requirenent (A).

In summary, there is no strict relation between BG AS division and

| GP domains. Therefore, the foll owi ng nechanismis proposed to
address the requirements. W assune that a BGP-LS speaker is
collocated with one and only one | GP node. The BGP-LS speaker
originates BGP-LS NLRIs that correspond to the objects in the LSDB of
that | GP node

We enbed a "string" (identifier) in the node descriptor to globally
identify the node. The question is how we construct such a string,
and what should be the scope of such a string so that the
construction of the string can be sinple. Let the set of |IGP nodes
within which LSA/LSP flooding is linmted to be the "flooding set".
Consi der a given "flooding set". W have the followi ng three
possibilities:

Case a) There is no BGP LS speaker running on any node in the
fl oodi ng set.

Case b) There is one BGP LS speaker running on one node in the
fl oodi ng set.

Case c) There is nore than one BGP LS speakers running on the nodes
in the flooding set.

For Case a), the nodes in that flooding set do not appear in BGP LS
dat abase. So we can ignore that case for this discussion. To
satisfy requirement (B), the string we use in different | GP donmains
must be different. One possible approach is as foll ows:

Approach 1) The user configures a unique "string” on all BGP LS
speakers within one | GP donmai n.

Now we make an observation that sinplifies the task: it is sufficient
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to have a unique "string" per flooding set.

When we have a unique string per flooding set, then two nodes in
different 1 GP domains, which by definition belong to different
floodi ng sets, would have different "strings". So requirenent B) is
satisfied. On the other hand, a given node appears only in the LSDB
of the nodes in the sane flooding set. So a given node will always
have only one "string" and we satisfy requirement A). Gven this, we
have:

Approach 2) Each BGP LS speaker uses the <Autononobus System Nunber,
BGP Identifier> as the string.

The conbi nati on of <Autononmpbus System BGP ldentifier> is globally
uni que, as per [RFC6286].

For Case b), which is the sinplest BGP-LS depl oynent scenario, this
approach requires no additional configuration fromthe user

For Case c), however, if each BGP-LS speaker in the given flooding
set attaches its own <Autononmpbus System BCGP Identifier> then we
will violate requirenent A). So that case, the user needs to choose
one of the BGP-LS speakers in the flooding set as the "chosen
speaker" and configure the rest of the BGP-LS speakers in that
floodi ng set to use the <Autononmous System BGP ldentifier>

combi nation of the "chosen speaker".

When an | GP node belongs to two or nore flooding sets, it views
itself as a collocation of one node per flooding set and accordingly
encodes the NLRIs. Consider the follow ng exanple:

Level -1 l evel -1-2 level -1
N1 NO N2
+---+ linkl +---+ link 2 +---+
| S RS + Foemmmmaas + |
+---+ +---+ +---+
| <- Level 1 -3 | <- level 2 -3
L11 L12
"strl" "str2"

Figure 22: 1GP Node in nultiple flooding sets

The node NO is a level 1-2 node. Linkl belongs to level 1 area L11,
whi ch has string "str1". Link2 belongs to level 1 area L12 which has
string "str2". NO has both Iinkl and Iink2 in its LSDB. |If BGP LS
speaker is running on NO, then NO views itself as a collocation of
two nodes: NO(L11) and NO(L12) and originate <strl, N1, NO> and
<str2, NO, N2>,
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To sum up, the mechani smworks as foll ows:

1. W use <Autononobus System BGP ldentifier> as the
di sanbi guati ng string.

2. By default, a BGP-LS speaker uses its own ASN, BGP identifier
(router-id) for these fields for the NLRIs it originates.

3. Operator has the ability to configure other <ASN, BGP | D> per
floodi ng set the | GP node underneath belongs to. In that case,
the node descriptor(s) for a given NLRI uses the string
corresponding to the flooding set where the node bel ongs.

The operator needs to provide the configuration if there are nultiple
BGP- LS speakers running in the sanme flooding set.

3.2.2.5. Router-I1D Anchoring Exanpl e: | SO Pseudonode

I S-1S Pseudonodes are a good exanple for the variable Router-1D
anchoring. Consider Figure 23. This represents a Broadcast LAN
between a pair of routers. The "real" (=non pseudonode) routers have
both an IPv4 Router-ID and | S-1S Node-ID. The pseudonode does not
have an I Pv4 Router-ID. Two unidirectional |inks (Nodel, Pseudonode
1) and (Pseudonode 1, Node 2) are bei ng generat ed.

The NRLI for (Nodel, Pseudonodel) encodes |ocal IPv4 router-ID, |oca
| SO node-1D and renote | SO node-i d)

The NLRI for (Pseudonodel, Node2) encodes a |local |SO node-1D and
renote | SO node-id.

o + o + o +
| Nodel | | Pseudonode 1 | | Node?2 |
| 1920. 0000. 2001. 00| - - - >| 1920. 0000. 2001. 02| - - - >| 1920. 0000. 2002. 00|
| 192.0.2.1 | | | | 192.0.2.2 |
T + T + T +

Figure 23: 1S-1S Pseudonodes
3.2.2.6. Router-I1D Anchoring Exanple: OSPFv2 to IS-1S Mgration

Mgrating gracefully fromone | GP to another requires congruent
operation of both routing protocols during the nmigration period. The
target protocol (1S-1S) supports nmore router-ID spaces than the
source (OSPFv2) protocol. When advertising a point-to-point |ink

bet ween an OSPFv2-only router and an OSPFv2 and | S-1S enabl ed router
the following Iink information nmay be generated. Note that the IS 1S
router also supports the | Pv6 traffic engineering extensions RFC 6119
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[RFC6119] for IS1S.

The NRLI encodes |local |Pv4 router-id, renote | Pv4 router-id, renote
I SO node-id and renpte | Pv6 node-i d.

3.2.3. Link Descriptors

The 'Link Descriptor’ field is a set of Type/Length/Value (TLV)
triplets. The format of each TLV is shown in Section 3.1. The ’'Link
descriptor’ TLVs uniquely identify a link between a pair of anchor
Routers. A link described by the Link descriptor TLVs actually is a

"hal f-1ink", a unidirectional representation of a logical link. In
order to fully describe a single logical Iink two originating routers
need to advertise a half-link each, i.e. two link NLRIs will be

adverti sed.

The format and semantics of the 'value’ fields in nost 'Link
Descriptor’ TLVs correspond to the format and semantics of val ue
fields in IS-1S Extended IS Reachability sub-TLVs, defined in

[ RFC5305], [RFC5307] and [ RFC6119]. Although the encodings for ’Link
Descriptor’ TLVs were originally defined for 1S-1S, the TLVs can
carry data sourced either by IS-1S or OSPF.

The following Iink descriptor TLVs are valid in the Link NLRI

s Fom e e e e e e e e oo B ) +
| TLV/ SubTLV | Description | IS 1S | Val ue defined |
[ [ | TLV/ Sub-TLV | in: [
S e . S +
[ 264 | Link Local/Renpte | 22/ 4 | [RFC5307]/1.1 [
[ | ldentifiers [ [ [
[ 265 | 1Pv4 interface [ 22/ 6 | [RFC5305]/3.2 [
| | address | | |
[ 266 | 1Pv4 nei ghbor [ 22/ 8 | [RFC5305]/3.3 [
| | address | | |
| 267 | IPv6 interface | 22/ 12 | [RFC6119]/4.2 |
| | address | | |
[ 268 | 1'Pv6 nei ghbor [ 22/ 13 | [RFC6119]/4.3 [
| | address | | |
[ 256/ 5 | Multi Topology ID | --- | Section 3.2.1.5

S - . S +

Tabl e 2: Link Descriptor TLVs
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3.2.4. Prefix Descriptors

The ' Prefix descriptor’ TLVs uniquely identify a Prefix (I1Pv4 or
| Pv6) originated by a Node.

The following Prefix descriptor TLVs are valid in the |Pv4/1Pv6
Prefix NLRI:

Fom e e o e e e e e oo - e e e e e oo - Fom e e e e e +
| TLV/ SubTLV | Description [ SIS | Val ue defined [
[ [ [ TLV/ Sub-TLV | in: [
TS o e e e oo - o e e e oo - o e e e o - +
| 256/ 5 | Multi Topol ogy | --- | Section 3.2.1.5 |
I | ID I I I
Fom e e o e e e e e oo - e e e e e oo - Fom e e e e e +

Table 3: Prefix Descriptor TLVs

3.2.4.1. The Prefix NLRI

The Prefix NLRI is a variable Iength field that contains one or nore
| P address prefixes (1Pv4 or IPv6) originally advertised in the | GP
topol ogy. The NLRI Type determines the address-fanmily. Reachability
information is encoded as one or nore 2-tuples of the form <l ength,
prefix> whose fields are described bel ow

o m e e e e e e e e e aa oo +
[ Length (1 octet) [
o e e iaoooooo- +
| Prefix (variable) |
o e oo +

Figure 24: Prefix NLRI format

The 'Length’ field contains the length of the prefix in bits. Only
the nmost significant octets of the prefix are encoded. I|.e. 1 octet
for prefix length 1 up to 8, 2 octets for prefix length 9 to 16, 3

octets for prefix length 17 up to 24 and 4 octets for prefix length
25 up to 32, etc.

3.3. The LINK STATE Attribute

This is an optional, non-transitive BGP attribute that is used to
carry link, node and prefix paraneters and attributes. It is defined
as a set of Type/Length/Value (TLV) triplets, described in the
followi ng section. This attribute SHOULD only be included with Link
State NLRIs. This attribute MJST be ignored for all other NLRIs.
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3.3. 1. Link Attribute TLVs

Each "Link Attribute’ is a Type/lLength/Value (TLV) triplet formatted
as defined in Section 3.1. The format and senmantics of the ’val ue’
fields in sonme 'Link Attribute TLVs correspond to the fornmat and
semantics of value fields in IS-1S Extended | S Reachability sub-TLVs,
defined in [ RFC5305] and [RFC5307]. COher 'Link Attribute’ TLVs are
defined in this docunent. Although the encodi ngs for ’'Link
Attribute’ TLVs were originally defined for IS-IS, the TLVs can carry
data sourced either by 1S 1S or OSPF.

The following 'Link Attribute TLVs are are valid in the LI NK_STATE

attribute:

Fom e e o e e e e e e e e o S e e e e e oo - +
| TLV/ SubTLV | Description [ SIS | Defined in: [
| | | TLV/ Sub-TLV | |
N . T . - +
[ 256/ 3 | Area ldentifier [ | Section 3.2.1.3 |
| 269 | Administrative | 22/ 3 | [RFC5305]/3.1 |
| | group (color) | | |
[ 270 | Maximum Iink [ 22/ 9 | [RFC5305]/3.3 [
| | bandwi dth | | |
| 271 | Max. reservable | 22/ 10 | [RFC5305]/3.5 |
[ | 1ink bandwi dth [ [ [
| 272 | Unreserved | 22/ 11 | [RFC5305]/3.6 |
[ | bandw dth [ [ [
[ 273 | TE Default Metric [ 22/ 18 | [RFC5305]/3.7 [
| 274 | Link Protection | 22/ 20 | [RFC5307]/1.2 |
I | Type I I I
| 275 | MPLS Protocol Mask | | Section 3.3.1.1 |
| 276 | Metric | --- | Section 3.3.1.2 |
| 277 | Shared Ri sk Link | | Section 3.3.1.3 |
I | Goup I I I
| 278 | OSPF specific link | | Section 3.3.1.4 |
| | attribute | | |
[ 279 | 1S-1S Specific Link | | Section 3.3.1.5 |
| | Attribute | | |
Fom e e o e e e e e e e e o S e e e e e oo - +

Table 4: Link Attribute TLVs
3.3.1.1. MPLS Protocol Msk TLV
The MPLS Protocol TLV (Type 275) carries a bit mask describing which
MPLS signaling protocols are enabled. The length of this TLV is 1.

The value is a bit array of 8 flags, where each bit represents an
MPLS Protocol capability.
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S
IL R I

+o e e e e e e -+

Fi gure 25: MPLS Protocol TLV

The following bits are defined:

| O | Label Distribution Protocol (LDP) | [ RFC5036] |
| 1 | Extension to RSVP for LSP Tunnels (RSVP-TE) | [RFC3209] |
| 2-7 | Reserved for future use |

Tabl e 5: MPLS Protocol Mask TLV Codes
3.3.1.2. Metric TLV

The 1GP Metric TLV (Type 276) carries the netric for this link. The
length of this TLVis 3. |If the length of the metric fromwhich the
IGP Metric value is derived is less than 3 (e.g. for OSPF |ink
metrics or non-wide IS-1S netric), then the upper bits of the TLV are
set to O.

0 1 2 3
01234567890123456789012345678901
B S T S T S i i S s S S S S
[ Type | Lengt h |
A S S
| | GP Link Metric |
T A TE

Figure 26: Metric TLV format
3.3.1.3. Shared Ri sk Link Goup TLV

The Shared Ri sk Link Goup (SRLG TLV (Type 277) carries the Shared
Ri sk Link Goup information (see Section 2.3, "Shared Ri sk Link Goup
Information", of [RFC4202]). It contains a data structure consisting
of a (variable) list of SRLG val ues, where each elenent in the |ist
has 4 octets, as shown in Figure 27. The length of this TLVis 4 *
(nunber of SRLG val ues).
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B i i S S i I e i S S R L e e e e
[ Shared Ri sk Link G oup Val ue [
R R e R e s s e o S S e R e o o
!I-— B T T i S T ai o S S I S S S T S S +-!|-
[ Shared Ri sk Link G oup Val ue [
B i i S S i I e i S S R L e e e e

Fi gure 27: Shared Ri sk Link Goup TLV fornmat

Note that there is no SRLG TLV in GSPF-TE. In IS 1S the SRLG
information is carried in two different TLVs: the IPv4 (SRLG TLV
(Type 138) defined in [ RFC5307], and the I Pv6 SRLG TLV (Type 139)
defined in [RFC6119]. Since the Link State NLRI uses variable
Router-1D anchoring, both IPv4 and | Pv6 SRLG i nformation can be
carried in a single TLV.

3.3.1.4. OSPF Specific Link Attribute TLV

The OSPF specific link attribute TLV (Type 278) is an envel ope that
transparently carries optional link properties TLVs advertised by an
OSPF router. The value field contains one or nore optional OSPF |ink
attribute TLVs. An originating router shall use this TLV for
encodi ng information specific to the OSPF protocol or new OSPF
extensions for which there is no protocol neutral representation in
the BGP |ink-state NLRI.

0 1 2 3
01234567890123456789012345678901
B T i S S i S T h T i S S S S e
| Type | Length |
B E e r e s i s i o T T s S S S S 2

I OSPF specific link attributes (variable) I
L-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-L
Fi gure 28: OSPF specific link attribute fornmat
3.3.1.5. 1S 1S specific link attribute TLV
The 1S-1S specific link attribute TLV (Type 279) is an envel ope that

transparently carries optional link properties TLVs advertised by an
IS-1S router. The value field contains one or nore optional 1SS

Gedler, et al. Expi res August 28, 2013 [ Page 26]



Internet-Draft Link-State Info Distribution using BGP February 2013

link attribute TLVs. An originating router shall use this TLV for
encodi ng information specific to the IS-1S protocol or new IS 1S
extensions for which there is no protocol neutral representation in
the BGP |link-state NLRI.

0 1 2 3
012345678901234567890123456789°01
B T T i I T T o S S S e b S S S
| Type | Length |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

I I S-1S specific link attributes (variable) I

I+- B T S e i =i S S S B T i S S S +-|+
Figure 29: 1S 1S specific link attribute format

3.3.1.6. IS 1S Area Address attribute TLV

The area address is carried in the Area ldentifier SubTLV of the
Identifier TLV and consists of the Area Address which is assigned to
the link. |If nore than one Area Addresses are present, only the

| ower address is encoded. Note that the Area Identifier SubTLV may
appear in all NLRI types (Link, Node and Prefix) and is defined in
Section 3.2.1.3.

3.3.2. Node Attribute TLVs

The followi ng node attribute TLVs are defi ned:

[ | Multi Topol ogy [ 2
| | Node Flag Bits | 1|
[ 281 | OSPF Specific Node Properties | variable |
[ | 1S-1S Specific Node Properties | variable |
| | 1'S-1S Area Address/Domain Identifier | variable |

Tabl e 6: Node Attribute TLVs
3.3.2.1. Node Multi Topology ID
The Node Multi Topology IDis carried in the Milti Topol ofy I D SubTLV
(type 5) of Identifier 1D TLV TLV (Type 256) and carries the Milti

Topol ogy I D and topol ogy specific flags for this node. The fornat
and semantics of the 'value’ field in the Milti Topology TLV is
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defined in Section 3.2.1.5. |If the value in the Multi Topol ogy TLV
is derived from OSPF, then the upper 9 bits of the Multi Topology ID
and the 'O and A" bits are set to O.

3.3.2.2. Node Flag Bits TLV

The Node Flag Bits TLV (Type 280) carries a bit nmask describi ng node
attributes. The value is a variable length bit array of flags, where
each bit represents a node capability.

0 1 2 3
01234567890123456789012345678901
T S i i S S i i S S
| Type | Length |
B i S S T s i S T st i S S S S S S S S i
[ Flags (vari able) [
T o T i S T i S S S i SN s

Fi gure 30: Node Flag Bits TLV fornmat

The bits are defined as foll ows:

+--- o= o R +
| Bit | Description | Reference

+--- - - oo R +
| O | Overload Bit | [RFCL195] |
| 1 | Attached Bit | [RFCL195] |
| 2 | External Bit | [RFC2328] |
| 3 | ABRBIt | [ RFC2328]

+--- - - o Fom e e oo - +

Table 7: Node Flag Bits Definitions
3.3.2.3. OSPF Specific Node Properties TLV

The OSPF Specific Node Properties TLV (Type 281) is an envel ope that
transparently carries optional node properties TLVs advertised by an
OSPF router. The value field contains one or nore optional OSPF node
property TLVs, such as the OSPF Router Informational Capabilities TLV
defined in [ RFC4970], or the OSPF TE Node Capability Descriptor TLV
described in [RFC5073]. An originating router shall use this TLV for
encodi ng information specific to the OSPF protocol or new OSPF
extensions for which there is no protocol neutral representation in
the BGP |ink-state NLRI
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0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S

I I
| OSPF specific node properties (variable) |
I I
+- +

B T i S S e I  Th s i S S S S S T S S S S
Fi gure 31: OSPF specific Node property fornmat
3.3.2.4. 1S 1S Specific Node Properties TLV

The 1S-1S Router Specific Node Properties TLV (Type 282) is an

envel ope that transparently carries optional node specific TLVs
advertised by an IS-1Srouter. The value field contains one or nore
optional IS 1S node property TLVs, such as the IS-1S TE Node
Capability Descriptor TLV described in [RFC5073]. An originating
router shall use this TLV for encoding information specific to the
IS-1S protocol or new IS-1S extensions for which there is no protocol
neutral representation in the BGP |ink-state NLRI

0 1 2 3
012345678901234567890123456789°01
B T T i I T T o S S S e b S S S
| Type | Length |
B e i s e S e e S e e S e e Rl il st sT o SRR I S S o

I I S-1S specific node properties (variable) I

I+- B T S e i =i S S S B T i S S S +-|+
Figure 32: 1S 1S specific Node property fornat

3.3.2.5. 1SIS Area Address TLV

The area address is carried in the Area ldentifier SubTLV of the
Identifier TLV and consists of the Area Address which is assigned to
the node. |If nore than one Area Addresses are present, only the

| ower address is encoded. Note that the Area Identifier SubTLV nmay
appear in all NLRI types (Link, Node and Prefix) and is defined in
Section 3.2.1.3.

3.3.3. Prefix Attributes TLVs

Prefixes are learned fromthe I GP topology (ISIS or OSPF) with a set
of IGP attributes (such as netric, route tags, etc.) that MJST be
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reflected into the LI NK_STATE attribute. This section describes the
different attributes related to the I Pv4/1Pv6 prefixes. Prefix
Attributes TLVs SHOULD be used when advertising NLRI types 3 and 4
only. The following attributes TLVs are defi ned:

o e oo e e +
| TLV/ SubTLV | Description | Length | Reference

B o m e e oo o - B B +
| 283 | 1GP Fl ags | 4 | 284 |
| Rout e Tag | 4*n | [RFC5130] | 285 |
| Ext ended Tag | 8*n | [RFC5130] | 286 |
[ Prefix Metric | 4 | [RFC5305] | 287 [
| OSPF Forwardi ng Address | 4 | [RFC2328] | |
B o m e e oo o - B B +

Table 8: Prefix Attribute TLVs
3.3.3.1. IG° Flags TLV

I GP Flags TLV contains ISIS and OSPF flags and bits originally
assigned to the prefix. The IGP Flags TLV is encoded as foll ows:

0 1 2 3
01234567890123456789012345678901
T S i i S S i i S S
| Type | Length |
B i S S T s i S T st i S S S S S S S S i
[ | GP Flags (vari able) [
T o T i S i S S S i i i 3
Figure 33: IGP Flag TLV fornmat
wher e:
Type is 283
Length is variable

The following bits are defined according to the table here bel ow

| 0 | 1SS Up/Down Bit | [RFC5305] |
1-3 | OSPF Route Type | [RFC2328] |
| 4-15 | RESERVED | |
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Table 9: 1GP Flag Bits Definitions

OSPF Route Type can be either: Intra-Area (0x1), Inter-Area (0x2),
External 1 (0x3), External 2 (0x4), NSSA (0x5) and is encoded in a 3
bits nunber. For prefixes learned fromIS-1S, this field MJST to be
set to Ox0 on transnission.

3.3.3.2. Route Tag

Route Tag TLV carries the original 1GP TAG (ISIS or OSPF) of the
prefix and is encoded as foll ows:

0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S
| Route Tags (one or nore) [
B e o i T o S e i T e e e S i s ot o S R TR S

Figure 34: |1 GP Route TAG TLV format
wher e:
Type is 284
Length is a multiple of 4
One or nore Route Tags as learned in the | GP topol ogy.
3.3.3.3. Extended Route Tag

Ext ended Route Tag TLV carries the 1SIS Extended Route TAG of the
prefix and is encoded as foll ows:

0 1 2 3

01234567890123456789012345678901
B i s T T S T et S S T S I T s sl s ol ST S S S
| Type | Length |
B T i S S i S T h T i S S S S e
| Ext ended Route Tag (one or nore) |

T i T S T i T S S e S T e e

Fi gure 35: Extended | GP Route TAG TLV for mat

wher e:
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Type is 285
Length is a multiple of 8

Ext ended Route Tag contai ns one or nore Extended Route Tags as
| earned in the | GP topol ogy.

3.3.3. 4. Prefix Metric TLV

Prefix Metric TLV carries the netric of the prefix as known in the
| GP topology. The attribute is mandatory and can only appear once.

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type [ Length [
B e i i e o e e S T S e e s i i TR S
| Metric |
B e o i T o S e i T e e e S i s ot o S R TR S

Figure 36: Prefix Metric TLV Format

wher e:
Type is 286
Length is 4

3.3.3.5. OSPF Forwarding Address TLV

OSPF Forwar di ng Address TLV carries the OSPF forwardi ng address as
known in the original OSPF advertisenent. Forwardi ng address can be
ei ther 1Pv4 or |Pv6.

0 1 2 3
01234567890123456789012345678901
T S i i S S i i S S
| Type | Length |
B i S S T s i S T st i S S S S S S S S i
[ Forwar di ng Address (vari abl e) [
T o T i S T i S O h ik S s

Fi gure 37: OSPF Forwardi ng Address TLV For mat
wher e:

Type is 287
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Length is 4 for an | Pv4 forwarding address an 16 for an | Pv6
forwardi ng address

3.4. BGP Next Hop Information

BGP link-state information for both I Pv4 and | Pv6 networks can be
carried over either an |IPv4 BGP session, or an |IPv6 BGP session. |If

| Pv4 BGP session is used, then the next hop in the MP_REACH NLRI
SHOULD be an | Pv4 address. Simlarly, if 1Pv6 BGP session is used
then the next hop in the MP_REACH NLRI SHOULD be an | Pv6 address
Usual |y the next hop will be set to the | ocal end-point address of
the BGP session. The next hop address MJST be encoded as descri bed
in [RFC4760]. The length field of the next hop address will specify
the next hop address-family. |If the next hop length is 4, then the
next hop is an I Pv4 address; if the next hop length is 16, then it is
a global IPv6 address and if the next hop length is 32, then there is
one gl obal I Pv6 address followed by a |ink-local |1Pv6 address. The
link-1ocal |Pv6e address should be used as described in [ RFC2545].

The BGP Next Hop attribute is used by each BGP-LS spaker to validate
the NLRI it receives. However, this specification doesn’'t mandate
any rule regarding the re-wite of the BGP Next Hop attribute.

3.5. I nter-AS Links

The nmain source of TE information is the 1GP, which is not active on
inter-AS links. In order to inject a non-1GP enabled Iink into the
BGP link-state RIB an inplenentation nust support configuration of
static |inks.

4. Link to Path Aggregation

Distribution of all links available in the global Internet is
certainly possible, however not desirable froma scaling and privacy
poi nt of view Therefore an inplenmentation nmay support link to path
aggregation. Rather than advertising all specific Iinks of a domain,
an ASBR rmay advertise an "aggregate |ink" between a non-adjacent pair
of nodes. The "aggregate |link" represents the aggregated set of |ink
properties between a pair of non-adjacent nodes. The actual nethods
to conpute the path properties (of bandwidth, nmetric) are outside the
scope of this docunment. The decision whether to advertise all
specific links or aggregated links is an operator’s policy choice.

To highlight the varying | evels of exposure, the follow ng depl oynent
exanpl es shall be discussed.
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4.1. Exanple: No Link Aggregation

Consi der Figure 38. Both AS1 and AS2 operators want to protect their
inter-AS {R1,R3}, {R2, R4} links using RSVP-FRR LSPs. |f Rl wants to
conmpute its link-protection LSP to R3 it needs to "see" an alternate
path to R3. Therefore the AS2 operator exposes its topology. Al

BGP TE enabl ed routers in AS1 "see" the full topology of AS and
therefore can conpute a backup path. Note that the decision if the
direct Iink between {R3, R4} or the {R4, R5, R3) path is used is nade
by the conputing router

ASL  :  AS2
Rl-------R3
[+ |\
I | R5
I | /
R2------- R4

Fi gure 38: no-link-aggregation
4.2. Exanple: ASBR to ASBR Path Aggregation

The brief difference between the "no-link aggregati on" exanple and
this exanple is that no specific link gets exposed. Consider

Figure 39. The only link which gets advertised by AS2 is an
"aggregate" link between R3 and R4. This is enough to tell ASl1 that
there is a backup path. However the actual |inks being used are

hi dden from the topol ogy.

ASL  :  AS2
Rl------- R3
[
[

[
R2------- R4

Fi gure 39: asbr-Ilink-aggregation
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4.3. Exanple: Milti-AS Path Aggregation

Service providers in control of multiple ASes may even decide to not
expose their internal inter-AS links. Consider Figure 40. AS3 is
nodel ed as a single node which connects to the border routers of the
aggr egat ed donmi n.

AS1 AS2 AS3
RL------- R3-----
| A
| VRO
| s
R2------- R4-----

Figure 40: multi-as-aggregation

5. | ANA Consi der ations

Thi s docunent requests a code point fromthe registry of Address
Fam |y Nunbers.

Thi s docunment requests a code point fromthe BGP Path Attributes
registry

Thi s docunent requests creation of a new registry for node anchor
link descriptor and link attribute TLVs. Values 0-255 are reserved.
Val ues 256-65535 will be used for Codepoints. The registry will be
initialized as shown in Table 2 and Table 4. Allocations within the
registry will require docunmentation of the proposed use of the

al | ocated val ue and approval by the Designated Expert assigned by the
| ESG (see [ RFC5226]).

Note to RFC Editor: this section may be renoved on publication as an
RFC.

6. Manageability Considerations
This section is structured as recomrended in [ RFC5706].

6.1. COperational Considerations
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6.1.1. Operations

Exi sting BGP operation procedures apply. No new operation procedures
are defined in this docunent. It shall be noted that the NLR
informati on present in this docunent purely carries application |eve
data that have no i nmedi ate correspondi ng forwardi ng state inpact.

As such, any churn in reachability information has different inpact
than regul ar BGP update which needs to change forwarding state for an
entire router. Furthernmore it is anticipated that distribution of
this NLRI will be handl ed by dedicated route-reflectors providing a

| evel of isolation and fault-containment between different NLR

types.

6.1.2. Installation and Initial Setup

Configuration paraneters defined in Section 6.2.3 SHOULD be
initialized to the follow ng default val ues:

0 The Link-State NLRI capability is turned off for all neighbors.

0 The maximumrate at which Link State NLRIs will be advertised/
wi thdrawn from nei ghbors is set to 200 updates per second.

6.1.3. Mgration Path

The proposed extension is only activated between BGP peers after
capability negotiation. Mreover, the extensions can be turned on/
of f an individual peer basis (see Section 6.2.3), so the extension
can be gradually rolled out in the network.

6.1.4. Requirenents on Other Protocols and Functional Conponents

The protocol extension defined in this docunment does not put new
requi renents on other protocols or functional conponents.

6.1.5. Inpact on Network Operation
Frequency of Link-State NLRI updates could interfere with regular BGP
prefix distribution. A network operator MAY use a dedicated Route-
Refl ector infrastructure to distribute Link-State NLRIs.

Distribution of Link-State NLRIs SHOULD be linmted to a single admn
domai n, which can consist of nmultiple areas within an AS or nmultiple
ASes.
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6.1.6. Verifying Correct Operation

Exi sting BGP procedures apply. 1In addition, an inplenmentation SHOULD
al | ow an operator to:

o0 List neighbors with whomthe Speaker is exchanging Link-State
NLRI s

6. 2. Managenent Considerations

6.2.1. Managenent |nformation

6.2.2. Fault Managenent
TBD.

6.2.3. Configuration Managenent
An i nmpl enentation SHOULD al |l ow the operator to specify neighbors to
which Link-State NLRIs will be advertised and from which Link-State
NLRIs will be accepted.
An i nmpl enentation SHOULD al |l ow the operator to specify the maxi num
rate at which Link State NLRIs will be advertised/w thdrawn from

nei ghbors

An inmpl enentati on SHOULD al | ow t he operator to specify the maxi num
number of Link State NLRIs stored in router’s RIB.

An inplementati on SHOULD al l ow the operator to create abstracted
topol ogi es that are advertised to neighbors; Create different
abstractions for different neighbors.

An i npl enentation SHOULD al |l ow the operator to configure a pair of
ASN and BGP identifier per flooding set the node participates in.

6.2.4. Accounting Managenent
Not Applicable.

6.2.5. Performance Managenent
An inpl ementati on SHOULD provide the follow ng statistics:
o Total nunber of Link-State NLRI updates sent/received

0 Nunber of Link-State NLRI updates sent/received, per neighbor
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0 Number of errored received Link-State NLRI updates, per neighbor
o Total nunber of locally originated Link-State NLRIs

6.2.6. Security Managenent
An operator SHOULD define ACLs to limit inbound updates as foll ows:

o Drop all updates from Consuner peers
7. TLV/ SubTLV Code Poi nts Summary

This section contains the global table of all TLVs/SubTLVs defined in
thi s docunent.
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R T I T +
| TLV/ SubTLV | Description | I1S1S Val ue defi ned |
[ [ | TLV/ Sub-TLV | in: [
Fom e e o e e e e e e oo oo Fom e e e oo S +
| 256 | Identifier | -- | Section 3.2.1 |
| 257 | Local Node | -- | Section 3.2.2.1 |
| | Descriptors | | |
| 258 | Renote Node | -- | Section 3.2.2.2 |
| | Descriptors | | |
[ 259 | Autononous System | -- | Section 3.2.2.3 |
| 260 | BGP ldentifier | -- | Section 3.2.2.3 |
[ 261 | 1SO Node-ID [ -- | Section 3.2.2.3 |
[ 262 | 1Pv4 Router-1D [ -- | Section 3.2.2.3 |
| 263 | IPv6 Router-1D | -- | Section 3.2.2.3 |
| 264 | Link Local/Renmote | 22/ 4 | [RFC5307]/1.1 |
[ | ldentifiers [ [ [
| 265 | IPv4 interface | 22/ 6 | [RFC5305]/3.2 |
| | address | | |
[ 266 | 1Pv4 nei ghbor [ 22/ 8 | [RFC5305]/3.3 [
| | address | | |
[ 267 | 1Pv6 interface [ 22/ 12 | [RFC6119]/4.2 [
[ | address [ [ [
| 268 | I'Pv6 nei ghbor | 22/ 13 | [RFC6119]/4.3 |
| | address | | |
| 256/ 5 | Multi Topology ID | -- | Section 3.2.1.5 |
| 269 | Administrative | 22/ 3 | [RFC5305]/3.1 |
| | group (color) | | |
[ 270 | Maximum Iink [ 22/ 9 | [RFC5305]/3.3 [
| | bandwi dth | | |
| 271 | Max. reservable | 22/ 10 | [RFC5305]/3.5 |
[ | 1ink bandwi dth [ [ [
| 272 | Unreserved | 22/ 11 | [RFC5305]/3.6 |
[ | bandwi dth [ [ [
[ 273 | TE Default Metric | 22/ 18 | [RFC5305]/3.7 [
| 274 | Link Protection | 22/ 20 | [RFC5307]/1.2 |
I | Type I I I
| 275 | MPLS Protocol Mask | -- | Section 3.3.1.1 |
| 276 | Metric | -- | Section 3.3.1.2 |
| 277 | Shared Ri sk Link | -- | Section 3.3.1.3 |
I | Goup I I I
| 278 | OSPF specific link | -- | Section 3.3.1.4 |
| | attribute | | |
[ 279 | 1S-1S Specific [ -- | Section 3.3.1.5 |
| | Link Attribute | | |
| 280 | Node Flag Bits | -- | Section 3.3.2.2 |
[ 281 | OSPF Specific Node | -- | Section 3.3.2.3 |
| | Properties | | |
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10.

11.

11.

[ 282 | 1S-1S Specific [ -- | Section 3.3.2.4 |
| | Node Properties | | |
| 283 | 'GP Flags | -- | Section 3.3.3.1 |
[ 284 | Route Tag [ -- | [RFC5130] [
| 285 | Extended Tag | -- | [ RFC5130] |
| 286 | Prefix Metric | -- | [ RFC5305] |
[ 287 | OSPF Forwardi ng [ -- | [RFC2328] [
| | Address | | |
Fom e e o e m e e e e e e oo - e e e o e e e e e oo - +

Tabl e 10: Sunmmary Tabl e of TLV/ SubTLV Codepoi nts

Security Considerations

Procedures and protocol extensions defined in this docunent do not
af fect the BGP security nodel.

A BGP Speaker SHOULD NOT accept updates from a Consumer peer.
An operator SHOULD enpl oy a mechanismto protect a BGP Speaker
agai nst DDCS attacks from Consuners.
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