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Abstract

This docunent provides a recommended architecture and network
operation nanmed SARP. SARP is based on fast proxies that
significantly reduce broadcast domains and ARP/ND broadcast
transm ssions. SARP supports snooth and fast virtual nachine (VM
mobility without any nodification to the VM while keeping the
connection up and running efficiently. SARP is targeted for massive
scaling data centers with a significant nunber of VMs using ARP and
ND protocol s.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF), its areas, and its working groups. Note that
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time. It is inappropriate to use Internet-Drafts as reference
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The list of <current Internet-Drafts can be accessed at
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I ntroduction

1.1. SARP Mbtivation

SARP provides operational recommendations for network in data
center(s) with a | arge nunber of virtual Machines which can migrate
fromone | ocation to another wi thout changing their | P/ MAC addresses
or allow serves in one location to be instantiated with applications
with | P addresses in different subnets. [RFC6820] has docunented
various inpacts and scaling issues to data center networks when
subnets span across nultiple L2/L3 boundary routers.

Note: The L2/L3 boundary routers in this draft are capabl e of
forwardi ng | EEE802. 1 Ethernet franes (Layer 2) wi thout MAC header
change. Wen subnets span across nultiple ports of those routers,
they are still under the category of a single link, or a multi-
access |ink nodel recomrended by [ RFC4903]. They are different from
the "multi-link" subnets described in [Milti-Link] and [ RFC4903]
which refer to a different physical nmedia with the sanme prefix
connected to a router and the Layer 2 frames cannot be natively
forwarded wi thout header change.
Unfortunately, when the conbined nunber of VMs (or hosts) in all
those subnets is large, this can lead to address resolution (i.e.
I Pv4 ARP and | Pv6 ND) scaling issues. There are four mmjor issues
associ ated with subnets spanning across nultiple L2/L3 boundary
router ports:
1. The ARP/ ND nessages being flooded to many physical |ink segnments
whi ch can reduce bandwi dth utilization for user traffic.

2. The ARP/ ND processing |load inpact to the L2/L3 boundary routers.

3. Internedi ate switches being exposed to all host MAC addresses
whi ch can dramatically increase their FDB size

4. In 1Pv4, every end station in a subnet receives ARP broadcast
messages fromall other end stations in the subnet. |1 Pv6 ND has
elimnated this issue by using nulticast.

Since the majority of data center servers are noving towards 1G or
10G ports, the bandw dth taken by ARP/ ND, even when flooded to al
physi cal 1inks, becones negligible conpared to the |ink bandw dth.
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In addition, the | GW/ M.D snoopi ng [ RFC4541] can further reduce the
ND nmul ticast traffic to sone physical |ink segnments.

Statistics done by Merit Network [ ARVD-Statistics] has shown that the
maj or inpact of a large nunber of nmobile VMs in data centers is to
the L2/L3 boundary routers, i.e., issue 2 above. A L2/L3 boundary
router could be hit with ARP/ND twi ce when the originating and
destination stations are in different subnets attached to the sane
router and those hosts do not comunicate with external peers often
enough. The first hit is when the originating station in subnet-A
initiates an ARP/ND request to the L2/L3 boundary router if the
router’s MAC is not in the host's cache; and the second hit is when
the L2/L3 boundary router initiates ARP/ND requests to the target in
subnet-B if the target is not in router’s ARP/ND cache.

Overl ay approaches, e.g. [NvVo3-PROBLEM, can address issue 3 above
but overlay does not elinminate the inpact to L2/L3 boundary routers.

The scaling practices docunmented in [ ARP-ND- PRACTI CE] can only reduce
some ARP inpact to L2/L3 boundary routers in some scenarios, but not
all.

In order to protect router CPUs from bei ng overburdened by target
resolution requests, sone routers rate limt the target MAC
resolution requests to CPU. Wen the rate linit is exceeded, the

i ncom ng data franes are dropped

In traditional data centers, it is less of an issue because the
nunber of hosts attached to one L2/L3 boundary router is limted by

t he nunber of physical ports of the switches/routers. Wen servers
are virtualized to support 30 plus VMs, the nunber of hosts under one
router can grow 30 plus times. In addition, the traditional data
center has each subnet nicely placed in a linted nunber of server
racks, i.e., switches under router only need to deal with MAC
addresses of those linmted subnets. Wth subnets being spread across
many server racks, the switches are exposed to VLAN MAC of many
subnets, greatly increasing the size of the FDB

The solution proposed in this draft can elinmnate or reduce the

i kelihood of inter-subnet data franes being dropped and reduce the
host MAC addresses exposed to FDB on internedi ate switches.
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1.2. SARP Overvi ew

SARP is a type of proxies that constrain the ARP/ND
broadcast/nul ti cast nessages to small segnents regardl ess how wi de
their corresponding Layer 2 donmi n spread.

Note: The Quidelines to proxy developers [RFC4389] have been
carefully considered for the SARP protocols. Section 3.3 has
demonstrat ed how SARP wor ks when VMs are noved from one segnent to
anot her .

In order to enable VMs to be noved across greater nunber of servers
whil e maintai ning their MAC/ I P addresses unchanged, the layer-2
network (e.g. VLAN) which interconnect those VMs may spread across
different server racks, different rows of server racks, or even
different data centers.

For ease of description, let’s break the entire network which

i nterconnects all those VMs into two segnents: interconnecting
segrment and "access" segnents. Wiile the "Access" network is nostly
likely Layer 2, the "interconnecting" segnent m ght be not.

The SARP proxies are |ocated at the boundari es where the "Access"
segment connects to its "Interconnecting" segment. The boundary node
could be a Hypervisor virtual switch, a Top of Rack switch, an
Aggregation switch (or end of row switch), or a data center core
switch. Figure 1 depicts an exanple of two renpote data centers that
are nanaged as a single flat Layer 2 donmmin. SARP proxies are

i mpl emented at the edge devices connecting the data center to the
transport net wor k. SARP significantly reduces t he ARP/ ND
transm ssions over the "interconnection" network. The ARP/ND
broadcast/nul ti cast nessages are bounded by the SARP proxi es.
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Fi gure 1 SARP Networking Architecture Exanple.

1. 3. SARP Depl oynent Options

SARP depl oynment is tightly coupled with the data center architecture.
SARP proxies are located at the point where the Layer 2
infrastructure connects to its Layer 2 cloud using overlay networks.
SARP proxies can be |ocated at the data center edge (as Figure 1
depicts), data center core, or data center aggregation. SARP can al so
be i nplemented by the hypervisor (as Figure 2 depicts).

To sinplify the description, we will focus on data centers that are
managed as a single flat Layer 2 network, where SARP proxies are

| ocated at the boundary where the data center connects to the
transport network (as Figure 1 depicts).
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Fi gure 2 SARP depl oynment options.
2. Terns and Abbreviations Used in this Docunent
ARP: Address Resol ution Protocol
FI B: Forwardi ng I nformation Base
IP-D: | P address of the destination virtual nmachine
I P-S: | P address of the source virtual machine
MAC- D: MAC address of the destination virtual machine
MAC- E: MAC address of the East Proxy SARP Device
MAC-S: MAC address of the source virtual machine

NA: | Pv6 ND s Nei ghbor Adverti senent
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ND: | Pv6 Nei ghbor Discovery Protocol. In this docunment, ND al so
refers to Neighbor Solicitation, Neighbor Advertisenent,
Unsol i cited Nei ghbor Advertisenent messages defined by RFC4861

NS: | Pv6 ND s Nei ghbor Solicitation
SARP Proxy: The conponents that participates in the SARP protocol .
UNA: I Pv6 ND s Unsolicited Neighbor Advertisenent

VM Virtual WMachine

3. SARP Description

3.1. Control Plane: ARP/ ND

This section describes the ARP/ND procedure scenarios. In the first
scenario, VMs share the sanme Access Segnent. In the second scenari o,
the source VMis |ocal Access Segnent and the destination VMis

| ocated at the renote Access Segnent.

In all scenarios, the VMs (source and destination) share the same L2
broadcast domai n.

3.1.1. ARP/NS Request for a Local VM

When source and destination VMs are |ocated at the sane Access
Segnent, the Address Resolution process is as described in [ARP] and
[ND. Wen the VM sends an ARP request or [Pv6's Neighbor
Solicitation (NS) to learn the IP to MAC mappi ng of another |ocal VM
it receives areply fromthe other local VMwith the IP-Dto MAC-D
mappi ng.

3.1.2. ARP/NS Request for a Renpte VM

When the source and destination VMs are |ocated at different Access
Segnents, the Address Resol ution process is as follows.

In our exanple, the source VMis |located at the west Access Segnent
and the destination VMis |located at the east Access Segnent.

When the source VM sends an ARP/ NS request to find out the IP to MAC

mapping of a renote VM if the | ocal SARP proxy doesn’t have the ARP
cache for the target | P address or the cache entry has expired, the
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ARP/ NS request is propagated to all Access Segnments which m ght have
VMs in the sanme virtual network as the originating VM including the
east Access Segnent.

The destinati on VM responds to the ARP/NS request and transnits an
ARP reply (1Pv4) or Neighbor Advertisenment (IPv6) having the IP-Dto
MAC- D mappi ng.

The east SARP proxy functions as the proxy ARP of its Local VMs. The
east SARP proxy nodifies the ARP reply or NA nessage’'s source MAC-D
to MAC-E and forwards the nodified ARP reply or NA nessage to all the
SARP proxi es.

The West SARP Proxy forwards the nodified ARP reply nmessage to the
source VM

The west SARP proxy can al so functions as an | P<->MAC cache of the
Renmote VMs. By doing so, it significantly reduces the volume of the
ARP/ ND transmi ssion over the network.

When t he west SARP proxy caches the | P<-> MAC mapping entries for
renote VMs, the tinmers for the entries to expire should be set
relatively small to prevent stale entries due to renote VMs being
noved or deleted. For environment where VMs nove nore frequently, it
is not reconmended for SARP Proxy to cache the | P<-> MAC mappi ng
entries of renote VM.

3.1.3. Gatuitous ARP and Unsolicited Nei ghbor Advertisenent (UNA)
Hosts (or VMs) send out Gratuitous ARP (I1Pv4) and Unsolicited
Nei ghbor Advertisenent - UNA (|1 Pv6) for other nodes to refresh |P<-
>MAC entries in their cache.
The | ocal SARP processes the Gratuitous ARP or UNA in the sane way as
the ARP reply or I1Pv6 NA i.e. replace the source MAC with its own
MAC.

3.2. Data Plane: Packet Transm ssion

3.2.1. Local Packet Transmi ssion
When a VM transnits packets to a destination VMthat is |ocated at

the sane site, there is no change in the data plane. The packets are
sent from (IP-S, MAG-S) to (IP-D, MAC-D).
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3.2.2. Packet Transmn ssion Between Sites

Packets that are sent between sites traverse the SARP proxy of both
sites. In our exanple, all packets sent fromthe VM| ocated at the
west site to the destination VM| ocated at the east site traverse the
west SARP proxy and the east SARP proxy.

The source VM follows its ARP table and sends packets to (I P-D, MAC
E) destination addresses and with (IP-s, MAGS) as the source
addr esses.

The west SARP proxy can either 1) sinply forward the data frame to
MAC-E, or 2)repl ace the packet source address to its own source
address (MAC-W, keeps the destination address to be (MAC-E), and
forwards the packet to the east proxy SARP.

It is recomended for west SARP proxy to replace Source Address with
its owmn if the "interconnecting segnent” has address | earning

enabl ed. Ot herwi se nodes in the "interconnecting segnment” can’t learn
the address of the switch on which west SARP proxy is running unless
the switch sends out franes periodically.

When the east proxy SARP receives the packet, it replaces the
destination MAC address to be (MAC-D) based on the packet destination
IP (i.e., IP-D), but it does not change the source MAC addresses.
When the destination VMreceives the packet, the Source Address field
woul d be the MAC address of the VM on the west side or the MAC
address of the west side SARP proxy,

Noted: it is comon for data center network to have security policies
to enforce sone VMs can conmuni cate with each other, and some VMs
can’t. Most likely, those policies are configured by VMs IP
addresses. Even though the originating VM s MAC address m ght be | ost
when the packet arrives at the destination VM the originating VM s

I P address is still present in the data packets for security policy
to be enforced.

Not ed: for the option which doesn’t need west SARP to change source
MAC of the data frames, the originating VMs MAC will be present when
the data franes arrive at the destination VMs. Therefore, this option
i s val uabl e when hosts/VMs need to validate source VMs MAC addresses
to conply any policies inposed.

Not ed: Mbst hosts/VMs refresh its | P<->MAC mappi ng cache, with the
Source MAC and Source IP of a received data frame. For the option
whi ch west SARP changes data frane’'s source MAC with its own MAC

address, the destination VM s | P<->MAC cache can be refreshed with
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the valid mappi ng of the Source-VMIP <->Wst - SARP- MAC. For the
option of West SARP not changi ng source MAC, the destination VM has
to turn off the |earning of |P<->MAC mapping fromthe received data
franes.

3.3. VM Mgration

3.3.1. VM Local Mgration

Wen a VM nmigrates locally within its Access segnent, the SARP
protocol is not required to performany action. VMmigration is
resolved entirely by the Layer 2 nechani sns.

3.3.2. VM Mgration fromOne Site to Another

In our exanple, the VM migrates fromthe west site to the east site
while maintaining its MAC and | P addresses.

VM mgration mght affect networking elenents based on their
respective | ocation:

- Oigin site (west site)

- Destination site (east site)
- Oher sites

Oigin site:

The Oigin site is the site where the VMis before migration. It is
the west site in our exanple.

Before the VM (I P=I P-D, MACEMAC-D) is noved, all VMs at the west site
that have an ARP entry of IP-Din their ARP table have the (IP-D to
MAC- D) mappi ng. VMs on any ot her "Access Segnents" will have ARP
entry of (IP-Dto MACW napping where MAC-Wis the MAC address of
the SARP proxy on the West Access Segnent.

After the VM (IP-D) in the Wst Site noves to East Site, if there is
gratuitous ARP (I Pv4) or Unsolicited Neighbor Advertisenent (I|Pv6)
sent out by the destination hypervisor for the VM (I P-D), then the
| P<- >MAC mappi ng cache of VMs on all Access Segnents will be updated
by (IP-Dto MAG-E) where MAG-E is the MAC address of the SARP proxy
on the East Site. If there isn't any gratuitous ARP or Unsolicited
Nei ghbor Adverti senent sent out by the destination hypervisor, the
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| P<->MAC cache on the VMs in west site (and other sites) will
eventual |y aged out.

Until | P<->MAC mappi ng cache tables are updated, the source VMs from
the west site continue sending packets to MAC-D. Switches at the west
site are still configured with the old location of MAC-D. This can be

resol ved by VM nanager sending out a fake gratuitous ARP or
Unsolicited Neighbor Advertisement on behalf of destination
Hypervi sor, shorter aging timer configured for |IP<->MAC cache tabl e,
or by redirecting the packets to the proxy SARP of the west site.

Destination Site:

The destination site is the site to which the VM nigrated, the east
site in our exanple.

Bef ore any gratuitous ARP or Unsolicited Nei ghbor Advertisenent
nmessages are sent out by the destination hypervisor, all VMs at the
east site (and all other sites) might have (IP-D to MACW mapping in
their | P<->MAC mappi ng cache. |P<->MAC mappi ng cache is updated by
aging or by a gratuitous ARP or UNA nmessage sent by the destination
hypervisor. Until |P<->MAC nmappi ng caches are updated, the source VM
fromthe east site continue to send packets to MACW This can be
resol ved by VM nmanager sending out a fake gratuitous ARP/ UNA

i medi ately after the VM nigration, or redirecting the packets from
the SARP proxy of the east site to the migrated VM by updating the
destination MAC of the packets to MAC D

O her Sites:

Al VMs at the other sites that have an ARP entry of IP-Din their
ARP table have the (IP-D to MACW mappi ng. ARP mapping i s updated by
aging or by a gratuitous ARP nessage sent by the destination

hypervi sor of the mgrated VM and nodified by the SARP proxy of the
east site (IP-Dto MAGE) mapping. Until ARP tables are updated, the
source VMs fromthe west site continue sending packets to MACGW This
can be resolved by redirecting the packets fromthe SARP proxy of the
west site to the SARP proxy of the east site by updating the
destination MAC of the packets to MAC E

3.3.2.1. Inpact to | P<->MAC Mappi ng Cache Table of VMs bei ng noved
Wien a VM (IP-D) is noved fromone site to another site, its |IP<->MAC
mappi ng entries for VWMs |located at the other sites (i.e. neither east

site nor west site) are still valid, even though nost Guest OSs (or
VMs) will refresh their |1 P<->MAC cache after migration.
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The VM (IP-D)’'s | P<->MAC nmapping entries for VMs |ocated at east
site, if not refreshed after migration, can be kept with no change
until the ARP aging time since they are mapped to MAC-E. All traffic
originated fromthe VM (IP-D) in its newlocation to VMs | ocated at
the east site traverses the SARP proxy of the east Site. The ARP/ UNA
sent by the SARP proxy of the east site or by the VMs on east side
can always refresh the corresponding entries in the VM (IP-D)’s | P<-
>MAC cache .

The VM (IP-D)’s ARP entries (i.e. IP to MAC nmapping) for VMs | ocated
at west sites will not be changed either until the ARP entries age
out or new data franes are received fromthe renote sites. Since all
MAC addresses of the VMs |ocated at the west site are unknown at the
east site. Al unknown traffic fromthe VMis intercepted by the SARP
proxy of the east site and forwarded to the SARP proxy of the west
site (just for ARP aging tine). This can be resolved by the east SARP
proxy having mapping entries for VMs in the west side. Upon receiving
unknown packets, it can update the migrating VMwith the new IP to
MAC mapping by sending a nodified gratuitous ARP with (IP-Dto MACW
mappi ng.

Note that overlay networks providing the Layer 2 network
virtualization services configure their Edge Device MAC aging tiners
to be greater than the ARP request interval.

3.4. Miulticast and Broadcast

To be added in a future version of this docunent
3.5. Non I P packet

To be added in a future version of this docunent
3.6. | P<->MAC caching on SARP Proxy

ARP/ NS Requests for a VMl ocated at a renpte site require fl ooding
messages over the interconnecting network to all sites which have
enabl ed the virtual network on which the VM belongs to. This
scenario is described in details at 3.1.2. 1In such cases, SARP
caching can reduce the nunmber of ARP/ND transnissions over
i nt erconnecting networKks.

In the exanple presented at section 3.1.2. the source VMis |ocated
at the west site and the destination VMis located at the east site.
When the source VM sends an ARP or Nei ghbor Solicitation request to
di scover the IP to MAC mapping of the renote VM the request can be
i ntercepted by the west SARP proxy.
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The west SARP proxy |learns or refreshes the source |P to source MAC
mappi ng and | ooks up the IP to MAC translation of the destination IP
If the destination IP entry is found and is valid, the west SARP
proxy replies with an ARP reply or Nei ghbor Advertisenent wi thout
propagati ng the packet to other sites. Otherw se, the packet is
propagated to all sites which have the virtual network enabl ed

i ncluding the east site.

The propagated ARP/ NS request is intercepted again by the east SARP
proxy. It learns or refreshes the source IP to source MAC napping and
| ooks up the destination IP to MAC translation. If the destination IP
entry is found and is valid the SARP proxy replies with an ARP reply
or NA without propagating the ARP request to the east site.

O herwi se, the ARP/NS request is broadcasted within the east site.

The destination VM responds to the ARP/NS request and transnits an
ARP reply or NA having the IP-D to MAC- D mappi ng

The east side SARP proxy intercepts the ARP reply or NA and | earns or
refreshes the Destination I P to Destination MAC mappi ng, replace the
source MAC with its own MAC before sending the ARP reply or NA to the
west SARP proxy (so that requesting VM can learn the IP-D to MAGE

mappi ng) .

The West SARP Proxy intercepts the ARP reply or NA and | earns or
refreshes the Destination |IP to Destination MAC mapping and
propagates the ARP reply to the source VM

The SARP proxies maintain an ARP caching table of IP to MAC mappi ng
for all recent ARP/NS requests and replies. This table allows the
SARP proxy to respond with low [atency to the ARP/ NS requests sent

| ocally and avoid the broadcast transm ssions of such requests over
the transport network and all over the broadcast domains at the
renmote sites.

3.7. High availability and | oad bal anci ng

The SARP proxy is located at the boundary where the |ocal Layer 2
infrastructure connects to the interconnecting network. Al traffic
fromthe local site to the renote sites traverses the SARP proxy. The
SARP proxy 1is subject to high availability and bandw dth
requirenents.

The SARP architecture supports multiple SARP proxies connecting a
single site to the transport network. In SARP architecture all
proxies can be active and can backup one another. The SARP
architecture is robust and allows the network administrator to
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al | ocate proxies according to the bandwi dth and high availability
requirenents.

Traffic is segregated between SARP proxi es by using VLANs. An SARP
proxy is the Master-SARP proxy of a set of VLANs and the Backup- SARP
proxy of another set of VLANs.

For exanple the SARP proxies of the west site (as Figure 1 depicts)
are SARP proxy-1 and SARP proxy-2. The west site supports VLAN-1 and
VLAN-2 while SARP proxy-1 is the Master SARP proxy of VLAN-1 and the
Backup proxy of VLAN-2 and SARP proxy-2 is the Master SARP proxy of
VLAN- 2 and the Backup SARP proxy of VLAN-1. Both proxies are nenbers
of VLAN-1 and VLAN- 2.

The Master SARP proxy updates its Backup proxy with all the ARP reply
messages. The Backup SARP proxy nmintains a backup database to all
the VLANs that it is the Backup SARP proxy.

The Master and the Backup SARP proxies mamintain a keepalive
mechanism | n case of a failure the Backup proxy becones the Master
SARP proxy. The failure decision is per VLAN. Wen the Master and
the Backup proxi es sw tchover, the backup SARP proxy can use the MAC
address of the Master SARP proxy. The backup SARP proxy sends locally
a gratuitous ARP nessage with the MAC address of the Master SARP
proxy to update the forwarding tables on the local sw tches. The
backup SARP proxy al so updates the renote SARP proxies on the change.

3.8. SARP Interaction with Overlay networks

SARP interaction with overlay networks providing L2 network
virtualization (such as IP, VPLS, Trill, OTV, NVCRE and VXLAN) is
efficient and scal abl e.

The mapping of SARP to overlay networks is straightforward. The VM
does the destination |P to SARP proxy MAC mappi ng. The mappi ng of the
proxy MACto its correct tunnel is done by the overlay networks. SARP
significantly scales down the conplexity of the overlay networks and
transport networks by reducing the mapping tables to the number of
SARP proxi es.

4. Concl usi ons

SARP distributes the Layer 2 Forwarding Information Base (FIB) from
the edge devices (functioning as SARP proxies) to the VMs. By doing
so, it significantly reduces table sizes on the edge devices. The
source VM nai ntains the mapping of its destination VMs to the
destination site/cloud in the ARP table. The destination VMIP is
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translated to the destination MAC address of the SARP proxy at the
destination site. The SARP proxies only maintain Layer 2 FIB of loca
VMs and renote edge devices.

SARP proxi es can support FAST VM m gration and provide nini num
transition phase. When SARP proxy indicates or is inforned of VM
mgration, it can update all its peers and trigger a fast update.

SARP seam essly supports Layer 2 network virtualization services over
the overlay network and significantly reduces their conplexity in
terns of table size and performance. The overlay networks are only
required to map MAC addresses of the SARP proxies to the correct

t unnel

5. Security Considerations

The SARP proxies are |ocated at the boundaries where the | ocal Layer
2 infrastructure connects to its Layer 2 cloud. The SARP proxies
interoperate with overlay network protocols that extend the Layer-2
subnet across data centers or between different systens within a data
center.

SARP control plane and data plane are traversed by the overlay
net wor k hence SARP does not expose the network to additional security
t hreats.

SARP proxi es may be exposed to Denial of Service (DoS) attacks by
means of ARP/ ND nessage floodi ng. Thus, the SARP proxi es nust have
sufficient resources to support the SARP control plane without making
the network nmore vulnerable to DoS than wi thout SARP proxi es.
SARP adds security to the data plane by hiding all the local |ayer 2
MAC addresses frompotential attacker |ocated at the renote cl ouds.
The only MAC addresses that are exposed at renpte sites are the MAC
addresses of the SARP proxi es.

6. | ANA Consi derations
There are no | ANA actions required by this docunent.

RFC Editor: please delete this section before publication
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