L2VPN Wor kgr oup Al'i Saj assi
| NTERNET- DRAFT Sanmer Sal am
I ntended Status: Standards Track Ci sco

Yakov Rekhter
John Drake
Juni per

Expi res: August 25, 2013 February 25, 2013

| P I nter-Subnet Forwarding in E-VPN
draft-sajassi-I|2vpn-evpn-inter-subnet-forwardi ng-01

Abst r act

E- VPN provi des an extensible and flexible nmulti-hom ng VPN sol ution
for intra-subnet connectivity anong hosts/VMs over an MPLS/IP

net wor k. However, there are scenarios in which inter-subnet

forwardi ng anmong hosts/VMs across different | P subnets is required,
while maintaining the nmulti-hom ng capabilities of E-VPN. This
docunment describes an I RB solution based on E-VPN to address such
requirenents.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htmn

Saj assi et al. Expi res August 25, 2013 [ Page 1]



| NTERNET DRAFT I P Inter-Subnet Forwarding in E-VPN Cctober 22, 2012

Copyri ght and License Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust's Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents

carefully, as they describe your rights and restrictions with respect

to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1 Introduction . .

2 I nter-Subnet FOI’V\ﬂI’dI ng Scenarlos .

2.1 Connecting E-VPN NVEs within a DC . . Co

2.2 Connecting E-VPN NVEs in different DCs vvlthout route
aggregation . . .

2.3 Connecting E-VPN NVEs in d|fferent DCs W|th route
aggregation . .

2.4 Connecting IP—VPN S|tes and E—VPN NVEs W|th route
aggregation

Def aul t Gat eway AddreSS| ng .

Oper ational Mdels for Inter—Subnet Forward| ng

4.1 Anong E-VPN NVEs within a DC . .

4.2 Among E-VPN NVEs in Different DCs Wthout Route
Aggregation . . .

4.3 Anong E- VPN NVEs |n D|fferent DCs vuth Route Aggregat|on .

4.4 Among | P-VPN Sites and E-VPN NVEs with Route Aggregation .

5 VM Mbility . . .

5.1 VM Mobility & Optlrrum For\/\ardl ng for VMs thbound Trafflc .

5.2 VM Mobility & Optinum Forwardi ng for VM s | nbound Traffic

5.2.1 Mobility without Route Aggregation . Ce

5.2.2 Mobility with Route Aggregat|on .

Acknowl edgenent s . .

Security Consi derations .

| ANA Consi derations .

Ref er ences

9.1 Nornmative Ref erences

9.2 Informative References

Aut hors’ Addresses .

W

©o00~N®

Saj assi et al. Expi res August 25, 2013 [ Page

ab b

(o3}

N~~~ o

11
12
12
12
13
13
13

13
13
13
14
14

2]



| NTERNET DRAFT I P Inter-Subnet Forwarding in E-VPN Cctober 22, 2012

Ter ni nol ogy
The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
I RB: Integrated Routing and Bridgi ng

IRB Interface: A virtual interface that connects the bridgi ng nodul e
and the routing nodule on an NVE

NVE: Network Virtualization Endpoint
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1

I nt roducti on

E- VPN provi des an extensible and flexible nulti-hom ng VPN sol ution
for intra-subnet connectivity anong hosts/VMs over an MPLS/ I P
networ k. However, there are scenarios where, in addition to intra-
subnet forwarding, inter-subnet forwarding is required anong

hosts/ VMs across different | P subnets, while maintaining the nulti-
homi ng capabilities of E-VPN. This docunent describes an I RB solution
based on E-VPN to address such requirenents.

I nt er-Subnet Forwardi ng Scenari os

The inter-subnet forwarding scenarios for E-VPN can be divided into
the following five categories. The | ast scenario, along with their
correspondi ng sol utions, are described in [ EVPN-I PVPN-I NTEROP] . The
solutions for the first four scenarios are the focus of this
docunent. For the follow ng inter-subnet forwarding scenarios, the
E- VPN sites are assunmed to belong to different E-VPN instances.

Connecting E-VPN sites within a DC

Connecting E-VPN sites in different DCs w thout route aggregation
Connecting E-VPN sites in different DCs with route aggregation
Connecting I P-VPN sites and E-VPN sites with route aggregation
Connecting | P-VPN sites and E-VPN sites w thout route aggregation

grwNE

In the above scenario, the term™"route aggregation" refers to the
case where for a given EVI/VRF a node situated at the WAN edge of the
data center network behaves as a default gateway for all the
destinations that are outside the data center. The absence of route
aggregation refers to the scenario where a given EVI/VRF within a
data center has (host) routes to individual VMs that are outside of
the data center.

In the case (4) the WAN edge node al so perforns route aggregation for
all the destinations within its own data center, and acts as an

i nterworking unit between E-VPN and IP VPN (it inplenents both E-VPN
and I P VPN functionality).
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Figure 2: Interoperability Use-Cases

In what follows, we will describe scenarios 3 through 6 in nore
detail .

2.1 Connecting E-VPN NVEs within a DC

In this scenario, connectivity is required between hosts (e.g. VM)
in the same data center, where those hosts belong to different IP
subnets. All these subnets are part of the sane IP VPN. Each subnet
is associated with a single EVPN, where each such EVPN is realized by
a collection of EVIs residing on appropriate NVEs.

As an exanple, consider VMB and VMb of Figure 2 above. Assune that
connectivity is required between these two VMs where VM3 bel ongs to
the 1 P3 subnet whereas VMb belongs to the I P5 subnet. Both I P3 and
| P5 subnets are part of the sane |P VPN. NVE2 has an EVI 3 associ at ed
with | P3 subnet and NVE3 has an EVI5 associated with the I P5 subnet.

2.2 Connecting E-VPN NVEs in different DCs wi thout route aggregation
This case is simlar to that of section 2.1 above albeit for the fact

that the hosts belong to different data centers that are
i nterconnected over a WAN (e.g. MPLS/IP PSN). The data centers in
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question here are seam essly interconnected to the WAN, i.e., the WAN
edge does not nmintain any host/VMspecific addresses in the
f orwar di ng pat h.

As an exanpl e, consider VM3 and VM6 of Figure 2 above. Assune that
connectivity is required between these two VMs where VMB bel ongs to
the 1 P3 subnet whereas VM6 belongs to the | P6 subnet. NVE2 has an
EVI 3 associated with | P3 subnet and NVE4 has an EVI 6 associated with
the 1P6 subnet. Both IP3 and | P6 subnets are part of the same |IP VPN
Both EVI3 and EVI 6 have VRFs associated with that | P VPN

2.3 Connecting E-VPN NVEs in different DCs with route aggregation

In this scenario, connectivity is required between hosts (e.g. VM)
in different data centers, and those hosts belong to different IP
subnets. What nakes this case different fromthat of Section 2.2 is
that (in the context of a given EVI/VRF) at |east one of the data
centers in question has a gateway as the WAN edge swi tch. Because of
that, the EVIsS/VRFs within each data center need not maintain (host)
routes to individual VMs outside of the data center

As an exanple, consider VML and VMb of Figure 2 above. Assune that
connectivity is required between these two VMs where VML bel ongs to
the 1 P1 subnet whereas VMb belongs to the I P5 subnet thus IP1 and | P5
subnets belong to the sane IP VPN. NVE3 has an EVI5 associated with
the 1 P5 subnet and NVE1 has an EVI1 associated with the I Pl subnet.
Both EVI1 and EVI5 have associated with their VRFs that belong to the
IP VPN that includes IP1 and I P5 subnets. Due to the gateway at the
edge of DCN 1, NVE1l does not have the address of VMb in its VRF
tabl e.

2.4 Connecting IP-VPN sites and E-VPN NVEs with route aggregation

In this scenario (within a context of a particular E-VPN instance),
connectivity is required between hosts (e.g. VMs) in a data center
and hosts in an enterprise site that belongs to a given | P-VPN. The
NVE within the data center is an E-VPN NVE, whereas the enterprise
site has an IP-VPN PE. Furthernore, the data center in question has a
gateway as the WAN edge switch. Because of that, the NVE in the data
center does not need to nmaintain individual |P prefixes advertised by
enterprise sites (by IP-VPN PEs).

As an exanpl e, consider end-station HL and VM2 of Figure 2. Assume
that connectivity is required between the end-station and the VM
where VM2 bel ongs to the 1 P2 subnet that is realized using EVPN,
whereas Hl belongs to an I P VPN site connected to PE1L (PEl nmintains
an I P VPN VRF associated with that 1P VPN). NVEl has an EVI2
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associ ated with the | P2 subnet. Mreover, NVE1L maintains a VRF
associated with EVI2. PEl originates a VPN-1P route that covers HI.
The gateway at the edge of DCNL perforns interworking function
between I P-VPN and E-VPN. As a result of this, a default route in
the VRF associated with EVI2, pointing to the gateway as the next

hop, and a route to the VM2 (or naybe | P2 subnet) on the Hl's VRF on
PE1 are sufficient for the connectivity between HlL and VM.

3 Default Gateway Addressing

4

To support inter-subnet forwardi ng, the NVE behaves as an | P Default
Gateway fromthe perspective of the attached end-stations (e.g. VMs).
Two nodel s are possible, as discussed in [ DC MOBILITY]

1. All the EVIs of a given E-VPN instance use the sane anycast

default gateway |P address and the sane anycast default gateway MAC
address. On each NVE, this default gateway | P/ MAC address correspond
to the IRB interface of the EVI associated with that E-VPN instance.

2. Each EVI of a given E-VPN instance uses its own default gateway |P
and MAC addresses, and these addresses are aliased to the sane
conceptual gateway through the use of the Default Gateway extended
community as specified in [E-VPN], which is carried in the E-VPN MAC
Advertisenment routes. On each NVE, this default gateway | P/ MAC
address correspond to the IRB interface of the EVI associated with
that E-VPN instance.

Bot h of these nodels enable a packet forwardi ng paradi gmwhere inter-
subnet traffic can bypass the VRF processing on the egress (i.e.

di sposition) NVE. The egress NVE nerely needs to performa |ookup in
the associated EVI and forward the Ethernet franmes unnodified, i.e.
wi thout rewiting the source MAC address. This is different from
traditional I RB forwardi ng where a packet is forwarded through the
bri dge nodule followed by the routing nodule on the ingress NVE, and
then forwarded through the routing nodule followed by the bridging
nodul e on the egress NVE. For inter-subnet forwarding using E-VPN
the routing nodul e on the egress NVE can be conpl etely bypassed.

It is worth noting that if the applications that are running on the
hosts (e.g. VMs) are enploying or relying on any form of MAC
security, then the first nodel (i.e. using anycast addresses) woul d
be required to ensure that the applications receive traffic fromthe
sane source MAC address that they are sending to.

Operational Mdels for Inter-Subnet Forwarding

4.1 Among E-VPN NVEs within a DC
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When an E-VPN MAC advertisenent route is received by the NVE, the IP
address associated with the route is used to popul ate the VRF,

wher eas the MAC address associated with the route is used to popul ate
both the bridge-domain MAC table, as well as the adjacency associ ated
with the P route in the VRF

When an Ethernet frame is received by an ingress NVE, it perforns a

| ookup on the destination MAC address in the associated EVI. If the
MAC address corresponds to its IRB Interface MAC address, the ingress
NVE deduces that the packet nust be inter-subnet routed. Hence, the

i ngress NVE perforns an | P | ookup in the associated VRF table. The

| ookup identifies both the next-hop (i.e. egress) NVE to which the
packet nust be forwarded, in addition to an adjacency that contains a
MAC rewrite and an MPLS | abel stack. The MAC rewrite holds the MAC
address associated with the destination host (as popul ated by the E-
VPN MAC route), instead of the MAC address of the next-hop NVE. The
ingress NVE then rewites the destination MAC address in the packet
with the address specified in the adjacency. It also rewites the
source MAC address with its IRB Interface MAC address. The ingress
NVE, then, forwards the frame to the next-hop (i.e. egress) NVE after
encapsulating it with the MPLS | abel stack. Note that this |abe
stack includes the LSP | abel as well as the EVI |abel that was
advertised by the egress NVE. Wen the MPLS encapsul ated packet is
received by the egress NVE, it uses the EVI label to identify the
bridge-domain table. It then perfornms a MAC | ookup in that table,

whi ch yields the outbound interface to which the Ethernet frame nust
be forwarded. Figure 2 below depicts the packet flow, where NVE1l and
NVE2 are the ingress and egress NVEs, respectively.

NVEL NVE2

o + o +
| ... e | ... e
| (EV1) - (VRF) | | (VRF)-(EVI) |
| .. N | ... [..] |
Fom e me oo + Fomm e ee oo +

A \Y NV

I I |

VML- >- + oo S +  +->-VW

Figure 2: Inter-Subnet Forwardi ng Anong E-VPN NVEs within a DC

Note that the forwarding behavior on the egress NVEis simlar to E-
VPN i ntra-subnet forwarding. In other words, all the packet
processing associated with the inter-subnet forwarding senmantics is
confined to the ingress NVE.
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It should al so be noted that [E-VPN] provides different |evel of
granularity for the EVI label. Besides identifying bridge domain
table, it can be used to identify the egress interface or a
destination MAC address on that interface. If EVI label is used for
egress interface or destination MAC address identification, then no
MAC | ookup is needed in the egress EVI and the packet can be directly
forwarded to the egress interface just based on EVI |abel |ookup

4.2 Among E-VPN NVEs in Different DCs Wthout Route Aggregation

When an E- VPN MAC advertisenent route is received by the NVE, the IP
address associated with the route is used to popul ate the VRF,
whereas the MAC address associated with the route is used to popul ate
both the bridge-domain MAC table, as well as the adjacency associ ated
with the IP route in the VRF

When an Ethernet frane is received by an ingress NVE, it perforns a

| ookup on the destination MAC address in the associated EVI. If the
MAC address corresponds to its IRB Interface MAC address, the ingress
NVE deduces that the packet nust be inter-subnet routed. Hence, the

i ngress NVE perforns an | P | ookup in the associated VRF table. The

| ookup identifies both the next-hop (i.e. egress) Gateway to which
the packet nust be forwarded, in addition to an adjacency that
contains a MAC rewite and an MPLS | abel stack. The MAC rewrite holds
the MAC address associated with the destination host (as popul ated by
the E-VPN MAC route), instead of the MAC address of the next-hop
Gateway. The ingress NVE then rewites the destination MAC address in
the packet with the address specified in the adjacency. It also
rewites the source MAC address with its IRB Interface MAC address.
The ingress NVE, then, forwards the frane to the next-hop (i.e.
egress) CGateway after encapsulating it with the MPLS | abel stack

Note that this |label stack includes the LSP |abel as well as an EV

| abel . The EVI | abel could be either advertised by the ingress
Gateway, if inter-AS option B is used, or advertised by the egress
NVE, if inter-AS option Cis used. Wien the MPLS encapsul at ed packet
is received by the ingress Gateway, the processing again differs
dependi ng on whether inter-AS option B or option Cis enployed: in
the former case, the ingress Gateway swaps the EVI |abel in the
packets with the EVI | abel value received fromthe egress Gateway. In
the latter case, the ingress Gateway does not nodify the EVI |abe

and perforns normal |abel switching on the LSP label. Simlarly on
the egress Gateway, for option B, the egress Gateway swaps the EV

| abel with the value advertised by the egress NVE. \Wereas, for
option C, the egress Gateway does not nodify the EVI |abel, and
perfornms normal |abel switching on the LSP | abel. Wen the MPLS
encapsul at ed packet is received by the egress NVE, it uses the EVI

| abel to identify the bridge-donmain table. It then perforns a MAC

| ookup in that table, which yields the outbound interface to which
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the Ethernet frane nust be forwarded. Figure 3 bel ow depicts the
packet fl ow

NVE1 GAL Gne NVE2

Fomm e + e meeeo o + e meeeo o + e meeeo o +
| ... e | ] | ] ... e
| (EVI)-(VRF) | | [LS] || [LS] | | (VRF)-(EVI) |
| -1 N (I (. (I [ [ |
o e e e +

N Y NV NV NV

I I [ [ [

VML- >- + oo > e e + +->-V\R

Figure 3: Inter-Subnet Forwardi ng Anong E-VPN NVEs in Different DCs
wi t hout Rout e Aggregation

4.3 Among E-VPN NVEs in Different DCs with Route Aggregation

In this scenario, the NVEs within a given data center do not have
entries for the MAC/I P addresses of hosts in renpte data centers.

Rat her, the NVEs have a default IP route pointing to the WAN gat eway
for each VRF. This is acconplished by the WAN gateway advertising for
a given E-VPN that spans multiple DC a default VPN-1P route that is
imported by the NVEs of that E-VPN that are in the gateway’ s own DC.

When an Ethernet frane is received by an ingress NVE, it perforns a

| ookup on the destination MAC address in the associated EVI. If the
MAC address corresponds to the IRB Interface MAC address, the ingress
NVE deduces that the packet nust be inter-subnet routed. Hence, the

i ngress NVE perforns an | P | ookup in the associated VRF table. The

| ookup, in this case, matches the default route which points to the

| ocal WAN gateway. The ingress NVE then rewites the destination MAC
address in the packet with the IRB Interface MAC address of the |ocal
WAN gateway. It also rewites the source MAC address with its own |IRB
Interface MAC address. The ingress NVE, then, forwards the frane to
the WAN gateway after encapsulating it with the MPLS | abel stack.
Note that this |abel stack includes the LSP | abel as well as the I P-
VPN | abel that was advertised by the |ocal WAN gateway. Wen the MPLS
encapsul at ed packet is received by the local WAN gateway, it uses the
I P-VPN | abel to identify the VRF table. It then performs an | P | ookup
in that table. The | ookup identifies both the renote WAN gateway (of
the renote data center) to which the packet nmust be forwarded, in
addition to an adjacency that contains a MAC rewite and an MPLS

| abel stack. The MAC rewite holds the MAC address associated with
the ultimte destination host (as popul ated by the E-VPN MAC route).
The | ocal WAN gateway then rewites the destination MAC address in
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the packet with the address specified in the adjacency. It also
rewites the source MAC address with its IRB Interface MAC address.
The | ocal WAN gateway, then, forwards the franme to the renote WAN
gateway after encapsulating it with the MPLS | abel stack. Note that
this | abel stack includes the LSP | abel as well as a VPN | abel that
was advertised by the renpote WAN gat eway. \When the MPLS encapsul at ed
packet is received by the renote WAN gateway, it sinply swaps the VPN
| abel with the EVI |abel advertised by the egress NVE. This inplies
that the renpte WAN gateway nust allocate the VPN | abel at |east at
the granularity of a (VRF, egress NVE) tuple. The renote WAN gat eway
then forward the packet to the egress NVE. The egress NVE then
perfornms a MAC | ookup in the EVI (identified by the received EVI

| abel ) to deternmine the outbound port to send the traffic on.

Fi gure 4 bel ow depicts the forwardi ng nodel.

NVE1L GM G NVE2

Fomm e eee oo i i i +
| ... A e | ] ... e
| (EVI)-(VRF) | [(VRF)-(EVI) | | [LS ] | [ (VRF)-(EVI) |
| . Aol | [ [ [ |
e e e e +

A \% NV A Vv Y

I I (. I I (.

VML- >- + oo > am e + o +  +->-VWR

Figure 4: Inter-Subnet Forwardi ng Anong E-VPN NVEs in Different DCs
wi th Route Aggregation

4.4 Among | P-VPN Sites and E-VPN NVEs with Route Aggregation

In this scenario, the NVEs within a given data center do not have
entries for the | P addresses of hosts in renpte enterprise sites.
Rat her, the NVEs have a default IP route pointing to the WAN gat eway
for each VRF.

When an Ethernet frame is received by an ingress NVE, it perforns a
| ookup on the destination MAC address in the associated EVI. If the
MAC address corresponds to the IRB Interface MAC address, the ingress
NVE deduces that the packet nust be inter-subnet routed. Hence, the
i ngress NVE performs an | P | ookup in the associated VRF table. The
| ookup, in this case, matches the default route which points to the
| ocal WAN gateway. The ingress NVE then rewites the destination MAC
address in the packet with the IRB Interface MAC address of the |ocal
WAN gateway. It also rewites the source MAC address with its own IRB
Interface MAC address. The ingress NVE, then, forwards the frane to
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the WAN gateway after encapsulating it with the MPLS | abel stack.
Note that this |label stack includes the LSP | abel as well as the | P-
VPN | abel that was advertised by the | ocal WAN gateway. Wen the MPLS
encapsul at ed packet is received by the local WAN gateway, it uses the
I P-VPN | abel to identify the VRF table. It then perfornms an | P | ookup
in that table. The | ookup identifies the next hop ASBR to which the
packet nust be forwarded. The |ocal gateway in this case strips the
Et her net encapsul ati on and forwards the | P packet to the ASBR using a
| abel stack conprising of an LSP | abel and a VPN | abel that was
advertised by the ASBR. When the MPLS encapsul ated packet is received
by the ASBR, it sinply swaps the VPN | abel with the I P-VPN | abe
advertised by the egress PE. This inplies that the renote WAN gat eway
nmust al l ocate the VPN | abel at least at the granularity of a (VRF,
egress PE) tuple. The ASBR then forwards the packet to the egress PE
The egress PE then perfornms an | P | ookup in the VRF (identified by
the received IP-VPN | abel) to determ ne where to forward the traffic.

Fi gure 5 bel ow depicts the forwardi ng nodel.

NVE1L GM ASBR NVE2

e e e e +

| ... A R A | o

| (EVI)-(VRF) | |(VRF)-(EVI) | | [LS] || (VRF) |

| -1 P [ [ [ [ .-
Fommm e oo e e e +

A v NV A \% NV

| (. | | |

VML- >- + oo >o oo T oS + e e + +->-H1

Fi gure 5: Inter-Subnet Forwarding Anong | P-VPN Sites and E- VPN NVEs
wi th Route Aggregation
5 VM Mbility
5.1 VM Mobility & Opti num Forwarding for VM s Qutbound Traffic
Optimum forwarding for the VMs outbound traffic, upon VM nobility,
can be achi eved using either the anycast default Gateway MAC and I P
addresses, or using the address aliasing as discussed in [DC
MOBI LI TY] .
5.2 VM Mobility & Optinum Forwardi ng for VM s | nbound Traffic
For optinum forwarding of the VM s inbound traffic, upon VM nobility,

all the NVEs and/or |P-VPN PEs need to know the up to date | ocation
of the VM Two scenari os nust be considered, as discussed next.
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In what follows, we use the follow ng term nol ogy:

- source NVE refers to the NVE behind which the VM used to reside
prior to the VM nobility event.

- target NVE refers to the new NVE behi nd which the VM has noved
after the nobility event.

5.2.1 Mobility w thout Route Aggregation

In this scenario, when a target NVE detects that a MAC nobility event
has occurred, it initiates the MAC nobility handshake in BGP as
specified in [E-VPN. The WAN Gat eways, acting as ASBRs in this case,
re-advertise the MAC route of the target NVE with the MAC Mobility
extended comunity attribute unnodified. Because the WAN Gat eway for
a given data center re-advertises BGP routes received fromthe WAN
into the data center, the source NVE will receive the MAC
Advertisenment route of the target NVE (with the next hop attribute
adj ust ed dependi ng on which inter-AS option is enployed). The source
NVE will then withdraw its original MAC Advertisenent route as a
result of evaluating the Sequence Nunber field of the MAC Mobility
extended comunity in the received MAC Advertisenent route. This is
per the procedures already defined in [ E-VPN].

5.2.2 Mobility with Route Aggregation

This section will be conpleted in the next revision.
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