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Abst ract

Thi s docunment describes how Ethernet VPN (E-VPN) technol ogy can be
used to interconnect VXLAN or NVGRE networks over an MPLS/ | P networKk.
This is to provide intra-subnet connectivity at Layer 2 and control -
pl ane separati on anong the interconnected VXLAN or NVGRE networ ks.
The scope of the | earning of host MAC addresses in VXLAN or NVGRE
network is limted to data plane learning in this docunent.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (1 ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as
Internet-Drafts.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://ww.ietf.org/lid-abstracts. htm

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htmn
Copyri ght and License Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust's Legal
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Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1

I nt roducti on

[E-VPN] introduces a solution for multipoint L2VPN services, with
advanced nulti-hom ng capabilities, using BGP control plane over the
core MPLS/IP network. [VXLAN] defines a tunneling schene to overlay
Layer 2 networks on top of Layer 3 networks. [VXLAN allows for

opti mal forwarding of Ethernet franes with support for nultipathing
of unicast and multicast traffic. VXLAN uses UDP/IP encapsul ation for
tunnel i ng.

In this docunent, we discuss how Et hernet VPN (E-VPN) technol ogy can
be used to interconnect VXLAN or NVGRE networ ks over an MPLS/IP
network. This is achieved by terminating the VWXLAN tunnel at the the
hand- of f points, perfornm ng data pl ane MAC | earni ng of customer
traffic and providing intra-subnet connectivity for the customers at
Layer 2 across the MPLS/IP core. The solution maintains control-pl ane
separati on anong the interconnected VXLAN or NVGRE networks. The
scope of the learning of host MAC addresses in VXLAN or NVGRE net wor k
islinmted to data plane learning in this document. The distribution
of MAC addresses in control plane using BGP in VXLAN or NVGRE networ k
is outside of the scope of this docunent and it is covered in [ EVPN-
OVERLY] .

1.1 Term nol ogy

2.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

LDP: Label Distribution Protocol. MAC. Media Access Control MPLS:
Multi Protocol Label Switching. OAM Operations, Administration and
Mai nt enance. PE: Provide Edge Node. PW PseudoWre. TLV: Type,
Length, and Value. VPLS: Virtual Private LAN Services. VXLAN: Virtual
eXtensible Local Area Network. VTEP: VXLAN Tunnel End Point VN :
VXLAN Network ldentifier (or VXLAN Segnent |ID) ToR Top of Rack

swi tch.

Requi rement s

2.1. Control Plane Separation anong VXLAN NVGRE Net wor ks

It is required to nmaintain control-plane separation anong the various
VXLAN NVGRE net wor ks bei ng interconnected over the MPLS/ I P networKk.
This ensures the follow ng characteristics:

- scalability of the IGP control plane in |arge deploynents and fault
domain |l ocalization, where Iink or node failures in one site do not
trigger re-convergence in renote sites.
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- scalability of nulticast trees as the nunber of interconnected
net wor ks scal es.

2.2 Layer 2 Extension of VN s/VSIDs over the MPLS/I P Network

It is required to extend the VXLAN VNIs or NVGRE VSI Ds over the
MPLS/ I P network to provide intra-subnet connectivity between the
hosts (e.g. VMs) at Layer 2.

2.3 Support for Integrated Routing and Bridging (1RB)

The data center WAN edge node is required to support integrated
routing and bridging in order to accommpdate both inter-subnet
routing and intra-subnet bridging for a given VNI/VSID. For exanple,

i nter-subnet switching is required when a renote host connected to an
enterprise IP-VPN site wants to access an application resided on a
VM

Sol uti on Overvi ew

Every VXLAN NVGRE network, which is connected to the MPLS/IP core,
runs an i ndependent instance of the I GP control-plane. Each PE
participates in the IGP control plane instance of its local site.

Each PE node terninates the VXLAN or NVGRE dat a- pl ane encapsul ation
where each VNI or VSID is mapped to a bridge-domain. The PE perforns
data plane MAC | earning on the traffic received fromthe VXLAN NVGRE
net wor K.

Each PE node inplements E-VPN or PBB-EVPN to distribute either the
client MAC addresses |earnt over the VXLAN tunnel in case of EVPN, or
the PEsS’ B-MAC addresses in case of PBB-EVPN. In the PBB-EVPN case,
client MAC addresses will continue to be learnt in data plane.

Each PE node woul d encapsul ate the Ethernet franes with MPLS when
sendi ng the packets over the MPLS core and with the VXLAN or NVGRE
tunnel header when sending the packets over the VXLAN or NVGRE

Net wor K.
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Legend: CP = Control Plane View DP = Data Pl ane View

Figure 1: Interconnecting VXLAN Networks w th VXLAN- EVPN

4. E-VPN Routes This solution | everages the sane BGP Routes and
Attributes defined in [E-VPN], adapted as foll ows:

4.1. BGP MAC Adverti senent Route

This route and its associ ated nodes are used to distribute the
customer MAC addresses learnt in data plane over the VXLAN tunnel in
case of EVPN. Or can be used to distribute the provider Backbone MAC
addresses in case of PBB-EVPN

4.2. Ethernet Auto-Di scovery Route
When EVPN is used, the application of this route is as specified in
[EVPN] . However, when PBB-EVPN is used, there is no need for this
route per [PBB-EVPN].
4.3. Per VPN Route Targets
VXLAN- EVPN uses the same set of route targets defined in [E-VPN].
4.4 Inclusive Milticast Route
The E-VPN Inclusive Miulticast route is used to distribute the VN
i nformati on over the MPLS network. This is required to performthe
di scovery of the PEs participating in a given VNI. It also enables
the stitching of the IP nulticast trees, which are local to each

VXLAN site, with the Label Switched Miulticast (LSM trees of the MPLS
net wor k.
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The Inclusive Miulticast Route is encoded as follow
- Ethernet Tag IDis set to VXLAN Network ldentifier (VN).

- Oiginating Router’'s I P Address is set to one of the PEEs IP
addr esses.

Al'l other fields are set as defined in [E-VPN].
Pl ease see section 4.6 "Handling Milticast"
4.5. Unicast Forwarding

Host MAC addresses will be learnt in data plane fromthe VXLAN
networ k and associated with the correspondi ng VTEP. Host MAC
addresses will be learnt in control plane if E-VPN is inplenented
over the MPLS/IP core, or in the data-plane if PBB-EVPN is

i mpl emrent ed over the MPLS core. Wen Host MAC addressed are | earned
in data plane over MPLS/IP core [in case of PBB-EVPN], they are
associated with their correspondi ng BMAC addr esses.

L2 Unicast traffic destined to the VXLAN network will be encapsul at ed
with the | P/UDP header and the correspondi ng custoner bridge VN .

L2 Unicast traffic destined to the MPLS/IP network will be
encapsul ated with the MPLS | abel.

4.6. Handling Multicast

Each VXLAN network independently builds its P2MP or MP2MP shared
nmulticast trees. A P2MP or MP2MP tree is built for one or nore VNI's
local to the VXLAN networ K.

In the MPLS/I P network, nultiple options are available for the
delivery of nulticast traffic:

- Ingress replication

- LSMwith Inclusive trees

- LSMwi th Aggregate Inclusive trees

- LSMwith Selective trees

- LSMwith Aggregate Sel ective trees
Wien LSMis used, the trees are P2MWP.

The PE nodes are responsible for stitching the IP nulticast trees, on
the access side, to the ingress replication tunnels or LSMtrees in
the MPLS/IP core. The stitching nust ensure that the foll ow ng
characteristics are naintained at all tinmes:

1. Avoiding Packet Duplication: In the case where the VXLAN network
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is nulti-honed to multiple PE nodes, if all of the PE nodes forward
the sane multicast frame, then packet duplication would arise. This
applies to both nmulticast traffic fromsite to core as well as from
core to site.

2. Avoiding Forwarding Loops: In the case of VXLAN network nulti -
homi ng, the solution nust ensure that a nmulticast franme forwarded by
a given PE to the MPLS core is not forwarded back by another PE (in
the sanme VXLAN network) to the VXLAN network of origin. The sane
applies for traffic in the core to site direction.

The follow ng approach of per-VN |oad bal anci ng can guarant ee proper
stitching that neets the above requirenents.

4.6.2. Miulticast Stitching with Per-VN Load Bal anci ng

9.

The PE nodes, connected to a nulti-honed VXLAN network, perform BGP
DF el ection to decide which PE node is responsible for forwarding

mul ticast traffic associated with a given VNI. A PE would forward
multicast traffic for a given VNI only when it is the DF for this
VNI. This forwarding rule applies in both the site to core as well as
core to site directions.

NVGRE

Just like VXLAN, all the above specification would apply for NVGRE,

replacing the VNI with Virtual Subnet Identifier (VSID) and the VTEP
wi th NVGRE Endpoi nt.

Acknow edgenent s
TBD.

Security Considerations

There are no additional security aspects that need to be discussed
here.

| ANA Consi der ati ons
TBD.
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