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Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Abst r act

Thi s docunment di scusses how Et hernet Provi der Backbone Bri dgi ng

[ 802. 1ah] can be conbined with E-VPN in order to reduce the nunber of
BGP MAC advertisenment routes by aggregating Custoner/Cient MAC (C
MAC) addresses via Provider Backbone MAC address (B-MAC), provide
client MAC address nobility using C MAC aggregati on and B- MAC sub-
netting, confine the scope of CGMAC learning to only active flows,

of fer per site policies and avoid C MAC address flushing on topol ogy
changes. The conbined solution is referred to as PBB- EVPN.

Conventi ons
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.
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1.

4.

I nt roducti on

[E-VPN] introduces a solution for multipoint L2VPN services, with
advanced nulti-honing capabilities, using BG for distributing
custoner/client MAC address reach-ability infornmation over the core
MPLS/ | P network. [802.1ah] defines an architecture for Ethernet

Provi der Backbone Bridging (PBB), where MAC tunneling is enployed to
i mprove service instance and MAC address scalability in Ethernet as
wel|l as VPLS networks [PBB-VPLS].

In this docunent, we di scuss how PBB can be conbined with E-VPN in
order to: reduce the nunber of BGP MAC adverti senent routes by
aggregating Custoner/dient MAC (C-MAC) addresses via Provider
Backbone MAC address (B-MAC), provide client MAC address nobility
usi ng G MAC aggregati on and B- MAC sub-netting, confine the scope of
C-MAC learning to only active flows, offer per site policies and
avoid C-MAC address flushing on topol ogy changes. The conbi ned
solution is referred to as PBB- EVPN.

Contri butors

In addition to the authors |listed above, the follow ng individuals
al so contributed to this docunent.

Keyur Patel, Cisco
Sam Al drin, Huawei
H manshu Shah, G ena

Ter m nol ogy

BEB: Backbone Edge Bri dge

B- MAC. Backbone MAC Address

CE: Custoner Edge

C-MAC. Custoner/dient MAC Address
DHD: Dual - honed Devi ce

DHN: Dual - honed Net wor k

LACP: Link Aggregation Control Protocol
LSM Label Swi tched Ml ticast

MDT: Multicast Delivery Tree
MP2MP: Mul tipoint to Multipoint
P2MP: Point to Miultipoint

P2P: Point to Point

PE: Provider Edge

PoA: Point of Attachnment

PW Pseudow re

E- VPN: Et hernet VPN

Requi renment s
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The requirenments for PBB-EVPN include all the requirenents for E-VPN
that were described in [EVPN-REQ, in addition to the follow ng:

4.1. MAC Advertisenent Route Scal ability

In typical operation, an [E-VPN PE sends a BG® MAC Adverti senent
Rout e per custoner/client MAC (C-MAC) address. In certain
applications, this poses scalability challenges, as is the case in
virtualized data center environnments where the nunber of virtual
machi nes (VMs), and hence the nunber of C MAC addresses, can be in
the mllions. In such scenarios, it is required to reduce the nunber
of BGP MAC Advertisenment routes by relying on a ' MAC sumari zati on’
schene, as is provided by PBB. Note that the MAC sunmari zation
capability already built into E-VPN is not sufficient in those
environments, as will be discussed next.

4.2. C-MAC Mobility with MAC Sunmari zati on

Certain applications, such as virtual machine nmobility, require
support for fast C MAC address nobility. For these applications, it
is not possible to use MAC address summarization in E-VPN, i.e.
advertise reach-ability to a MAC address prefix. Rather, the exact
virtual machine MAC address needs to be transmitted in BGP MAC
Advertisenent route. Gtherwise, traffic would be forwarded to the
wrong segnent when a virtual nachine noves from one Ethernet segnent
to another. This hinders the scalability benefits of summarization.

It is required to support C-MAC address nobility, while retaining the
scal ability benefits of MAC summarization. This can be achi eved by

| everagi ng PBB technol ogy, which defines a Backbone MAC (B- MAC)
address space that is independent of the C MAC address space, and
aggregate C- MAC addresses via a B-MAC address and then apply

summari zati on to B- MAC addresses.

4.3. C MAC Address Learning and Confi nenent

In E-VPN, all the PE nodes participating in the same E-VPN i nstance
are exposed to all the C MAC addresses | earnt by any one of these PE
nodes because a C MAC | earned by one of the PE nodes is advertise in
BGP to other PE nodes in that E-VPN instance. This is the case even
if some of the PE nodes for that E-VPN instance are not involved in
forwarding traffic to, or from these C- MAC addresses. Even if an

i mpl erent ati on does not install hardware forwarding entries for C MAC
addresses that are not part of active traffic flows on that PE, the
device nmenory is still consumed by keeping record of the C MAC
addresses in the routing table (RIB). In network applications with
nmllions of CMAC addresses, this introduces a non-trivial waste of
PE resources. As such, it is required to confine the scope of
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visibility of CMAC addresses only to those PE nodes that are
actively involved in forwarding traffic to, or from these addresses.

4.4, Per Site Policy Support

In many applications, it is required to be able to enforce
connectivity policy rules at the granularity of a site (or segnent).
This includes the ability to control which PE nodes in the network
can forward traffic to, or from a given site. PBB-EVPN is capabl e of
providing this granularity of policy control. In the case where per
C-MAC address granularity is required, the EVI can always continue to
operate in E-VPN node

4.5. Avoiding G MAC Address Fl ushing

It is required to avoid C MAC address flushing upon |ink, port or
node failure for nulti-homed devices and networks. This is in order
to speed up re-convergence upon failure.

5. Solution Overview

The solution involves incorporating | EEE 802. 1lah Backbone Edge Bridge
(BEB) functionality on the E-VPN PE nodes sinilar to PBB-VPLS, where
BEB functionality is incorporated in the VPLS PE nodes. The PE
devi ces woul d then receive 802.1Q Ethernet franmes fromtheir
attachnent circuits, encapsulate themin the PBB header and forward
the frames over the I P/MPLS core. On the egress E-VPN PE, the PBB
header is renoved following the MPLS disposition, and the origina
802. 1Q Ethernet frane is delivered to the custoner equi pnent.
BEB R + BEB

|

\/

+----+ +----+

| 1---1 cE2l
| P/ MPLS | PE3| oot

[l I I
\/ | |
I I
I I
I I
| Net wor k | +----+
I I
I I
I I
I I
I

+----+ ACl +----+
| CEL|-----| |
+----H\ | PEL]|

+

<-802.1Q > <------ PBB over MPLS------ > <-802.1Q >

Fi gure 1: PBB- EVPN Net wor k
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The PE nodes performthe follow ng functions:- Learn customer/client
MAC addresses (G MACs) over the attachnment circuits in the data-
pl ane, per normal bridge operation.

- Learn renote C-MAC to B-MAC bindings in the data-plane fromtraffic
ingress fromthe core per [802.1ah] bridging operation.

- Advertise local B-MAC address reach-ability information in BGP to
all other PE nodes in the same set of service instances. Note that

every PE has a set of |ocal B-MAC addresses that uniquely identify

the device. More on the PE addressing in section 5.

- Build a forwarding table fromrenote BGP adverti sements received
associ ating renote B-MAC addresses with renote PE | P addresses and
the associ ated MPLS | abel (s).

6. BGP Encoding

PBB- EVPN | everages the sanme BGP Routes and Attributes defined in [ E-
VPN], adapted as follows:

6.1. BGP MAC Advertisenment Route

The E-VPN MAC Advertisenent Route is used to distribute B-MAC
addresses of the PE nodes instead of the C-MAC addresses of end-
stations/hosts. This is because the CMAC addresses are learnt in the
dat a-plane for traffic arriving fromthe core. The MAC Adverti senent
Route is encoded as fol |l ows:

- The MAC address field contains the B-MAC address.

- The Ethernet Tag field is set to O.

- The Ethernet Segment ldentifier field nust be set either to O (for
si ngl e-honed Segnments) or to MAX-ESI (for mnulti-homed Segments). All
other values are not permtted.

The route is tagged with the RT corresponding to the EVI associated
with the B-MAC address.

Al'l other fields are set as defined in [E-VPN].
6.2. FEthernet Auto-Discovery Route

This route and all of its associated nodes are not needed in PBB-
EVPN.

The receiving PE knows that it need not wait for the receipt of the

Et hernet A-D route for route resolution by neans of the reserved ESI
encoded in the MAC Advertisenment route: the ESI values of 0 and MAX-
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ESI indicate that the receiving PE can resolve the path w thout an
Et hernet A-D route.

6.3. Per VPN Route Targets

PBB- EVPN uses the sanme set of route targets defined in [E-VPN]. The
future revision of this docunment will describe new RT types.

6.4. MAC Mdbility Extended Comunity

This extended community is defined in [EVPN . Wen used i n PBB-EVPN,
it indicates that the CGMAC forwarding tables for the I-SIDs
associated with the RT tagging the MAC Adverti senent route nust be
f1 ushed.

Note that all other BGP nessages and/or attributes are used as
defined in [E-VPN .

7. QOperation

This section discusses the operation of PBB-EVPN, specifically in
areas where it differs from|[E VPN].

7.1. MAC Address Distribution over Core

I n PBB-EVPN, host MAC addresses (i.e. C MAC addresses) need not be
distributed in BGP. Rather, every PE independently |earns the C MAC
addresses in the data-plane via nornmal bridgi ng operation. Every PE
has a set of one or nore unicast B-MAC addresses associated with it,
and those are the addresses distributed over the core in MAC
Adverti senment routes.

7.2. Device Milti-hom ng
7.2.1 Fl ow based Load- bal anci ng

This section describes the procedures for supporting device multi-
homi ng in an all-active redundancy nodel with fl ow based | oad-
bal anci ng.

7.2.1.1 PE B-MAC Address Assi gnnent

In [802. 1ah] every BEB is uniquely identified by one or nore B-MAC
addresses. These addresses are usually locally adm nistered by the
Service Provider. For PBB-EVPN, the choice of B-MAC address(es) for
the PE nodes nust be exam ned carefully as it has inplications on the
proper operation of nmulti-honing. In particular, for the scenario
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where a CE is nmulti-homed to a nunber of PE nodes with all-active
redundancy and fl ow based | oad- bal anci ng, a given C MAC address woul d
be reachable via nultiple PE nodes concurrently. Gven that any given
renote PE will bind the CMAC address to a single B-MAC address, then
the various PE nodes connected to the same CE nust share the same B-
MAC address. Ot herw se, the MAC address table of the renote PE nodes
will keep oscillating between the B-MAC addresses of the various PE
devi ces. For exanple, consider the network of Figure 1, and assune
that PE1l has B-MAC BML and PE2 has B- MAC BM2. Al so, assune that both
links fromCEL to the PE nodes are part of an all-active nulti-
chassis Ethernet |ink aggregation group. If BML is not equal to BM,
the consequence is that the MAC address table on PE3 will keep
oscillating such that the CMAC address CM of CE1 would flip-flop
between BML or BM2, depending on the | oad-bal anci ng deci sion on CE1l
for traffic destined to the core.

Considering that there could be nmultiple sites (e.g. CEs) that are
nmul ti-homed to the sanme set of PE nodes, then it is required for al
the PE devices in a Redundancy Group to have a uni que B- MAC address
per site. This way, it is possible to achieve fast convergence in the
case where a link or port failure inpacts the attachment circuit
connecting a single site to a given PE

S Ry +
oo - + PE1l | |IP/MPLS

/ I I

CEl | Network | PEr
ML\ I I
Fo---- - + PE2 | |
[------- + I I
/ I I
CE2 I I
M\ I I
\ I I
+------ + PE3 +--------- +

Fi gure 2: B- MAC Address Assignment

In the exanpl e network shown in Figure 2 above, two sites
corresponding to CE1l and CE2 are dual -honed to PE1l/ PE2 and PE2/ PE3,
respectively. Assune that BML is the B-MAC used for the site
corresponding to CEL. Sinilarly, BM2 is the B-MAC used for the site
corresponding to CE2. On PEl, a single B-MAC address (BML) is
required for the site corresponding to CEl. On PE2, two B- MAC
addresses (BML and BM2) are required, one per site. Wiereas on PE3, a
single B-MAC address (BM2) is required for the site corresponding to
CE2. Al three PE nodes would advertise their respective B-MAC
addresses in BGP using the MAC Advertisenment routes defined in [E-
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VPN]. The renote PE, PEr, would learn via BGP that BML is reachabl e
via PE1l and PE2, whereas BM2 is reachable via both PE2 and PES3.

Furt hernmore, PEr establishes via the normal bridge |learning that C
MAC ML is reachable via BML, and CMAC M2 is reachable via BM2. As a
result, PEr can | oad-bal ance traffic destined to ML between PEl1 and
PE2, as well as traffic destined to M2 between both PE2 and PE3. In
the case of a failure that causes, for exanple, CEl to be isolated
fromPEL, the latter can withdraw the route it has advertised for
BML. This way, PEr would update its path list for BM,, and will send
all traffic destined to ML over to PE2 only.

For single-honed sites, it is possible to assign a uni que B-MAC
address per site, or have all the single-honed sites connected to a
gi ven PE share a single B-MAC address. The advantage of the first
nodel over the second nodel is the ability to avoid C MAC destination
address | ookup on the disposition PE (even though source C MAC
learning is still required in the data-plane). Al so, by assigning the
B- MAC addresses froma contiguous range, it is possible to advertise
a single B-MAC subnet for all single-homed sites, thereby rendering
the nunber of MAC advertisenent routes required at par with the
second nodel .

In summary, every PE nay use a uni cast B-MAC address shared by all
singl e-honed CEs or a unicast B-MAC address per single-honmed CE and,
in addition, a unicast B-MAC address per dual-homed CE. In the latter
case, the B-MAC address MJST be the sanme for all PE nodes in a
Redundancy G oup connected to the sanme CE

7.2.1.2. Automating B- MAC Address Assi gnnent

The PE B- MAC address used for single-honmed sites can be automatically
derived fromthe hardware (using for e.g. the backpl ane’s address).
However, the B-MAC address used for nulti-honed sites nust be

coordi nated anong the RG nenbers. To automate the assignnent of this
| atter address, the PE can derive this B-MAC address fromthe MAC
Address portion of the CEs LACP System Identifier by flipping the
"Locally Administered” bit of the CE s address. This guarantees the
uni queness of the B-MAC address within the network, and ensures that
all PE nodes connected to the sanme nulti-honed CE use the same val ue
for the B- MAC address.

Note that with this automatic provisioning of the B-MAC address
associated with nulti-honmed CEs, it is not possible to support the
uncommon scenario where a CE has nultiple bundles towards the PE
nodes, and the service involves hair-pinning traffic fromone bundle
to another. This is because the split-horizon filtering relies on B-
MAC addresses rather than Site-ID Labels (as will be described in the
next section). The operator nust explicitly configure the B-MAC
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address for this fairly uncommon service scenario.

Whenever a B-MAC address is provisioned on the PE, either nmanually or
automatically (as an outcone of CE auto-discovery), the PE MJST
transmt an MAC Advertisenent Route for the B-MAC address with a
downstream assi gned MPLS | abel that uniquely identifies that address
on the advertising PE. The route is tagged with the RTs of the

associ ated EVIs as descri bed above.

7.2.1.3 Split Horizon and Desi gnated Forwarder El ection

[E-VPN relies on access split horizon, where the Ethernet Segnent
Label is used for egress filtering on the attachment circuit in order
to prevent forwarding |oops. In PBB-EVPN, the B-MAC source address
can be used for the sane purpose, as it uniquely identifies the
originating site of a given frame. As such, Segnent Labels are not
used in PBB-EVPN, and the egress split-horizon filtering is done
based on the B-MAC source address. It is worth noting here that
[802.1ah] defines this B-MAC address based filtering function as part
of the |-Conponent options, hence no new functions are required to
support split-horizon beyond what is already defined in [802. 1ah].

G ven that the Segnent |abel is not used in PBB-EVPN, the PE sets the
Label field in the Ethernet Segnent Route to O.

The Designated Forwarder el ection procedures are defined in [I-D
Segrent - Rout e] .

7.2.2 |1-SID Based Load- bal anci ng

This section describes the procedures for supporting device nulti-
homing in an all-active redundancy nodel with per-1SID | oad-
bal anci ng.

7.2.2.1 PE B- MAC Address Assi gnnent

In the case where per-1SID | oad-balancing is desired anong the PE
nodes in a given redundancy group, multiple unicast B-MAC addresses
are allocated per multi-homed Ethernet Segment: Each PE connected to
the multi-homed segnent is assigned a unique B-MAC. Every PE then
advertises its B-MAC address using the BGP MAC adverti senent route.

Arenmote PE initially floods traffic to a destination C MAC address,
located in a given nulti-honed Ethernet Segnent, to all the PE nodes
connected to that segnment. Then, when reply traffic arrives at the
renote PE, it learns (in the data-path) the B-MAC address and

associ ated next-hop PE to use for said CMAC address. Wien a PE
connected to a nmulti-honmed Ethernet Segnent |oses connectivity to the
segnment, due to link or port failure, it withdraws the B-MAC route
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previously advertised for that segment. This causes the renote PE
nodes to flush all C MAC addresses associated with the B-MAC in
question. This is done across all |1-SIDs that are mapped to the EV
of the withdrawn MAC route.

7.2.2.2 Split Horizon and Desi gnated Forwarder Election The procedures
are simlar to the flow based | oad-bal anci ng case, with the only
difference being that the DF filtering nust be applied to unicast as
well as nulticast traffic, and in both core-to-segnent as well as
segnent-to-core directions

7.3. Network Milti-hom ng

When an Ethernet network is multi-honmed to a set of PE nodes running
PBB- EVPN, an all-active redundancy nodel can be supported with per
service instance (i.e. 1-SID) |oad-balancing. In this nodel, DF
election is perfornmed to ensure that a single PE node in the
redundancy group is responsible for forwarding traffic associated
with a given I-SID. This guarantees that no forwarding | oops are
created. Filtering based on DF state applies to both unicast and

mul ticast traffic, and in both access-to-core as well as core-to-
access directions (unlike the nulti-homed device scenario where DF
filteringis limted to nulti-destination franes in the core-to-
access direction). Simlar to the multi-honmed device scenario, with
| - SI D based | oad-bal anci ng, a uni que B-MAC address is assigned to
each of the PE nodes connected to the nulti-homed network (Segment).

7.4. Franme Forwarding

The frame forwarding functions are divided in between the Bridge
Modul e, which hosts the [802. 1ah] Backbone Edge Bridge (BEB)
functionality, and the MPLS Forwarder which handles the MPLS

i mposi tion/disposition. The details of frame forwarding for unicast
and nulti-destination franmes are di scussed next.

7.4.1. Unicast

Known unicast traffic received fromthe AC will be PBB-encapsul ated
by the PE using the B-MAC source address corresponding to the
originating site. The unicast B-MAC destination address is deternined
based on a | ookup of the C MAC destination address (the binding of
the two is done via transparent |earning of reverse traffic). The
resulting frame is then encapsulated with an LSP tunnel |abel and the
MPLS | abel which uniquely identifies the B-MAC destination address on
the egress PE. If per flow | oad-bal ancing over ECMPs in the MPLS core
is required, then a flow | abel is added as the end of stack | abel

For unknown unicast traffic, the PE forwards these frames over MPLS
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core. \Wen these franes are to be forwarded, then the sanme set of
options used for forwarding multicast/broadcast frames (as described
in next section) are used.

7.4.2. Multicast/Broadcast

Miul ti-destination frames received fromthe AC will be PBB-

encapsul ated by the PE using the B-MAC source address correspondi ng
to the originating site. The nulticast B-MAC destination address is
sel ected based on the value of the I-SID as defined in [802.1ah]. The
resulting frame is then forwarded over the MPLS core using one out of
the followi ng two options:

Option 1: the MPLS Forwarder can performingress replication over a
set of MP2P tunnel LSPs. The frame is encapsulated with a tunnel LSP
| abel and the E-VPN ingress replication |abel advertised in the

I nclusive Multicast Route.

Option 2: the MPLS Forwarder can use P2MP tunnel LSP per the
procedures defined in [E-VPN]. This includes either the use of
I nclusive or Aggregate Inclusive trees.

Note that the same procedures for advertising and handling the
Inclusive Miulticast Route defined in [E-VPN] apply here.

8. Mnimzing ARP Broadcast

The PE nodes inplenment an ARP-proxy function in order to mninize the
volume of ARP traffic that is broadcasted over the MPLS network. This
i s achi eved by having each PE node snoop on ARP request and response
nmessages received over the access interfaces or the MPLS core. The PE
buil ds a cache of 1P/ MAC address bindings fromthese snooped
messages. The PE then uses this cache to respond to ARP requests

i ngress on access ports and targeting hosts that are in renote sites.
If the PE finds a match for the IP address in its ARP cache, it
responds back to the requesting host and drops the request.

O herwise, if it does not find a match, then the request is flooded
over the MPLS network using either ingress replication or LSM

9. Seanless Interworking with | EEE 802. 1aq/ 802. 1Qbp
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Figure 7: Interconnecting 802.1aq/802.1Qbp Networks wi th PBB- EVPN
9.1 B- MAC Address Assi gnnent
For the same reasons cited in the TRILL section, the B-MAC addresses
need to be globally unique across all the | EEE 802. 1aq / 802. 1Qbp
net wor ks. The same hierarchi cal address assignnent schene depicted
above is proposed for B-MAC addresses as well.
9.2 | EEE 802.1laq / 802.1Cbp B- MAC Advertisenment Route
B- MAC addresses associated with 802.1aq / 802.1Qbp switches are
advertised using the BGP MAC Advertisenment route already defined in
[ E- VPN .
The encapsul ation for the transport of PBB franes over MPLS is

simlar to that of classical Ethernet, albeit with the additional PBB
header, as shown in the figure bel ow
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Fi gure 8: PBB over MPLS Encapsul ation

9.3 Operation:

10.

10.

When a PE receives a PBB-encapsul ated Ethernet frane fromthe access
side, it perfornms a | ookup on the B-MAC destination address to
identify the next hop. If the |lookup yields that the next hop is a
renote PE, the |ocal PE would then encapsul ate the PBB frame in MPLS.
The | abel stack conprises of the VPN | abel (advertised by the renote
PE), followed by an LSP/IGP | abel. Fromthat point onwards, regular
MPLS forwarding is applied.

On the disposition PE, assum ng penul timate-hop-popping is enpl oyed,
the PE receives the MPLS-encapsul ated PBB frane with a single |abel
the VPN | abel. The value of the | abel indicates to the disposition PE
that this is a PBB frame, so the |label is popped, the TTL field (in
the 802. 1Qbp F-Tag) is reinitialized and nornmal PBB processing is

enpl oyed fromthis point onwards

Sol uti on Advant ages

In this section, we discuss the advantages of the PBB-EVPN sol ution
in the context of the requirenments set forth in section 3 above.

1. MAC Advertisenment Route Scal ability

I n PBB-EVPN t he nunber of MAC Advertisenent Routes is a function of
the nunber of segments (sites), rather than the nunber of
host s/ servers. This is because the B-MAC addresses of the PEs, rather
than C-MAC addresses (of hosts/servers) are being advertised in BGP
And, as discussed above, there’s a one-to-one mappi ng between nulti -
honed segnments and B- MAC addresses, whereas there’s a one-to-one or
many-t o-one mappi ng between singl e-homed segnents and B- MAC addr esses
for a given PE. As a result, the volune of MAC Adverti senent Routes
in PBB-EVPN is nultiple orders of magnitude | ess than E-VPN
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10.

10.

10.

2. CMAC Mobility with MAC Sub-netting

In PBB-EVPN, if a PE allocates its B-MAC addresses from a contiguous
range, then it can advertise a MAC prefix rather than individual 48-
bit addresses. It should be noted that B-MAC addresses can easily be
assigned froma contiguous range because PE nodes are within the
provi der administrative domain; however, CE devices and hosts are
typically not within the provider administrative domain. The

advant age of such MAC address sub-netting can be mmintained even as
C- MAC addresses nove fromone Ethernet segnent to another. This is
because the C- MAC address to B-MAC address association is learnt in
t he dat a-pl ane and C- MAC addresses are not advertised in BGP. To
illustrate how this conpares to E-VPN, consider the foll ow ng

exanpl e:

If a PE running E-VPN advertises reachability for a MAC subnet that
spans N addresses via a particular segnent, and then 50% of the MAC
addresses in that subnet nove to other segnments (e.g. due to virtual
machi ne mobility), then in the worst case, N 2 additional MAC
Advertisenment routes need to be sent for the MAC addresses that have
moved. This defeats the purpose of the sub-netting. Wth PBB-EVPN, on
the other hand, the sub-netting applies to the B-MAC addresses which
are statically associated with PE nodes and are not subject to
mobility. As C MAC addresses nove from one segnent to another, the
bi nding of G MAC to B-MAC addresses is updated via data-pl ane

| ear ni ng.

3. C MAC Address Learning and Confi nenent

I n PBB-EVPN, C-MAC address reachability information is built via

dat a- pl ane | earning. As such, PE nodes not participating in active
conversations involving a particular G MAC address will purge that
address fromtheir forwarding tables. Furthernore, since C MAC
addresses are not distributed in BGP, PE nodes will not naintain any
record of themin control-plane routing table.

4. Seam ess Interworking with TRILL and 802. 1aqg Access Networks
Consi der the scenario where two access networks, one running MPLS and

the other running 802.1laq, are interconnected via an MPLS backbone
networ k. The figure bel ow shows such an exanpl e networKk.
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R + | MPLS | R +
+---t+ [ +-- - -t +---t+ | +----+
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B I SIS + R + Fommmmm +  +----+

Figure 9: Interoperability with 802. laq

If the MPLS backbone network enpl oys E-VPN, then the 802. 1laq dat a-

pl ane encapsul ati on nust be terninated on PEl or the edge device
connecting to PE1l. Either way, all the PE nodes that are part of the
associ ated service instances will be exposed to all the C MAC
addresses of all hosts/servers connected to the access networKks.
However, if the MPLS backbone network enpl oys PBB-EVPN, then the

802. 1aq encapsul ati on can be extended over the MPLS backbone, thereby
mai nt ai ni ng G- MAC address transparency on PEL. If PBB-EVPN is also
ext ended over the MPLS access network on the right, then C MAC
addresses would be transparent to PE2 as well.

Interoperability with TRILL access network will be described in
future revision of this draft.

5. Per Site Policy Support

In PBB-EVPN, a unique B-MAC address can be associated with every site
(single-homed or nmulti-homed). G ven that the B- MAC addresses are
sent in BGP MAC Advertisenent routes, it is possible to define per
site (i.e. B-MAC) forwarding policies including policies for E-TREE
servi ce.

6. Avoiding C MAC Address Fl ushing

Wth PBB-EVPN, it is possible to avoid C MAC address flushing upon
topol ogy change affecting a multi-homed device. To illustrate this,
consi der the exanple network of Figure 1. Both PEl and PE2 adverti ze
the sane B-MAC address (BML) to PE3. PE3 then learns the C MAC
addresses of the servers/hosts behind CE1l via data-plane |learning. If
ACl fails, then PE3 does not need to flush any of the C MAC addresses
| earnt and associated with BML. This is because PE1 will wi thdraw the
MAC Adverti senent routes associated with BML, thereby |eading PE3 to
have a single adjacency (to PE2) for this B-MAC address. Therefore,

t he topol ogy change is communi cated to PE3 and no C-MAC address
flushing is required.
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11. Acknow edgenent s
TBD.
12. Security Considerations

There are no additional security aspects beyond those of VPLS/ H VPLS
that need to be di scussed here.

13. | ANA Consi derati ons

Thi s docunent requires | ANA to assign a new SAFl value for L2VPN_MAC
SAFI .

14. Intellectual Property Considerations

This docunment is being submitted for use in | ETF standards
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