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Abst r act

This draft specifies the LISP Single-Hop Distributed Hash Tabl e
Mappi ng Dat abase (LI SP-SHDHT), a distributed mappi ng dat abase which
consists of a set of SHDHT Nodes to provide mappings from LI SP
Endpoint ldentifiers (EIDs) to Routing Locators (RLOCs). EID
nanespace is dynam cally distributed anong SHDHT Nodes based on DHT
Hash al gorithm Each SHDHT Node is configured with one or nore hash
spaces which contain multiple EID prefixes along with RLOCs of
correspondi ng Map Servers.
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This Internet-Draft is submtted in full conformance with the
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and may be updated, replaced, or obsol eted by other docunents at any
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material or to cite themother than as "work in progress."
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1. Introduction

Locator/I D Separation Protocol (LISP) [RFC6830] specifies an
architecture and nechani smfor replacing the address currently used
by IP with two separate name spaces: Endpoint IDs (EIDs), used within
LI SP sites, and Routing Locators (RLOCs), used on transit networks
that make up the Internet infrastructure. To achieve this
separation, LISP defines protocol mechanisnms for mapping fromEIDs to
RLOCs. As a result, an efficient database is needed to store and
propagat e those mappi ngs gl obally. Several such mappi ng dat abases
have been proposed, among them LISP-NERD [I-D.lear-Iisp-nerd], LISP-
ALT[ RFC6836], LISP-DDT[I-ietf-1isp-ddt], and LI SP-DHT [LI SP-DHT].
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Accordi ng to databases such like LISP-ALT [ RFC6836] and LI SP-DDT
[I-ietf-1isp-ddt], architectures of these mappi ng dat abases are based
on announcenent/del egati on of hierarchically-del egated segnents of
El D namespace (i.e., prefixes). Therefore, based on these
architectures, when a roaning event occurs and a LISP site or a LISP
MN recei ves new RLOCs, the site or MN has to anchor pre-configured
map-server to register its new mapping informati on no matter where
the site or MN currently locates, just in order to protect EID
prefixes announced aggregately in the database [I-D. nmeyer-1lisp-m].

As a DHT strategy based nappi ng database, LI SP-DHT [ LI SP-DHT]

exhi bits several interesting properties, such as self-configuration
sel f-mai ntenance, scalability and robustness that are clearly
desirable for a EID-to-RLOC resol ution service. However, this

dat abase is based on multi-hop Chord DHT. On one hand, inquiries of
mapping information in this case need to pass through iterative

mul ti-hop | ookup steps which will cause relatively large delay tine.
On the other hand, |oad bal ance between Chord nodes is another
essential problemneed to be sol ved.

This draft specifies a LISP Single-Hop Distributed Hash Tabl e Mappi ng
Overlay (LI SP-SHDHT) which provides mapping information | ookup
service for sites running LISP. Miin characters of this strategy is
t hat ,

1. Each SHDHT Node maintains routing information for all other SHDHT
Nodes. Thus, messages interaction between SHDHT Nodes in the
same SHDHT overlay just need one hop

2. Traditionally, Node IDs are used to identify DHT nodes and
represent hash space arrangenent on DHT nodes. |n SHDHT
strategy, the two roles are separated. Partition |IDs are adopted
for hash space arrangenent and a build-in | oad bal anci ng sol ution
i s designed.

This draft specifies the outline of SHDHT and the basic application
of LISP SHDHT. |In actual deploynment of LISP SHDHT, mapping dat abase
could be maintained by multiple service providers and could be

depl oyed as col | aborative conbination of multiple Domain LI SP SHDHTS.
Detai|l s about Domain LI SP SHDHT Depl oynent are introduced in

Section 5.

In main context of this draft, SHDHT Mappi ng dat abase is proposed
according to structure requirenents of LISP-MS [RFC6833]. This SHDHT
strategy provides services for LISP Sites mapping | ookup. In
Appendi x A, a special SHDHT strategy for LISP-MN [I-D. neyer-1lisp-m]
scenario is proposed. This SHDHT strategy is not conpletely match
structure requirements of LISP-MS. However, it could provide better
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service for LISP-M scenario, where LISP-MN need not to anchor pre-
configured Map Server and could update its mapping information as
soon as possible when it roanms to a new | ocati on.
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2. Definition of Terns

This draft uses terns defined in [RFC6830]. This section defines
sone new terns used in this docunent.

SHDHT:  Singl e-Hop Distributed Hash Tabl e Mappi ng Overl ay.

SHDHT Node: Physical nodes which conmpose SHDHT overlay’s topol ogy.
Each SHDHT Node has a uni que Node ID and maintains nmultiple hash
space segnents which | abeled by Partition IDs. Each SHDHT Node
mai ntai ns a Node Routing Table of |ocal SHDHT Mappi ng Overl ay.
SHDHT Nodes | ocates in the same Mapping Overlay inplenent hash
operation based on the sane hash algorithm SHDHT Nodes hash data
object to be a unique Resource I D, and perform put/get/nove
operations based on the Resource |Ds.

Node ID: Node identifier, which is used for maintenance. Each SHDHT
Node has a unique Node ID. The ring containing Node |IDs indicates
overlay’s topol ogy.

Partition ID: Partition identifier, which is used for hash space
assignnent. Partition IDs and Resource | Ds share the sane hash
space. All Partition IDs in overlay are unique. Each SHDHT Node
could have nmultiple Partition IDs. The ring containing Partition
| Ds deternines how the hash space is partitioned into segnents and
how t hese segnments are assigned to nodes.

Resource I D: Each data object stored in DHT overlay could be hashed
to be a unique Resource ID. In LISP-SHDHT strategy, data objects
correspond to the EIDs. Resource |IDs share the sane hash space
with Partition IDs. As a result, SHDHT Nodes perform data objects
put/get/renove operations based on these IDs.

Node Routing Table: Routing table of a SHDHT Mappi ng Overlay which
contains all SHDHT Nodes infornmation of this overly, including
Node I Ds, Partition |IDs and Node | P addresses, etc. Each SHDHT
Node of this overly will maintain the Routing Tabl e.

SHDHT Map Resol ver: A SHDHT Node that al so inplenents Map Resol ver
functionality (accept Map-Requests, and forward themto
correspondi ng SHDHT Map Servers based on information get from
SHDHT mappi ng dat abase or forward themto correspondi ng SHDHT Map
Servers through SHDHT Nodes, which corresponds to different
operation nodes of the SHDHT Mappi ng Dat abase.).

Report Message: Kind of nessage sent by Map Server to SHDHT Nodes to

publish the EIDs/EID prefix information in charge of Map Server
onto the LI SP-SHDHT mappi ng overl ay.
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SHDHT Bor der Node: SHDHT Border Node | ocates on the border of a
Domai n SHDHT Overlay. Each SHDHT Border Node maintains an Inter-
Domai n Routing Table. SHDHT Border Nodes are used to flood cross
domai n routing and forward cross donai n packets.

Inter-Domain Routing Table: A routing table maintained on a SHDHT
Border Node. This routing table contains infornmation of other
Domai n SHDHT Overlays, such like EID prefixes other domain
overlays maintain, |IP addresses and ports information of other
overl ay’s Border Nodes.
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3. SHDHT Overvi ew
3. 1. Node I D and Partition ID

Most of existing DHTs use node | Ds for both nai ntenance and hash
space arrangenent. For exanple, in LISP-DHT[LISP-DHT], each chord
node of the DHT ring has a unique k-bits identifier (ChordlD). Nodes
perform operations such |ike put/get/renove based on Chordl Ds.

Furt hermore, ChordlDs are al so used to associ ate nodes w th hash
space segnents that the nodes responsible for

In SHDHT, two roles of maintenance and hash space arrangenent are
separated and a new kind identifier called Partition ID is adopted.
Each SHDHT node has a uni que Node I D which identifies the physica
node and multiple Partition |IDs which represent hash space segnents.
Al Partition IDs in the overlay are also unique. Node IDs and
Partition IDs are nmapped into two ring-shaped spaces respectively.
The ring containing Node IDs indicates the overlay's topology. The
ring containing Partition IDs determ nes how the hash space is
partitioned into segnents and how these segnents are assigned to
nodes. It is noteworthy that SHDHT Nodes coul d determ ne nunber of
Partition IDs on them separately and coul d generate Partition IDs
randomy just need to make sure that the generated Partition IDs will
not conflict with existing Partition IDs on the SHDHT pl ane.

Fom e e e e e e e e oo + Fom e e e e e e e e oo +
| Node | D: 0x0123| | Node | D: 0x4444|
| Partition ID: 0x1234| +----- + +o--- - + | Partition ID: 0x9000
[ 0x7000| | Nodel+---------- +Node2| | 0x3234|
oo I R S I e +

I I

I I

| |

I I
e + -4+ R e I +
| Node | Dt 0xe000| | Node3+---------- +Node4| | Node |ID: 0xc000
| Partition I D: 0x5000] +----- + +o---- + |Partition I D Oxaaaa
| Oxeeee| | Oxcccc|
e m e e e e e e oo - + e m e e e e e e oo - +

Fi g. 1 SHDHT Depl oynent Exanpl e

As shown in Fig.1 is an exanple of SHDHT. This SHDHT overlay is
consi st of four SHDHT NODEs each has a uni que Node I D and maintains
two Partition IDs. According to this deploynment, hash space is
partitioned to be eight segnents each is indexed by a Partition ID
FromFig. 1, it could be observed that hash space segnents are not
required to be partitioned equally. As SHDHT Nodes coul d generate
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Partition I Ds separately, when a SHDHT Node gets all hash segments
assignnent information of other SHDHT Nodes, it will be able to

i npl ement the | oad bal ance of SHDHT overlay by generate proper
Partition |Ds.

I n SHDHT, each SHDHT Node stores and nmintains data objects. Data
obj ects are indexed by Resource |IDs which share the sane hash space
with Partition IDs and will locate in the hash space segnents whose
Partition IDs are closest to their Resource |Ds.

For exanple, for a data object whose Resource IDis 0x8213, the
Resource I D | ocates between Partition | D 0x7000 and Partition ID
0x9000. As Partition ID 0x9000 is closer to Resource |ID 0x8213, the
data object will be stored and mai ntai ned on Node2 who is assigned
with the hash space segnent indexed by Partition |ID 0x9000.

3.2. Data Storage and Hash Assi gnnent

In traditional DHTs, hash space is partitioned into segnents based on
node IDs. As a result, data objects are always stored in their root
nodes, whose node IDs are "closest” to data objects’ Resource |Ds.
What does "cl osest” neans? Suppose we have three consecutive
Partition IDs a, b and ¢ which are the only Partition IDs in SHDHT
for our exanple, then the range of each hash space segnent is defined
as foll ow

Partition ID a: [id(a)-0.5*d(c,a); id(a)+0.5*d(a,b))

Partition ID b: [id(b)-0.5*d(a,b); id(b)+0.5*d(b,c))

Partition ID c: [id(c)-0.5*d(b,c); id(c)+0.5*d(c, a))

with functions

id(x): value of Partition ID x in hash space

d(x,y): distance between Partition ID x and y in hash space
Replications of data objects in a particular node are al ways stored
in the precedi ng node or successor node of the root node. The backup
precedi ng node or successor node will automatically beconme the new
cl osest node if the root node | eaves the overl ay.
In SHDHT, the whol e hash space is partitioned into segnments based on
partition IDs. The root node of a data object is the node, which has

the closest partition IDto the data object’s Resource ID. In SHDHT,
each node can maintain multiple hash space segnents with respective
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Partition IDs. As the preceding Partition ID or successor Partition
I D may be owned by the same root node. Replication of data objects
could still be stored in precedi ng node or successor node of root
node.

3.3. Node Routing Table

In SHDHT, each node mai ntains a Node Routing Tabl e containing routing
informati on of all other SHDHT Nodes |ocate in the same SHDHT
overlay. Table | shows the Node Routing Tabl e on SHDHT Nodes of
Fig.1. A Node Routing Table contains all Partition IDs and their
associ ated Node | Ds and node addresses. For sinplification, Node |IDs
and Partition IDs shown in the draft are only 16-bit nunbers.

When SHDHT Node receives a nessage points to a particular Resource

ID, it could | ook up Node Routing Table and find out the Partition ID
which is closest to the Resource ID. Furthernore, nmessage could be
transferred to the correspondi ng SHDHT Node.

B T [ B +
| Partition ID| Node ID| Address:Port |
[ E S S +
| 0x1234 | 0x0123 | 10.0.0.2:2000
| 0x3234 | Ox4444 | 10.0.0.3:2000
| 0x5000 | Oxe000 | 10.0.0.4:2000 |
| 0x7000 | 0x0123 | 10.0.0.2:2000 |
| 0x9000 | O0x4444 | 10.0.0.3:2000
| Oxaaaa | O0xc000 | 10.0.0.5:2000
| Oxcccc | Oxc000 | 10.0.0.5:2000
| Oxeeee | Oxe000 | 10.0.0.4:2000
oo T T +

TABLE | SHDHT Node Routing Tabl e

For exanple, if Node 1 (1D 0x1234) in Fig.1l needs to inplenent put/
get/renove operations for a data object with Resource I D 0x8213

Node 1 first looks up its Node Routing Table and finds out that the
cl osest Partition ID corresponding to this Resource ID is 0x9000.
Then Node 1 will send put/get/renove request to the node owns the
Partition ID, in Fig.1l is Node2, whose Node ID is 0x4444 and address
is 10.0.0. 3:2000.
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4. LI SP SHDHT

LI SP SHDHT is proposed to provide "EID-to-RLOC(s)" mappi ng
i nformati on | ookup service for sites running the Locator/ID
Separation Protocol (LISP).

As shown in Fig.2, LISP SHDHT is consists of SHDHT Nodes in which
some nodes play roles of Map Resolver. And in the draft, term
"SHDHT- MR" is adopted to identify these nodes.

R R +
| Node | D: 0x4444|
Fomm - + Fomm - + |Partition I D: 0x9000|
| Nodel+--------- +Node?2| | 0x3234|
+o - -+ B R I e +
I I
| SHDHT |
I I
+-- -+ +-- -+ Femm - - +
e + MR +--------- +Node4+------- + MS |
| +--m - - + +--m - - + +- - - -+
I I
+- - - -+ +- - - -+
| TR | | ETR |
Femm - - + Femm - - +

Fi g. 2 LI SP- SHDHT Depl oynent Exanpl e

Map Server publishes ElIDs/EID prefixes information it responsible to
onto SHDHT Mapping overlay. Al EIDs/EID prefixes entries are stored
in SHDHT Nodes as data objects. EIDs/EID prefixes in mapping entries
can be hashed as Resource I Ds of data objects. Al SHDHT Nodes in
the sane SHDHT overl ay perform hash operation based on the sane hash
al gorithm

In this draft, LISP-SHDHT can run in two distinct nodes: i) SHDHT
Forward Mode and ii) Recursive Lookup Modde.

4.1. 1TR Operation
According to LI SP-Ms [ RFC6833], LISP ITRs use Map Resol vers as proxy
to send control messages, such |ike encapsul ated Map- Requests and
Map- Repl i es.
In Scenario of LISP SHDHT, an | TR send Map- Requests directly to the

SHDHT Node which is selected to play roles of SHDHT Map Resol ver for
that I TR

Cheng & Sun Expi res January 16, 2014 [ Page 10]



Internet-Draft LI SP Si ngl e- Hop DHT Mappi ng Overl ay July 2013

4.2. ETR Qperation

LI SP ETR pl ays the sane role as defined in LISP-M5 [ RFC6833]; it
regi sters nmapping infornation onto the Map Server by sendi ng Map-
Regi st er nessages.

4.3. SHDHT Map Server Operation

When Map Server receives Map Request nessages, it forwards the
messages to ETRs or send Map-Reply nessages directly based on Mbits
of ETRs’ Map Registers. That's to say, Map Server perforns the sane
operation as defined in LI SP-MS[ RFC6833]

Extended in LI SP SHDHT, Map Server needs to publish ElDs/ElID prefixes
i nformati on onto the LISP-SHDHT mappi ng overl ay.

For exanple, as shown in figure 2, when a Map Server needs to publish
ElDs information such like EID "1.1.1.1" onto LI SP-SHDHT, follow ng
operations will be perforned.

1. Map Server sends a report nessage to the nearest SHDHT Node, i.e.
Node 4. Map Server contains the information of EID "1.1.1.1" in
the report nessage, along with Map Server’s routabl e RLOCs.
Report message may not be a kind of new defined nessage. For
exanpl e, Map Server could advertise EID information onto SHDHT
mappi ng dat abase based on BGP protocol.

2. \When Node 4 receives the report nessage, it extracts EID
informati on fromthe nmessage, i.e. EID"1.1.1.1". Node 4 then
hashes the report EID to be a Resource ID.

3. Suppose Node 4 hash EID "1.1.1.1" to be Resource I D 0x8956. Then
it checks the Nodes Routing Table to find out which Node
mai ntai ns the hash space whose Partition ID natches the Resource
ID. In this exanple, the match Partition IDis 0x9000, and the
correspondi ng hash space is maintai ned by Node 2.

4. Node 4 forwards the report nmessage to Node 2. Node 2 stores the
(key, value) pair, where key is the Resource I D 0x8956, and val ue
contains reported EID "1.1.1.1" along with correspondi ng Map
Server’s RLCOCs.

O her SHDHT Nodes now coul d contact Node2 to get which Map Server is
responsible to the EID "1.1.1.1".
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Note: In previous exanple, we suppose that Map-Server reports an EID
address onto LI SP-SHDHT. |n practical deploynment, Map Server reports
EID prefixes at nost tine. Details about EID prefix report will be
illustrated in Section 4.6.

SHDHT Map Resol ver Operation

As previous mentioned, LISP-SHDHT can run in two distinct nodes: i)
SHDHT Forward Mbde and ii) Recursive Lookup Mde.

As shown in Fig.2, suppose SHDHT Map Resol ver receives a Map- Request
nmessage target at EID 1.1.1.1. SHDHT Map Resol ver operations under
two different nodes are illustrated in foll owi ng sections.
1. SHDHT Map Resol ver Operation under SHDHT Forward Mode

Under SHDHT Forward Mbde, SHDHT Map Resol ver perforns the foll ow ng
oper ai on.

1. SHDHT Map Resol ver extracts destination EID address "1.1.1.1"
fromthe Map- Request nessage.

2. SHDHT Map Resol ver hashes the EID address to be Resource ID
0x8956 based on the shared hash al gorithm

3. SHDHT Map Resol ver | ooks up Node Routing Table and finds out the
Partition I D 0x9000 whi ch matches the Resource ID.

4., SHDHT Map Resol ver forwards Map- Request nessage to the
correspondi ng SHDHT Node 2 who mai ntains the hash space | abel ed
by mat ched Partition I D 0x9000.

2. SHDHT Map Resol ver Operation under Recursive Lookup Mdde

Under Recursive Lookup Mbde, SHDHT Map Resol ver perforns the
foll owi ng operati on.

1. SHDHT Map Resol ver receives the Map- Request message and stores it
in |ocal catch.

2. SHDHT Map Resol ver hash destination EI D of Map- Request to be
Resource | D 0x8956.

3. SHDHT Map Resol ver | ooks up Node Routing Table and finds out that

Node 2 maintains the correspondi ng hash space and stores the data
obj ect i ndexed by 0x8956.
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4. SHDHT Map Resol ver query Node 2 to get data object indexed by
0x8956, i.e. get EID information and RLOCs of the Map Server who
mai ntai ns the destination ElD.

5. SHDHT Map Resol ver forwards Map- Request nessage to correspondi ng
Map Server based on data object.

Under Recursive Lookup Mbde, SHDHT Map Resol ve coul d catch

i nformati on of the Map Server, including EID prefix Map Server
responsible for and Map Server’s RLOCs. Wen receives ot her Map
Requests whose destination ElIDs covered by Map Server’'s EID prefix,
Map Resol ver could forward Map Requests directly to Map Server.

4.5. SHDHT Nodes Operation

As specified in Section 4.3, when SHDHT Nodes receive a report
message, it will hash the report EIDEID prefix to be Resource |D,
and check which Node should store the data object. |If itself is the
responsi ble Node, it will store the (key, value) pair, otherwise, it
forward report message to correspondi ng Node.

As specified in Section 4.4.1, under SHDHT Forward Mode, when a SHDHT
Node receives a Map- Request nessage froma Map Resolver, it hashes
the requested EID to be a Resource IDto get the data object stored
in its hash space. Then SHDHT Node forwards the Map-Request to Map
Server based on data object information.

As specified in Section 4.4.2, under Recursive Lookup Mdde, when a
SHDHT Node receives a query nessage from Map Resolver, it replies
with the data object Map Resol ver requested.

4.6. EID prefixes Report onto LI SP-SHDHT

In LI SP-SHDHT, Map Server always report EID prefixes onto the SHDHT
Mappi ng overlay. However, Map-Request nessage al ways targets at a
specific EID address. How to hash the requested EID and the EID
prefix covered this EID to be the sane Resource |D? Each LI SP-SHDHT
Mappi ng overlay could configure a "Hash Bit" to solve this problem

As shown in Fig.3, suppose the LISP-SHDHT Mappi ng overlay configures
the "Hash Bit" to be 16 bits.
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LT + LT +
| Node | D: 0x0123| | Node | D: 0x4444|
| Partition I D 0x1234| +----- + +----- + |Partition I D: 0x9000
[ 0x7000| | Nodel+--------- +Node2| | 0x3234|
L T T + - +--+ R T R +
I I
[ SHDHT |
| Hash Bit=16
[ [ 1.1.1/24
+- - - -+ +- - - -+ R + +o-m - - - +
Map- Request  +------- + MR +--------- +Node4+----+ M5l +----+ ETRL |
1.1.1.1 | +----- + +--+- -+ +----- + Fo-m- - - +
2.0.0.1 [ [
+--+--+ | +----- + oo - +
| TTR | +o--- - + M52 +----+ ETR2 |
+----- + +----- + - - - - - +
2.0/ 15

Fig.3 EID Prefix Report Exanple
Exanple 1: MS1 reports EID prefix 1.1.1/24 onto the LI SP-SHDHT.

1. \Wien Node4 receives the report nessage from MSl, it extracts the
EID prefix 1.1.1/24.

2. Node4 hashes the EID prefix to be Resource ID based on Hash Bit.
In this case, Hash Bit is 16 bits, as a result Node4 hashes the /
16 prefix of reported EID prefix. That's to say, Noded4 hashes
1.1/16 to be a Resource |ID, suppose to be 0x8560.

3. Node 4 checks Node Routing Table and forwards the report nessage
to Node 2 who maintains the correspondi ng hash space with
Partition I D 0x9000.

In this exanpl e, when another Map Server advertises EID prefix such

like 1.1.2/24, this prefix will also be hashed to be Resource ID

0x8560 and the report nessage will be forwarded to Node 2

Node 2 maintains (key, value) pair, where key is 0x8560 and val ue
contains all EIDs/EID prefixes information covered by 1.1/16

Exanple 2: MS2 reports EID prefix 2.0/15 onto the LI SP-SHDHT.

1. Wien Node4 receives the report nmessage from MS1l, it extracts the
EI D prefix 2.0/15.

2. Node4 hashes the EID prefix to be Resource |ID based on Hash Bit.
In this case, Hash Bit is 16 bits, Node4 first splits the EID
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prefix 2.0/15 to be two 16 bits sub-prefixes, 2.0/16 and 2.1/16.
Suppose Node 4 hashes prefix 2.0/16 to be Resource |ID 0x1210 and
hashes prefix 2.1/16 to be Resource |ID 0x3200.

3. As Shown in Fig. 3, data objects with Resource |ID 0x1210 and
0x3200 should be stored on Node 1 and Node 2 separately. Node 4
will copy the report nessage and forward report nmessage both to
Node 1 and Node 2.

In this exanple, Node 1 and Node 2 nmintains (key, value) pairs with
di fferent keys (0x1210 and 0x3200), but the value both contain the
sane EID prefix 2.0/15.

In practical deploynment, SHDHT service providers could configure
proper Hash Bits, in order to avoid the scenario which needs to split
a shorter EID prefix to be nultiple | onger prefixes.

Exanpl e 3: I TR sends Map Requests onto LI SP- SHDHT.

1. Wen I TR sends a Map-Request target at EID 1.1.1.1 as shown in
Fig.3, SHDHT Map Resol ver hashes the EID based on Hash Bit, i.e.
SHDHT Map Resol ver hashes EID prefix 1.1/16 to get the Resource
I D. SHDHT Map Resol ver judges the corresponding data object is
stored on Node 2 (according to Exanple 1), then SHDHT Map
Resol ver could forward the Map- Request to Node 2 (based on SHDHT
Forward Mode) or get information about the best matched EID
prefix 1.1.1/24 from Node 2 (based on Recursive Lookup Mode).

2. Wien | TR sends a Map- Request target at EID 2.0.0.1, SHDHT Map
Resol ver hashes EID prefix 2.0/16 to get the Resource |ID. SHDHT
Map Resol ver judges the corresponding data object is stored on
Node 1 (according to Exanple 2), then SHDHT Map Resol ver could
forward the Map- Request to Node 1 (based on SHDHT Forward Mode)
or get information about the best nmatched EID prefix 2.0/15 from
Node 1 (based on Recursive Lookup Mde).
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5. Domain LI SP SHDHT Depl oynent

LISP is a global architecture. 1In order to nake LI SP SHDHT neets
requi renents of LISP mappi ng dat abase better, LISP SHDHT shoul d
performbetter scalability and distribution attributes. Especially
in practical deploynent, LISP mapping database nmay be operated by
different | SPs, when a new mappi ng service provider join or |eave the
mappi ng dat abase, all other providers should not be influenced to be
re- assi gned.

In practical deploynment, LISP SHDHT mappi ng overlay coul d be consi st
of multiple Domain SHDHT overl ays which are operated by different
mappi ng service providers. These Domain SHDHT overl ays comuni cate
t hrough SHDHT Border Nodes of each other.

As shown in Fig.4, there are two Domain LI SP SHDHT Overl ays which
communi cate through BNL (Border Nodel) and BN2.

In domain LI SP SHDHT depl oynment, different domain overlays maintain
El D-t o- RLOC mappi ng informati on covered by different EID prefixes.

As in example of Fig.4, Domain 1 maintains mapping information
according to EID prefix 12.0.0.0/8, and Donmin 2 maintai ns nappi ng

i nformati on covered by EID prefix 16.0.0.0/8. Furthernore, different
Domai n Overlay could configure their Hash Bits separately.

oo - +  H----- + +----- + +----- + +----- + oo - +
| ITRL +--+ MRL +------- +Node2| | Node4d+------- + MR +--+ | TR2 |
Fo- - - + -4+ +--4- -+ +--4- -+ +--4- -+ Fo- - - +

| Domai n | | Domai n |

| Overlay 1 | | Overlay 2 |

| Hash Bit 16 | | Hash Bit 14 |

| 12.0.0.0\8 | | 16.0.0.0\8 |
+--m - - + - --+ +- - - -+ +- - - -+ +- - - -+ +--m - - +
| M1 +--+Node3+------- + BNl | <--->] BN2 +------- +Node6+-- -+ MS2 |
H--mnn +  4----- + H--mnn + H--mnn + H--mnn + H--mnn +

BN: SHDHT Bor der Node
MR. SHDHT Map Resol ver
* M5: Map Server
Fi g. 4 Donmai n SHDHT Depl oynent Exanpl e
5.1. SHDHT Border Node
Each Domai n SHDHT Overlay has one or nore Border Nodes which are not

only performlike nornmal SHDHT Nodes, but also be used to flood cross
domai n routing and forward the cross donmi n packets.
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Each SHDHT Border Node nmaintains an Inter-Domain Routing Table, which
contains information of all other domain overlays, such |like EID
prefixes other domain overlays maintain, |P addresses and ports

i nformati on of other overlays’ Border Nodes.

At the beginning, Inter-Domain Routing Table could be configured on
SHDHT Bor der Nodes. Then, a SHDHT Border Node will flood cross
domain routing periodically to trigger other Border Nodes update
their Inter-Domain Routing Tabl es.

5.2. EIDs/EID Prefixes Report onto Donain SHDHT Overl ay

Al'l SHDHT Nodes of a Dormain SHDHT Overlay nust be noticed the EID
prefixes that |ocal domain overlay responsible for. When a SHDHT
Node of a domain overlay receives a report nmessage, it checks if the
regi stered EIDs/EID prefixes are covered by |ocal domain overlay's
El D prefixes.

If Iocal domain overlay is responsible for reported ElDs/ElID
prefixes, SHDHT Node who receives report nessage will process the
message as procedures listed in Section 4.3 and 4.6

O herwise, if local domain overlay is not responsible for reported

El Ds/ EI D prefixes, SHDHT Node who receives report nmessage wl|
forward it directly to |local domain overlay s Border Nodes. Then
Border Nodes will forward the nmessage to correspondi ng domai n overl ay
based on the Inter-Domain Routing Table.

Suppose in Fig.4, MS2 reports EID prefix 12.2.0/24 to Node 6 of
Domai n 2.

1. Node6 extracts the EID prefix fromreport nmessage and finds that
the reported EID prefix is 12.2.0/24.

2. Node6 determines that EID prefix 12.2.0/24 is not covered by
Domain 2's prefix 16.0.0.0/8.

3. Node6 forwards the report nessage to BN2.

4. BN2 | ooks up Inter-Donmain Routing Table to find that Donmain 1 is
responsible for EID prefix 12.2.0/24. BN2 forwards report
nmessage to Domain 1's Border Node (BN1).

5. BNl processes the report nmessage based on procedures introduced
in Section 4.3 and 4. 6.

5.3. Mappi ng Request Lookup onto Donai n SHDHT Overl ay
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When SHDHT Map Resol ver receives a Map- Request nessage, it checks if
the requested EID is covered by |ocal domain overlay' s EID prefixes,
i.e. if the requested mapping entry is stored on |ocal domain

overl ay.

If Iocal domain overlay is responsible for requested EI D, SHDHT Map
Resol ver processes the nessage based on procedures introduced in
Section 4.4 and 4. 6.

O herwise, if the requested EID entry is not stored on |ocal domain
overlay, under SHDHT Forward Mbde, SHDHT Map Resol ver directly
forwards the Map- Request to Border Nodes. Border Nodes of |oca
domai n overlay then forwards it to correspondi ng donmai n overlay based
on I nter-Domain Routing Tabl e.

Suppose in Fig.4, ITR2 sends a Map- Request nessage to SHDHT MR 2 of
Domain 2 to get nmapping infornmation of EID 12.2.0.1

1. SHDHT MR2 extracts requested EID fromthe Map- Request nessage.

2. SHDHT MR2 determines that requested EID 12.2.0.1 is not covered
by Domain 2's prefix 16.0.0.0/8.

3. SHDHT MR2 forwards the Map- Request nessage to BN2.

4. BN2 extracts requested EID and | ooks for Inter-Domain Routing
Table to find correspondi ng domain overlay of EID 12.2.0.1

5. BN2 finds out Domain 1 is responsible for EID 12.2.0.1. BN2
forwards Map- Request nessage to Domain 1's Border Node (BN1).

6. BNl processes the Map- Request message based on procedures
i ntroduced in Section 4.4 and 4. 6.

If the requested EID entry is not stored on | ocal donain overl ay,
under Recursive Lookup Mode, SHDHT Map Resol ver catch the Map- Request
message, and send query nessage to Border Nodes. Border Nodes of

| ocal dommin overlay query Border Nodes of the correspondi ng domain
overlay responsible for requested EID entry to get rel ated

i nformation.

Suppose in Fig.4, ITR2 sends Map- Request nessage to SHDHT MR 2 to get
mappi ng i nformation of 12.2.0.1.

1. SHDHT MR2 determ nes the requested EID 12.2.0.1 is not covered by
Domain 2's prefix 16.0.0.0/8.
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2. SHDHT MR2 catches the Map- Request nessage and sends a query
message for EID 12.2.0.1 to BN2.

3. BN2 finds out Domain 1 is responsible for the requested EID. BN2
sends query nessage to BNL.

4. BNl hashes 12.2/16 to be Resource ID to get which SHDHT Node in
Domain 1 now maintains informati on of EIDs covered by EID prefix
12. 2/ 16.

5. Suppose the responsible Node in Domain 1 is Node 2. Node 2
mai ntains information of EID prefix 12.2.0/24 along with MS2's
RLCC i nformation. BN2 queries Node 2 to get the information and
sends themto BNI1.

6. BNl sends relative information to SHDHT MR 2.

7. After the recursive | ookup procedures, SHDHT MR 2 sends the Map-
Request directly to MsS2
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6. Security Considerations

TBD
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7. | ANA Consi derati ons

Thi s docunent nakes no requests to | ANA
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