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Abst ract

Measuri ng broadband perfornance on a large scale is inportant for
net wor k di agnostics by providers and users, as well for as public
policy. To conduct such neasurenents, user networks gather data,
either on their own initiative or instructed by a neasurenent
controller, and then upload the neasurenent results to a designated
measur enent server. This docunment describes a |ogical architecture
and sunmari zes key requirenents for protocols to connect the
components. The systemis designed to support residential and small -
enterprise networks, using either wired or wireless networks. The
architecture supports an extensible set of active and passive
measur enents, but the details of the netrics thensel ves are beyond
the scope of this docunent.
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1.

I nt roducti on

Measuring actual network performance is crucial to managi ng consuner
and enterprise networks, but, when perfornmed at scale, it also allows
third parties to gain insight into the actual performance of such
networks, facilitating consumer choice and allowi ng to evaluate the
state of broadband performance in a country, anong other public
policy goals. A nunber of network perfornmance netrics have been
defined, such as [2], but there is no overall architecture and set of
protocols that facilitates gathering such neasurenents in a

coordi nated way, at scal es drawing on thousands or nillions of nodes.

Large-scal e nmeasurenment efforts (e.g., [3]) use proprietary, custom
desi gned nechani sns to coordinate the neasurenent clients. They
require that the organi zati on runni ng the measurenents depl oy

t housands of dedi cated hardware conponents or rely on end-system
software nodul es that are subject to exogeneous factors, such as hone
networ ks, that nmay distort the results. Thus, this document proposes
an overall architecture, with enphasis on the functional and security
requirenents for the protocols connecting the el enents of the
architecture, that will make it possible to build neasurenent
capabilities into home and enterprise edge routers, persona

conmput ers, nobile devices and other edge devices.

Any usage and inplenentation will likely inpose a nunmber of
addi ti onal operational requirenents and a statistical sanpling

met hodol ogy. For example, the Measurenent Broadband Anerica project
[3] within the US Federal Conmunications Commi ssion (FCC) has
establ i shed specific operational guidelines on data validity and
commits to specific requirenents for open access to neasurenent data,
sof tware tools and docunmentation of neasurement nethodol ogy and
statistical approaches. Wile crucial for deploynment, these are
beyond the scope of this protocol requirenents docunent. Also, as is
customary for | ETF-managed protocols, this docunent does not nandate
a specific hardware or operating systemplatformfor inplenentation

We suggest that the | ETF I P Performance Metrics (I PPM working group
take on defining any additional performance nmetrics as needed. Such
an effort should be undertaken as a collaborative effort with the

Br oadband Forum (BBF) [4]; other SDOs may al so take on aspects of
this problem area

In sone applications, such as data gathering by |local regulatory
entities, extensive logging at various |levels, from packet arriva
times to events, will be used to assure all parties of the validity
of the data gathered. However, logging is beyond the scope of this
docunent .

Schul zrinne, et al. Expi res March 25, 2013 [ Page 3]



Internet-Draft Lar ge-scal e neasur enent Sept enber 2012

Bot h active and passi ve neasurenent techni ques have been widely
accepted in practice. |In active neasurenents, the end systens enits
traffic and observes a performance netric, or has another end point
do so. Exanples of active neasurenents include round-trip delay [2],
one-way delay [5] and throughput [6] netrics, service availability,
as well as a range of neasurenments that try to enulate application
behavi or, such as Vol P, HTTP retrievals or nedia streaning. Passive
measur enent s observe existing user traffic flows. W note that there
is sone overlap between NetFlow [7] neasurenents and passive

measur enents descri bed here. The delineation between the two and
possi ble re-use of functionality are left to further discussion

For both active and passive nmeasurenents, a neasurenent client sends
or observes traffic, respectively. For active nmeasurenents, the
measurenent client may need a neasurenent server as serve as

reci pient of the neasurenent traffic. (ln sone cases, such as

measur enent s nodel i ng user access to network services, such as web
page retrieval performance, the neasurenent traffic is exchanged with
a production server, such as a web server, but this requires careful
design to avoid overloading that server with nmeasurement traffic.)
Since we are interested in |arge-scal e neasurenents, we assune that a
measur enent controller provides the nmeasurenent client with

i nformati on on what to neasure and when to performthe neasurenents.
Finally, in some cases, a neasurenent data collector gathers data,
typically sanples rather than aggregate data, collected by the
measurenent clients for later analysis. The data nodels and file
formats for supporting the exchange of the test paraneters as well as
test results require standardi zation

As noted above, it appears likely that nmetrics will evolve and new
ones will be added over tinme. Conponents of the platformmy be
designed and operated by different, independent entities, or, at

m ni num data gathered by the platform my be used by different
parties for different purposes. For exanple, a regulator or |SP

m ght contract with third parties to nanage vari ous conponents of a
nmeasurenent effort, and all data conmuni cations mnmust securely support
the del egation and authentication of rights and responsibilities to
perform any operational paraneter supported by the neasurenent
architecture. Thus, it will be inportant to agree to on a set of
metrics and associated netric-specific protocol paranmeters. For
exanpl e, the TCP throughput nmetric defined in [6] depends on the TCP
congestion avoi dance algorithm Each neasurenent run generates one
or nore data sanples, e.g., a set of throughput values. The
controll er needs to convey those paraneters to the neasurenent client
and the data collector needs to be able to determ ne unanbi guously
whi ch paraneters were used for a specific set of data sanples

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
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"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [1]. Although RFC
2119 was witten with protocols in mnd, the key words are used in
this docunent to indicate the strength of a requirenent.
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2. Use Cases

Large-scal e, automated neasurenents are hel pful in a nunber of use
cases. W illustrate the scope with three exanpl es:

Provi der network neasurenents: |Internet service providers have an
interest in knowi ng how well their networks are performng, as
viewed fromtheir custonmers’ perspective. Such performance
information allows themto identify bottl enecks and observe the
i mpact of changes in user behavior, e.g., the enmergence of new
networ k applications or tinme-of-day patterns. Here, the provider
is not interested in the performance of an individual edge network
or device, but rather wants to get a statistically-valid sanple of
performance across their network. Service providers may be

interested in both the end device performance, i.e., the
performance as seen by edge devices in hone and enterprise
networks, as well as the edge perfornance, i.e., as seen by the

network device directly attached to their network, such as a cable
nmodem DSL nodem or enterprise edge router. To reduce the network
| oad, providers are unlikely to gather measurenents from al
clients all the time, but rather sanple randomy across both tine
and their user population. The neasurenent controller directs the
measur enent client what neasurenents are to be perforned, what
measur enent servers to use, when to nmeasure and at which data
collector it should deposit the neasurenent data.

User network diagnostics: End users may want to determ ne whet her
their network is performng according to the specifications (e.g.
service |level agreenents) offered by the Internet service
provi der, or they nmay want to di agnose whet her conponents of their
network path are inpaired. End users nmay perform neasurenents on
their own, using the neasurenent infrastructure they provide or
infrastructure offered by a third party, or they may work directly
with their network or application provider to diagnose a specific
performance problem Depending on the circunstances, neasurenents
may occur at specific pre-defined intervals, or may be triggered
manual ly. A system administrator may perform such neasurenents on
behal f of the user.

Mul ti-provider network neasurenents: As an extension of the first
use case, nultiple network providers and third parties, such as a
regul atory body, may collaborate to gather network perfornmance
data on a one-time or recurring basis, using a subset of customners
of the service providers. The formof collaboration is beyond the
scope of this paper, however it should be understood that a data
collection platformmnust serve nultiple stakehol der interests.

In the description above, the network provider can either be a
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3. Architecture Overvi ew

We define a measurenent platformto consist of one or nore
measurenent clients, nmeasurenent controllers and data coll ection
servers. Based on the use cases above, we summarize their functions
bel ow.

3. 1. Measur enent client

The nmeasurenent client is the reference point for neasurenents. For
active nmeasurenents, it sends neasurenent traffic to the neasurenent
server or other network elenents. For passive neasurenents, it
observes network performance nmetrics. dient neasurenent
functionality nmust be inplenmentable in a variety of user contexts and
provi de for comunications within different network segments, such as
the access |ink between a broadband subscri bers nmodem and an | SP
network, as well as consuner el ectronic device conmunicating to
measur enent server features in a wireless LAN device

3. 2. Measur enent server

The nmeasurenent server is only needed for active neasurenents that
require two network nodes. The neasurenent server typically operates
as a traffic source or sink. To allow scaling, different clients
within a neasurenment platformmay use different neasurenent servers.
Clients may al so select, for exanple, the closest nmeasurenent server
if the influence of w de-area connectivity on neasurenment results is
to be m nimzed.

3.3. Measurenent controller

The measurenent controller provides the neasurenent client with

i nstructions on when and how to conduct what neasurements, i.e., the
measur enent schedule. For exanple, it mght instruct the client to
conduct a particular kind of throughput neasurenment every ten

m nutes, and to deposit the throughput sanples into a particular data
collector. Measurenment controllers nmay be capabl e of accepting

i nputs fromother controllers, scaling up the scope of the

measur enent system As one exanple, an | SP operating a testing
platformfor its own network may accept test requests from an
external controller as part of a nationw de testing programthat it
is participating in.

3.4. Data collector
The data collector collects tine-stanped neasurenent sanples from

measurenent clients. It generally nmakes these nmeasurenent sanples
avai l able only to authorized users. The data collector may store
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measur enent sanples in a database or as files and may nmake them

avai l abl e via downl oad or SQ. query. Access control, internal data
storage and access nethods to data are beyond the scope of this
docunent .

We logically separate the data collector fromthe neasurenent server
for both functional and performance reasons. |In general, data
col l ected should not be transferred to the collector while a
measurenent is in progress. Al so, a neasurenent client on a nobile
host may decide to delay transferring neasurenent data until a | ow
cost or high-speed connection to the server becones avail abl e.

3.5. Network paraneter server

In sone of the use cases, it is necessary for the analysis to conpare
t he nmeasured agai nst the nonminal network performance, or correlate
nmeasured paranmeters with the type and key paraneters of the userGs
networ k connection. For exanple, for evaluating network del ay
measurenents, it is helpful to know what kind of access technol ogy
(e.g., FTTP, DSL, cable, cellular data or satellite) and nom na

speed the network connection offers.
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4.

Pr ot ocol s

Wth the description of the el ements above and the rel ati onshi ps
between them a set of protocols needs to be defined. The key
functions of the protocols are described briefly bel ow

Measurement client to nmeasurenment server: Each netric will have its
own set of measurenment protocols, and these are beyond the scope
of this docunent. For exanple, a VolP netric may use a defined
set of UDP packets to estimate performance

Measurement client to nmeasurenent controller: The neasurenent client
queries the neasurenent controller to obtain an updated
measur enent schedul e. The measurement schedul e returned by the
controller indicates the type of nmeasurenents the neasurenent
client should perform the neasurenent servers and on what
schedul e to conduct the neasurenents. For exanple, it mght
indicate to run a Vol P enul ation test every day for ten minutes to
a specific server, spanning a one-week neasurenent canpaign. The
collector also indicates one or nore addresses of data collectors
to the client.

Measurement controller to nmeasurenent controller: A neasurenent
controller can request that another controller undertake a
specific testing programand could indicate specific tests,
schedul es and sanpl e paraneters appropriate to the intended
objectives. Oher data could include the identity and identity
verification of the requester, a specific test identifier, e.qg.
Nati onwi de Test XX, and informati on necessary for the data
collector so that data is accessible to authorized parties.

Measurement client to data collector: The nmeasurenent client will
typically performone or nore measurenents, and then, during the
pause between neasurenents, transmt the collected sanples to the
data collector. The sanples nust be tagged with identifying
i nformati on, such as when they were coll ected, edge device
information (e.g., the nobile device or cable nodem) and which
measur enent host was used. For nobile neasurenents, the sanple
data is likely to contain |location data, possibly of reduced
spatial resolution to protect user privacy.

Measurenment client to network paraneter server: The measurenent
client may query the network paraneter server, typically | ocated
in the service providers network, for information about its
nom nal service paraneters, based on its network address, |ink
| ayer address, or hardware identifiers such as the IMEl for nobile
nodes. The data returned may include information such as nonina
upl i nk and downl i nk speeds, data quotas and physical and data |ink
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| ayer technology. (Data quotas may be inportant for deciding
whi ch data-intensive neasurenents a client wishes to run.)

Whi | e basic network connection information is unlikely to change
rapidly, it may change at unpredictable instants. For exanple, a
net wor k provi der may upgrade the connection speed of subsets of
their custoners, customers may change their subscription or

provi der may adjust the nonthly data transfer quota.

We assune that the neasurenment server, controller and data
col l ector cooperate in configuring appropriate paranmeters. For
exanpl e, the controller needs to be able to deternine which
measur enent servers and data collectors are currently avail able
and the client is authorized to use. Discovery of suitable data
collectors is considered beyond the scope of this effort.
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5.

Initiation of Measurenents

Either the client or the measurement controller could in principle
initiate measurenents. For periodi c neasurenents or one-off user-
triggered diagnostics, it is sufficient for the end systemto contact
the controller, e.g., periodically every week. dient-initiated
nmeasur enents have a nunber of advantages. In particular, they nake
it less likely that neasurenment hosts can be abused to generate

deni al -of -service traffic. They also avoid problens allow ng i nbound
requests through network address translators (NATs) and firewalls.

However, there may be cases where the network provider wi shes to
initiate a one-tine neasurenent or change the neasurenent paraneters
before the client next contacts the controller. For such cases, a
publ i sh-subscri be mechani sm nmay be consi dered, where the neasurenent
client subscribes to neasurenent schedul e updates with the

measur enent controll er
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6. Requirenents

We di stinguish requirenments for the different conponent by a prefix:
Requirenents | abel ed A-* describe the overall platform architecture,
M* indicate requirenents prinmarily affecting the neasurenent client,
C-* those for the controller, D-* for the data collector and N-* for
the functions necessary to obtain network parameter. |In many cases,
a single requirement governs nore than one entity or protocol, so the
| abel i ng shoul d be consi dered rough.

A-1: The architecture MJUST allow for one-time nmeasurenents initiated
by end users, sanpled neasurenents initiated by network providers
and nmeasurenents by one or nore third parties.

A-2: Measurenent clients and servers MJST support an extensible set
of performance netrics.

A-3: Measurenent clients, neasurenent servers and data collectors
MAY be operated by different administrative entities, including
entities other than the Internet service provider.

A-4: Measurenent clients MJST be able performboth active and
passi ve neasurenents.

A-6: Al entities MIUST be able to authenticate the entities they
comruni cate with.

A-7: Each neasurenent sanple MJST be unanbi guously associated with
t he nmeasurenent paraneters, either by reference or by val ue.

A-8: To ensure availability and scaling, inplenentations MJST be
able to inplement multiple neasurenment controllers, measurenent
servers and data collectors with appropriate | oad bal anci ng and
failover.

M 1. The architecture MJST allow a single neasurenent client to
participate in one or nore independent neasurenent platfornmns.

M 2: A neasurenent client SHOULD be able to automatically swtch
froma non-responsive to an alternate neasurenent server.

M 3. A neasurenent client MJST be able to register with the data
collection platformautomatically, announcing its availability and
rel evant system paraneters. (For exanple, a cable or DSL nodem
may indicate its make and nodel nunber.)
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M 4: A neasurenent client MJST be able to declare what kind of
measurenents it can perform e.g., by enunerating a set of
measurenent identifiers.

C- 1. The neasurenent system MJST support neasurenents that are
schedul ed according to a pre-defined cal endar.

C-2: The neasurenent controller MIST be able to specify the interval
on how often it wi shes to be contacted for updated neasurenent
schedul es.

C-3: A neasurenent client SHOULD be able to automatically discover
controllers provided by their Internet service provider.

C-4: A neasurenent client MJUST be able to authenticate and aut horize
t he nmeasurenent controller.

C-5: The data exchange between the client and controller MJST all ow
for optional encryption and integrity protection.

D-1: The protocol messages for neasurenent sanples MIST all ow new
neasurenent types and paraneters.

D-2: It MJST be possible to protect the integrity and
confidentiality of the measurenent data exchanged between the
measurenent client and the data collector.

D-3: The data exchange protocol between nmeasurenent server and data
coll ector SHOULD al l ow the definition of conmon data el ements,
e.g., for network addresses and tinestanps.

D-4: The neasurenent client SHOULD be able to automatically fail
over to alternate data coll ectors.

D-5: dients MIST be able to either send data i medi ate or del ay
sendi ng nmeasurenent data to the collector, e.g., to use a | ow
traffic period or a | ow cost network.

D-6: Cdients MIST be able to interl eave data sanples fromdifferent
measurenent metrics to the data collector.

D-7: The data collector SHOULD be able to ascertain whether the

measurenent client clock is at |east approximately synchronized to
its own.
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D-8: The data exchange between measurenent client and data coll ector
MUST be subject to flow and congestion control

D-9: The neasurenent client MJUST be able to ascertain that it is
initiating a session with the desired data collector rather than
an inpostor.

N-1: Measurenent clients SHOULD be able to obtain nom nal network
service paraneters in a machi ne-readable format, such as
adverti sed speed and typical latency. (This may not be necessary
in all neasurenent use cases.)

N-2: The set of network paraneters MJST be extensible in a backward-
compati bl e manner.

N-3: The neasurenent client SHOULD be able to determ ne the network
paraneter server w thout nmanual configuration.

N-4: The protocol between measurenment client and network paraneter
server SHOULD support a variety of client identifiers, such as
net wor k addresses, |ink-layer addresses, AAA identifiers or
hardware identifiers

N-5: The data exchanged between the network paraneter server and the
nmeasur enent client SHOULD ensure its confidentiality and
integrity.

N-6: The protocol SHOULD support suitable authentication
functionality to restrict access to network paranmeters to
aut hori zed nodes. Authorized nodes may include third parties,
such as data collectors.

N-7: The entity querying the network paranmeter server MJST be able
to assure itself that it is conmunicating with an authentic
server.

N8 dients of the network paranmeter server SHOULD be able to be
automatically infornmed of changes in parameters
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7

Security Considerations

The | arge-scal e neasurenent architecture has to prevent third
parties’ use of the neasurenent clients in bot-nets or for other
nefari ous or malicious purposes. A nalicious third party could cause
a measurenent client to initiate probe traffic to victimhosts rather
than nmeasurenment servers. W rely on user-initiated requests,
secured with transport-layer security and server certificates, to
ensure that only user-authorized entities issue control commands.
Users may al so authenticate thenselves via |local shared secrets. W
note that there are simlarities in approach with MM data
conmuni cati ons and we suggest that reference of ongoing work on the
M2M si gnal i ng gateway framework or other nodels may be useful

Measurenments may al so i nadvertently expose information that the owner
of the measurenent client considers privacy-sensitive. Privacy

consi derations may differ dependi ng on whether the neasurenent

client, nmeasurement server or data collector are operated by the same
entity or not, and what trust relationships these entities have with
each other. It nust be possible to protect the confidentiality of

t he measurenent data exchanged between the neasurenent client and the
data collector. For nobile nmeasurements, location information is
likely to be crucial to interpreting neasurenent results. A
measurenent client may want to substitute rough location [8] to
reduce the ability of a third party to track its novenents and

wher eabout s.
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8. | ANA Consi derati ons

Thi s docunent does not request any | ANA acti ons.
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