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1.

1.

I nt roducti on

A Large-scal e Measurenent Platform (LMP) is conposed by the follow ng
fundanental elenents: a set of Measurenment Agents (MAs), one or nore
Controllers and one or nore Collectors. There nmay be additiona

el ements in any given such of these platforms, but these three
elements are present in all of them The MAs are pieces of code that
run in specialized hardware (hardware probes) or in general purpose
devi ces such as PCs, |aptops or nobile phones (software probes). The
MA run the tests against other MAs distributed across the Internet.
Typically nost of the MAs are | ocated in end user networks and a few
MAs are | ocated deep into the | SP network, and typically tests are
executed fromthe MAs in the periphery towards MAs |ocated in the
core. The Controller is the elenent that controls the MAs and
informs the MAs about what tests to do and when to do them The
protocol between the Controller and the MAis called the Contro
protocol. After perfornming the tests, the MAs send the data about
the results of the tests perfornmed to the Collector. The protoco
used to report test result data fromthe MAto the Collector is
called the Report protocol. |In this docunent we explore the
possibility of using IPFIX [I-D.ietf-ipfix-protocol-rfc5101bis] as a
Report protocol for large scal e neasurenent platforns.

1. A quick introduction to | PFI X

IPFIX [I-D.ietf-ipfix-protocol-rfc5101bis] is a unidirectional
transport-independent export protocol for binary data records, with a
focus on network measurenent and operations applications. The
structure of the data records is described in-band by Tenpl at es,
which refer to Information Elements (1 Es) froma comon information
nmodel managed by | ANA [ipfix-iana]. The basic |IEs cover nobst Layer 3
and Layer 4 neasurenent needs, and the information nodel can be
extended [I-D.ietf-ipfix-ie-doctors] as well as suppl enmented by
private |Es.

| PFI X organi zes data records into Messages. A Message is a sequence
of Sets preceded by a Message Header which, anong ot her things,

i ncl udes an Observation Domain ID (roughly, identifying where the
records in the Message were neasured) and an Export Tine (when the
Message was originally sent).

A Set contains Records preceded by a Set Header, which contains a Set
IDidentifying the type of the records the Set contains. Tenplate
Sets, idenfied by a special Set ID, contain Tenplates, which are
sequences of IE identifiers and | engths; these define the fields of
the records they describe. A Tenplate's ID matches the Set ID of the
Sets containing records described by the Tenpl ate.
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On-wire data structures in IPFI X are fully discussed in section 3 of
[I-D.ietf-ipfix-protocol-rfc5101bis].

Since many records nmay be described by a single Tenplate, IPFIX s
data representation is nore efficient than those based on inline
record structures (e.g. XM, JSON). Additionally, this arrangenent
inmplies that a device that only needs to export one or two fixed-

I ength record types can inplement IPFIX with mninml code supporting
fixed nmessage and set lengths with fixed-1ength tenplates.

| PFI X al so supports a feature called Options Tenplates. An Options
Tenpl ate allows a data record to be scoped to a set of val ues of
particular IEs (called its Scope). For exanple, a set of test
paraneters could be scoped to a test identifier IE, and that test
identifier exported in a record together with the results. This
mechani sm al |l ows nore efficient data export, as explored in Section 4
bel ow; nore information is available in [ RFC5473].

1.2. Applying IPFI X to LMAP

In I PFI X term nol ogy [ RFC5470], the MA enconpasses both the Metering
Process (MP) and the Exporting Process (EP), while the Collector is
the Collecting Process (CP). |IPFIX is used between the EP/ MA and the
Col l ector/CP. We propose LMA as an application of |PFIX per
[I-D.ietf-ipfix-ie-doctors].

Sone consi derations about the use of |IPFI X for LM

0 Separation between Control and Report Protocols: Wthin a single
measurenent platform different protocols can be used for Contro
and Report, though they nust share a common vocabul ary
representing the neasurenents to be perfornmed. |In particular, if
a platforminplements | PFl X as a Report protocol, it nust
i npl ement a different protocol (e.g. NETCONF or other) as a
Control protocol

0 Report protocol diversity: Sone platforns may use |PFI X as a
Report protocol, while other platforns may decide to use other
protocols (e.g. the Broadband forum architecture may decide to use
a different one). W believe that it is inportant to support this
protocol diversity. A key elenent to support such diversity is an
i ndependent netric registry (see
[1-D. bagnul o-i ppm newregi stry-i ndependent] ) where val ues for
metric identifiers are recorded i ndependently of the Contro
and/ or Report protocol is used. This affects how we use | PFI X as
a Report protocol, as presented in this docunent.

0o Mnimal [PFIXinplenentation: The unidirectional nature of the
protocol and sinple wire format neke mininmal inplenentations of
Exporting Processes possible. These ninimal inplenentations are
well suited to snall-scale MAs (such as a nobile app or a process
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running in a hone router). These only need to know about the
specific Tenplates supporting the netric(s) to be reported.

Using IPFI X to report test results

In order to use IPFIX to report test results fromthe MA to the
Col l ector, we need first to understand what information needs to be
conveyed. The information transmtted by the MA to the Collector
when reporting test(s) results is the foll ow ng:
o Information about the MA: in particular a MA identifier
o Information about the tine of the report: when the report was sent
(not necessarily when the test was perforned)
o Information describing the test. This includes:
* An identifier of the netric used for the test (see the Metric
registry of [I-D.bagnul o-i ppm newregistry-independent] )
* An identifier of the scheduling strategy used to performthe
test (see the Scheduling registry of
[1-D. bagnul o-i ppm newregi stry-i ndependent]) and potentia
i nput paraneters for the schedule, such as the rate.
* An identifier of the output format, (see the Qutput Type
registry of [I-D.bagnul o-i ppm newregistry-independent] )
* An identifier of the environnment, notably, if cross traffic was
or not present during the execution of the test. (see the
Envi ronnment registry of
[1-D. bagnul o-i ppm newregi stry-i ndependent] )
* The input parameters for the test, such as source |IP address,
destination |IP address, source and destination ports and so on
o0 Information describing the test results. This widely varies with
each test, but can include tinme each packet was sent and received,
nunber of sent and | ost packets or other infornation.
We next explore how we can encode this information in | PFI X

In order to convey test information using IPFIX we will naturally use
the I PFI X nessage format and we will define a Tenplate describing the
records containing the test result data. W wll re-use as many

al ready defined Information El ements (1 Es) as possible and we will
identify new | Es that are needed.

Part of the information can be conveyed using the fields in the | PFI X

header, nanely:

o Information about the MA: In order to convey the MA identifier we
can use the Qbservation Domain field present in the | PFI X header
This would allow to have up to 2732 MA, which seens sufficient.

o Information about the tine of the report: The | PFI X header
contains an Export Tine field that can be used to convey this
i nformation.
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The information describing the test is included in a Tenpl ate set

that contains nultiple IEs for each of the different pieces of

i nformati on we need to convey. This includes:

0 An identifier of the netric used for the test. 1In order to convey
that we need to define a new I E, let’s call it metricldentifier
The values for this element will be the values registered in the
Metric registry of [I-D.bagnul o-i ppm new-registry-independent].

0 An identifier of the scheduling strategy used to performthe test.
Again, this will be a new IE, called testSchedule and its val ues
will be the values defined in the Scheduling registry of
[1-D. bagnul o-i ppm newregi stry-i ndependent]. The potential input
paraneters for the schedule, such as the rate, we probably need a
new | E for each of these. Usual scheduling distributions only
require a rate, so we can define a new | E call ed schedul eRate
whi ch value will contain the rate for the requested distribution
* NOTE: The distribution in some cases could be extracted from

the results, for exanple, if the results contain each packet
sent, it would be easy to spot a periodic scheduling. Probably
not so obvious for the Poisson one. Maybe this would be an
optional elenment to be carried when it is not possible to
extract it fromthe test results

0 An identifier of the output format. A new |IE output Type i s needed
for this and it would take val ues out of the ones in the CQutput
Type registry of [I-D. bagnul o-i ppm new-regi stry-independent].

Sone of the output formats require an additional input, like the
percentile used to trimthe outliers when performng neans. There
are two approaches here. One approach is that the the CQutput Type
registry creates different entries for the different percentiles,
which would result in nore entries in the Qutput Type registry
(e.g. one entry for the 95th percentile nmean and anot her one for
the 90th percentile nmean). This may cause an increase number of
entries in the Qutput Type registry, but since there are not too
many usual values, it is likely to be manageable. The ot her
approach is to define an additional IE, for instance, the
percentile IE that will have the values for the different
percentiles used in the output.

0 An identifier of the environment, notably, if cross traffic was or
not present during the execution of the test. Again, a newlE is
needed for this testEnvironment. It wll take values of the the
Envi ronnent registry of
[1-D. bagnul o-i ppm new-regi stry-i ndependent].

0 The input paranmeters for the test. Mst of these can be expressed
using existing | Es, such as sourcel Pv4Address,
destinationl Pv4Address, etc.

Information describing the test results. This widely varies with

each test, but can include tinme each packet was sent and received,
number of sent and | ost packets or other information. Again nost of
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these can be expressed using existent |IEs, and some new ones can be
defined if needed for a particular test.

3. Exanple: UDP | atency test

Let’s consider the exanple of UDP | atency. Suppose a MA wants to
report the results of a UDP | atency test, performed fromits own IP
address (e.g. 192.0.2.1) to a destination |IP address (e.qg.
203.0.113.1), using source port 23677 and destination port 34567
The test is performed using a periodic scheduling with a rate of 1
packet per second during 3 seconds and starts at 10:00 CEST. The
test was performed without cross-traffic and the output type is raw

The Tenplate for this would be:
nmetricldentifier
t est Schedul e
schedul eRat e
out put Type
t est Envi r onnent
sour cel Pv4Addr ess
desti nati onl Pv4Addr ess
sour ceTransport Port
destinationTransport Port
flowStartM I |iseconds
flowEndM I | i seconds

The data set following this tenplate for the exanple woul d be
metricldentifier = UDP_Latency as per
[I-D. bagnul o-i ppm newregi stry-i ndependent]
test Schedul e = Periodic as per
[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
schedul eRate = 1
out put Type = Raw as per
[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
test Environnment = No-cross-traffic as per
[I-D. bagnul o-i ppm new-regi stry-i ndependent]
sour cel Pv4Address = 192.0.2.1
destinationl Pv4Address = 203.0.113.1
sourceTransportPort = 23677
destinationTransportPort = 34567
flowStartM 1 1iseconds = 08:00: 00. 000 UTC
floweEndM | | i seconds = 08: 00: 00. 001 UTC
metricldentifier = UDP_Latency as per
[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
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test Schedul e = Periodic as per

[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
schedul eRate = 1

out put Type = Raw as per

[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
test Environment = No-cross-traffic as per
[I-D. bagnul o-i ppm newregi stry-i ndependent]
sour cel Pv4Address = 192.0.2.1

destinationl Pv4Address = 203.0.113.1
sourceTransportPort = 23677
destinationTransportPort = 34567
flowStartM I 1iseconds = 08:00: 01. 000 UTC
floweEndM | | i seconds = 08: 00: 01. 002 UTC
metricldentifier = UDP_Latency as per

[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
test Schedul e = Periodic as per

[I-D. bagnul o-i ppm newregi stry-i ndependent]
schedul eRate = 1

out put Type = Raw as per

[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
test Environnent = No-cross-traffic as per
[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
sour cel Pv4Address = 192.0.2.1
destinati onl Pv4Address = 203.0.113.1
sourceTransportPort = 23677
destinationTransportPort = 34567
flowStartM I 1iseconds = 08:00: 02. 000 UTC
flowendM | | i seconds = 08: 00: 02. 001 UTC

4. Exanple: UDP |latency test with Options

In the previous exanple, the test description is exported together
with the results in the record. |If a particular set of test
paraneters will be repeated often by a given MA, the comon
properties can be grouped into an Options record, described by an
Options Tenplate and identified by a new Information El enent, with
Data Records referring back to this identifier

In this case, two tenplates are used: an Options Tenplate to
The Options Tenpl ate woul d be:

test Paranetersld {scope}
netricldentifier
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t est Schedul e

schedul eRat e

out put Type

t est Envi r onnent

sour cel Pv4Addr ess

desti nati onl Pv4Addr ess
sour ceTr ansport Port
destinati onTransport Port

The Tenpl ate for each Data Record carrying results woul d be:
test Paranetersld {scope}
flowStart M| 1i seconds
fl owendM I | i seconds

The data set carrying the common properties woul d be:
testParanetersid = 1
metricldentifier = UDP_Latency as per
[I-D. bagnul o-i ppm newregi stry-i ndependent]
test Schedul e = Periodic as per
[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
schedul eRate = 1
out put Type = Raw as per
[1-D. bagnul o-i ppm new-regi stry-i ndependent ]
test Environment = No-cross-traffic as per
[I-D. bagnul o-i ppm new-regi stry-i ndependent]
sourcel Pv4Address = 192.0.2.1
destinationl Pv4Address = 203.0.113.1
sourceTransportPort = 23677
destinationTransportPort = 34567

And the data set carrying results would be:
testParanmetersid = 1
flowStartM I |iseconds = 08:00: 00. 000 UTC
flowendM | | i seconds = 08: 00: 00. 001 UTC
testParaneterslid = 1
flowStartM||iseconds = 08:00: 01. 000 UTC
floweEndM I | i seconds = 08: 00: 01. 002 UTC
testParanetersid = 1
flowStartM I |iseconds = 08:00:02. 000 UTC
fl owEndM I | i seconds = 08: 00: 02. 001 UTC

Thi s approach sacrifices some conplexity at the MA (which nust assign
test Paraneterslds and use nmultiple Tenplates) and the collector
(which nust track testParaneterslid of each set of paraneters to
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reassenbl e "conplete" results) to gain export efficiency. A
quantitative measurenent of efficiency gains and tradeoffs for a set
of specified result records will followin a future version of this
draft.

5. Wat standardi zation is needed for this?

So, in order to enable the use of IPFIX for LMP, the follow ng pieces

of standardi zati on woul d be required.

0 The definition of the netric registry. This is not specific for
| PFI X as any other Report protocol is likely to require this, but
havi ng an i ndependent registry enables nultiple report protocols.

o0 The definition of new IEs. Sone of themare identified above,
some other are likely to be needed as well.

o0 The definition of the Tenplates sets for each of the tests to be
performed. This is necessary to have a defined Tenpl ate that
different vendors can inplenent and can use the IPFI X format in
the wire, but they don't need to fully inplenment |PFIX parsing to
read arbitrary Tenplate sets, just the ones associated with the
rel evant metrics.

6. Security considerations

The security requirenments for the protocol between the MA and the
coll ector have been identified in [I-D.eardl ey-l map-framework] and in
[1-D.schul zrinne-l1 map-requirenents]. The identified requirenents
are:

o Mitual authentication and authorization between the MA and the
collector. This means that the collector nust be able to verify
the identity of the MA and to also verify that the MAis
aut horized to feed data into the collector and that the MA nust be
able to verify the identity of the collector and recognize it as a
valid collector for the data it is reporting.

o The information flow ng between the MA and the coll ector nust be
confidenti al .

o The integrity of the information flowing fromthe MA and the
col l ector must be protected.

Not surprisingly these are exactly the sane requirenents inposed to
the design of the IPFI X protocol, in particular for the flow of data
between the EP and the CP. As described in the security
considerations of IPFIX [I-D.ietf-ipfix-protocol-rfc5101bis], |PFIX
address these requirenents by inposing the use of TLS or DILS with
mut ual aut hentication though certificates. The authorization relies
on having a list of authorized MAs in the collector and a list of
collectors in the MAs, identified by information in the D stinguished
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9.

Nanme and/or Common Name of their certificate. Current |PFIX
specifications and inpl enentations already support TLS and DTLS and
this covers the aforenentioned requirements. W are aware that sone
of the current platforns use ssh as a transport protocol between the
MAs and the collector. Using ssh allow avoiding the use of
certificates, but may result in a nore conpl ex key managenent (which
may not be an issue in certain deploynents). W believe it would be
possible to define an ssh transport for IPFIX if deemed necessary.

| PFI X recomends the use DNS-1Ds in the certificates, which applies
to EPs and CPs with relatively static addressing. This is probably
not a good fit for MAs, since they are likely to have a dynanic
address. In this draft we have proposed to use the Cbservation
domain as identifier for the MAs. \hile the Cbservati on domai n nust
not be globally unique within IPFIX, it would be possible to make it
so in a particular neasurenent platform The Cbservation Donain
Identifier could then appear in the Cormon Nanme of the certificate in
sone form Additionally, access control in very |arge deploynments
could rely not on identifying specific MAs, but on ensuring that a
peer MA or collector had a certificate signed by one of a set of
specified authorized issuers.

| ANA Consi der ati ons

TBD
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