PCE Wor ki ng Group Q Zhao
Internet-Draft D. Dhody
I ntended status: Experinental Huawei Technol ogy
Expires: Decenber 17, 2014 D. King
A d Dog Consul ting

Z. Ai

Ci sco Systens

R Casell as

CTTC

June 17, 2014

PCE- based Comnputation Procedure To Conpute Shortest Constrai ned P2MP
Inter-domain Traffic Engineering Label Sw tched Pat hs
draft-ietf-pce-pcep-inter-domain-p2np- procedures-08

Abst ract

The ability to compute paths for constrained point-to-nmnultipoint
(P2MP) Traffic Engineering Label Switched Paths (TE LSPs) across
mul ti pl e donmai ns has been identified as a key requirenent for the
depl oynent of P2MP services in MPLS and GVWPLS-control | ed networks.
The Pat h Conputation El enent (PCE) has been recognized as an
appropriate technology for the determ nation of inter-domain paths of
P2MP TE LSPs.

Thi s docunent describes an experinent to provide procedures and
extensions to the PCE communi cation Protocol (PCEP) for the
comput ation of inter-domain paths for P2MP TE LSPs.
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time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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I nt roducti on

Mul ticast services are increasingly in demand for high-capacity
applications such as multicast Virtual Private Networks (VPNs), |P-
television (I PTV) which may be on-demand or streaned, and content-
rich media distribution (for exanple, software distribution
financial stream ng, or database-replication). The ability to
conpute constrained Traffic Engineering Label Switched Paths (TE
LSPs) for point-to-multipoint (P2MP) LSPs in Miltiprotocol Labe
Switching (MPLS) and Generalized MPLS (GWLS) networks across
mul ti pl e domains are therefore required.

The applicability of the PCE [ RFC4655] for the conputation of such
paths is discussed in [RFC5671], and the requirenents placed on the
PCE conmmuni cati ons Protocol (PCEP) for this are given in [ RFC5862].

This docunment details the requirenments for inter-domain P2MP path
computation, it then describes the experinmental procedure
"core-tree" path conputation, devel oped to address the requirements
and objectives for inter-domain P2MP path conputati on.

When results of inplenentation and depl oynent are available, this
docunent will be updated and refined, and then noved from
Experimental status to Standards Track.

2. Scope

The inter-domain P2MP path conputati on procedures described in this
docunent is experinmental. The experinment is intended to enable
research for the usage of the PCE to support inter-domain P2MP path
comput at i on.

This docunent is not intended to replace the intra-donain P2MP path
conmput ati on approach defined by [ RFC6006], and will not inpact

exi sting PCE procedures and operations.

3. Requirenents Language

The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ RFC2119].

Ter m nol ogy
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Term nol ogy used in this docunent is consistent with the rel ated
MPLS/ GWLS and PCE docunents [ RFC4461], [RFC4655], [RFC4875],

[ RFC5376], [ RFC5440], [RFC5441], [RFC5671] and [ RFC5862] .

The additional terns Core-Tree, Leaf Donmin, Path Tree, Path Domain
Sequence, Path Domain Tree, Root Domain, Sub-Tree and Transit/branch
Domai n are further defined bel ow

Core-Tree: a P2MP tree where the root is the ingress Label Switching
Router (LSR), and the |leaf nodes are the entry BNs of the |eaf
domai ns.

Entry BN of dommin(n): a Boundary Node (BN) connecting domain(n-1) to
domai n(n) al ong a determ ned sequence of donains.

Exit BN of donmin(n): a BN connecting domain(n) to domain(n+l1) al ong
a deternm ned sequence of domains.

H PCE: Hierarchical PCE (as per [RFC6805]).

Leaf Domain: a domain with one or nore | eaf nodes.

Path Tree: a set of LSRs and TE |links that conprise the path

of a P2MP TE LSP fromthe ingress LSRto all egress LSRs (the |eaf

nodes).

Pat h Domai n Sequence: the known sequence of donmins for a path
bet ween the root dormain and a | eaf domain.

Path Domain Tree: the tree formed by the domains that the P2MP path
crosses, where the source (ingress) donmain is the root donmin.

PCE(i): a PCE that perfornms path conputations for donmain(i).
Root Domai n: the domain that includes the ingress (root) LSR
Sub-tree: a P2MP tree where the root is the selected entry BN of the
| eaf donmain and the | eaf nodes are the destinations (leaves) in
that domain. The sub-trees are grafted to the core-tree.
Transit/branch Domain: a domain that has an upstream and one or nore
downst r eam nei ghbor domai n.

3. Exami nation of Existing Mechanisns
The Pat h Conputation Elenent (PCE) defined in [ RFC4655] is an entity

that is capable of conputing a network path or route based on a
net wor k graph, and applying conputational constraints. A Path
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Conputation Cient (PCC) may neke requests to a PCE for paths to be
conput ed.

[ RFC4A875] describes how to set up P2MP TE LSPs for use in MPLS and
GWLS-control Il ed networks. The PCE is identified as a suitable
application for the conputation of paths for P2MP TE LSPs [ RFC5671].

[ RFC5441] specifies a procedure relying on the use of nultiple PCEs
to conpute Point to Point (P2P) inter-donain constrai ned shortest
pat hs across a predeterni ned sequence of domains, using a Backward
Recursive Path Conputation (BRPC) technique. The technique can be
conmbi ned with the use of Path-Keys [ RFC5520] to preserve
confidentiality across donmains, which is sonetines required when
domai ns are nanaged by different Service Providers.

PCEP [ RFC5440] was extended for point-to-multipoint (P2MP) path
comput ation requests in [ RFC6006] .

As discussed in [ RFC4461], a P2MP tree is the ordered set of LSRs and
TE links that conprise the path of a P2MP TE LSP fromits ingress LSR
to all of its egress LSRs. A P2MP LSP is set up with TE constraints
and all ows efficient packet or data replication at various branching
points in the network. As per [RFC5671] branch point selection is
fundanmental to the determi nation of the paths for a P2MP TE LSP. Not
only is this selection constrained by the network topol ogy and
avai l abl e network resources, but it is determ ned by the objective
functions (OF) that may be applied to path conputation

Generally, an inter-domain P2MP tree (i.e., a P2MP tree with source
and at | east one destination residing in different domains) is
particularly difficult to conpute even for a distributed PCE
architecture. For instance, while the BRPC nmay be well-suited for
P2P paths, P2MP path conputation involves nultiple branching path
segrments fromthe source to the nultiple destinations. As such

i nter-domain P2MP path conputation may result in a plurality of
per-domain path options that may be difficult to coordinate
efficiently and effectively between donmains. That is, when one or
nore domai ns have nultiple ingress and/ or egress boundary nodes
(i.e., when the domains are nultiply inter-connected), existing
techni ques nmay be convol uted when used to determ ne whi ch boundary
node of another domain will be utilized for the inter-domain P2MP
tree, and no way to limt the conputation of the P2MP tree to
those utilized boundary nodes.

A trivial solution to the conputation of inter-domain P2MP tree woul d
be to compute shortest inter-domain P2P paths from source to each
destination and then combine themto generate an inter-domain,
shortest-path-to-destination P2MP tree. This solution, however,
cannot be used to trade cost to destination for overall tree cost
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(i.e., it cannot produce a M ninmum Cost Tree (MCT)) and in the
context of inter-domain P2MP TE LSPs it cannot be used to reduce the
number of domain boundary nodes that are transited. Conputing P2P TE
LSPs individually does not guarantee the generation of an optinal
P2MP tree for every definition of "optimal" in every topol ogy.

Per Dommi n path conputation [ RFC5152] may be used to conpute P2MP
mul ti-domai n paths, but nmay encounter the issues previously

descri bed. Furthernore, this approach nay al so be considered to have
scaling issues during LSP setup. That is, the LSP to each leaf is
si gnal ed separately, and each boundary node needs to perform path
comput ation for each |eaf.

P2MP M ni num Cost Tree (MCT), i.e. a conputation which guarantees the
| east cost resulting tree, typically is an NP-conpl ete problem

Mor eover, addi ng and/ or renoving a single destination to/fromthe
tree may result in an entirely different tree. In this case,

frequent MCT path conputation requests may prove computationally

i ntensive, and the resulting frequent tunnel reconfiguration nmay

even cause network destabilization

Thi s docunent presents a solution, procedures and extensions to
PCEP to support P2MP inter-domain path conputation

4. Assunptions
Wthin this docunent we nake the follow ng assunptions:

0 Due to deploynment and commercial limtations (e.g., inter-AS
(Aut ononpus Systen) peering agreenents), the path domain tree wll
be known in advance;

0 Each PCE knows about any leaf LSRs in the domain it serves;

Addi tional assunptions are docunented in [RFC5441] and are not
repeat ed here.

5. Requirements

This section summari zes the requirenents specific to conputing inter-
domai n P2MP paths. In these requirenents we note that the actua
conputation tine taken by any PCE inplenentation is outside the scope
of this document, but we observe that reducing the conplexity of the
requi red conputations has a beneficial effect on the conputation tine
regardl ess of inplenentation. Additionally, reducing the number of
message exchanges and the amount of information exchanged will reduce
the overall conputation tine for the entire P2MP tree. W refer to

Zhao, et al. Expi res Decenber 17, 2014 [ Page 5]



I nternet-Draft PCEP P2MP I nter-Domai n Procedures June 2014
the "conplexity of the conputation"” as the inpact on these aspects of
path conputation tinme as various paraneters of the topology and the
P2MP TE LSP are changed

It is also inportant that the solution can preserve confidentiality
across domai ns, which is required when domai ns are managed by
different Service Providers via Path-Key mechani sm [ RFC5520].

O her than the requirenents specified in [ RFC5862], a nunber of
requi renents specific to inter-domain P2MP are detail ed bel ow

1. The conplexity of the conputation for each sub-tree w thin each
domai n SHOULD be dependent only on the topol ogy of the domain and
it SHOULD be independent of the domain sequence.

2. The nunber of PCReq (Path Conputation Request) and PCRep (Path
Conput ati on Reply) nessages SHOULD be i ndependent of the nunber
of multicast destinations in each domain.

3. It SHOULD be possible to specify the donain entry and exit nodes
in the PCReq.

4. Specifying which nodes are be used as branch nodes SHOULD be
supported in the PCReq.

5. Reoptinization of existing sub-trees SHOULD be support ed.
6. It SHOULD be possible to conpute diverse P2MP paths from existing
P2MP pat hs.
6. Objective Functions and Constraints
For the conputation of a single or a set of P2MP TE LSPs, a request
to neet specific optimzation criteria, called an Objective Function
(OF), MAY be used. Using an OF to select the "best" candi date path

i ncl ude:

0 The sub-tree within each domain SHOULD be optimni zed using m ni mum
cost tree [RFC5862], or shortest path tree [ RFC5862].

In addition to the OFs, the follow ng constraints MAY al so be
beneficial for inter-domain P2MP path conputation

1. The conputed P2MP "core-tree" SHOULD be optinmal when only
considering the paths to the | eaf domain entry BNs.

2. Gafting and pruning of nulticast destinations (sub-tree) within
a | eaf domain SHOULD ensure mnimal inpact on other dommins
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and on the core-tree.

3. It SHOULD be possible to choose to optinize the core-tree.

4. It SHOULD be possible to choose optinize the entire tree (P2MP
LSP) .

5. It SHOULD be possible to conbine the aforenenti oned OFs and
constraints for P2MP path conputation

When i npl erenti ng and operating P2MP LSPs, follow ng needs to be
taken into consideration:

0 The conplexity of conputation

0o The optimality of the tree (core-tree as well as full P2MP LSP
tree).

0 The stability of the core-tree.

The solution SHOULD all ow these trade-offs to be nade at conputation
time.

The al gorithms used to compute optimal paths using a conbination of
OFs and multiple constraints is out of scope of this docunent.

7. P2MP Path Conputation Procedures

7.1. CGenera
A P2MP path conputation can be broken down into two steps of
core-tree conputation and grafting of sub-trees. Breaking the

procedure into these specific steps has the foll owi ng inpact:

0 The core-tree and sub-tree are smaller in conparison to
the full P2MP Tree and are thus easier to conpute.

0 An inplenmentation MAY choose to keep the core-tree fairly static
or conputed offline (trade-off with optimality).

0 Addi ng/ Pruni ng of | eaves which require changes to sub-tree in |eaf-
domai n only.

0 The PCEP message size is smaller in conparison

Al'lowi ng the core-tree based solution to provide an opti nal
i nter-domain P2MP TE LSP
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The followi ng sub-sections describe the core-tree based
mechani sm i ncludi ng procedures and PCEP extensions, that satisfy
the requirenents and objectives specified in Section 5 and Section 6
of this docunent.

7. 2. Cor e- Tr ees

A core-tree is defined as a tree that satisfies the foll ow ng
condi tions:

o0 The root of the core-tree is the ingress LSR in the root domain;

0 The leaves of the core-tree are the entry boundary nodes in the
| eaf donmai ns.

To support confidentiality these nodes and |Iinks MAY be hi dden using
t he pat h-key nechani sm [ RFC5520], but they MJST be conputed and be a
part of core-tree.

For exanple, consider the Domain Tree in Figure 1 bel ow,

representing a domain tree of 6 domains, and part of the resulting
core-tree which satisfies the aforementioned conditions.
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Figure 2: Core-Tree

A core-tree is computed such that root of the tree is R and the |eaf
node are the entry nodes of the destination domains (L, W P and T).
Pat h- key nechani sm can be used to hide the internal nodes and |inks
(node G and H are hidden via Path-Key PK1L and PK2 respectively) in
the final core-tree as shown bel ow for domain D2 and D3.
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Figure 3: Core-Tree with Path-Key
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7.3. Optinmal Core-Tree Conputation Procedure

Applying the core-tree procedure to | arge groups of domains, such as
the Internet, is not considered feasible or desirable, and is out of
scope for this docunent.

The foll owi ng extended BRPC-based procedure can be used to conpute
the core-tree. Note that a root PCE MAY further use its own enhanced
optinization techniques in future to conpute the core-tree

A BRPC-based core-tree path conputation procedure is described bel ow

1. Using the BRPC procedures to conpute the VSPT(i) (Virtua
Shortest Path Tree) for each leaf BN(i), i=1 to n, where nis the
total nunber of entry nodes for all the |eaf domains. In each
VSPT(i), there are a number of P(i) paths.

2. \When the root PCE has conputed all the VSPT(i), i=1 to n, take
one path fromeach VSPT and formall possible sets of paths, we
call themPathSet(j), j=1 to M where M=P(1)xP(2)...xP(n);

3. For each PathSet(j), there are n S2L (Source-to-Leaf) BN paths
and formthese n paths into a core-tree(j);

4. There will be M nunber core-trees conputed fromstep 3. An
optinmal core-tree is selected based on the OF and constraints.

Note that, since point to point BRPC procedure is used to conpute
VSPT, the path request and response nessage format defined in
[ RFC5440] are used

Al'so note that the application of BRPC in the aforenentioned
procedure differs fromthe typical one since paths returned froma
downstream PCE are not necessarily pruned fromthe solution set
(extended VSPT) by internmediate PCEs. The reason for this is that if
the PCE in a downstream domai n does the pruning and returns the
single optimal sub-path to the upstream PCE, the conbination of these
single optimal sub-paths into a core-tree is not necessarily optinal
even if each S2L (Source-to-Leaf) sub-path is optinal.

Wthout trinmng, the ingress PCE will obtain all the possible S2L
sub-paths set for the entry boundary nodes of the |eaf domain. The
PCE will then, by looking through all the conbinations and taking one
sub-path fromeach set to build one tree, can select the optinal
core-tree

A PCE MAY add equal cost paths within the domain while constructing

an extended VSPT. This will provide the ingress PCE nore candidate
paths for an optimal core-tree.
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The proposed nethod nay present a scalability problemfor the
dynani ¢ conputation of the core-tree (by iterative checking of all
combi nations of the solution space), specially with dense/ neshed
domai ns. Considering a domain sequence D1, D2, D3, D4, where the
Leaf Boundary Node is at domain D4, PCE(4) will return 1 path.
PCE(3) will return N paths, where Nis E(3) x X(3), where E(k) x
X(k) denotes the nunber of entry nodes tines the nunber of exit
nodes for that domain. PCE(2) will return M paths, where M= E(2)
X X(2) x N=E2) x X(2) x E(3) x X(3) x 1, etc. Cenerally
speaki ng the nunmber of potential paths at the ingress PCE Q =
prod E(k) x X(k).

Consequently, it is expected that the core-tree will be typically
computed offline, wthout precluding the use of dynamic, online
mechani sms such as the one presented here, in which case it SHOULD be
possible to configure transit PCEs to control the number of paths
sent upstream during BRPC (trading trinming for optimality at the
poi nt of trinmm ng and downwar ds).

7.4. Sub-tree Conputation Procedures

Once the core-tree is built, the grafting of all the | eaf nodes from
each domain to the core-tree can be achi eved by a number of
algorithnms. One algorithmfor doing this phase is that the root PCE
will send the request with C bit set (as defined in section 7.4.1 of
this docunent) for the path conputation to the destination(s)
directly to the PCE where the destination(s) belong(s) along with the
core-tree conputed fromsection 7. 2.

Thi s approach requires that the root PCE nmanage a potentially |arge
nunber of adjacencies (either in persistent or non-persistent node),
i ncludi ng PCEP adj acencies to PCEs that are not within neighbor
domai ns.

An alternative would involve establishing PCEP adjacenci es that
correspond to the PCE domain tree. This would require that branch
PCEs forward requests and responses fromthe root PCE towards the
| eaf PCEs and vice-versa.

Note that the P2MP path request and response format is as per

[ RFC6006], where Record Route Object (RRO) are used to carry the
core-tree paths in the P2MP grafting request.

The algorithns to conpute the optinmal |arge sub-tree are outside
scope of this docunent.

7.5. PCEP Protocol Extensions

7.5.1. The Extension of RP Ohject

Zhao, et al. Expi res Decenber 17, 2014 [ Page 13]



I nternet-Draft PCEP P2MP I nter-Domai n Procedures June 2014
This experinent will be carried out by extending the RP (Request
Par anet ers) object (defined in [ RFC5440]) used in PCEP requests
and responses.

The extended format of the RP object body to include the Cbit is as
fol | ows:

The C bit is added in the flag bits field of the RP object to signa
the receiver of the message that the request/reply is for inter-
domain P2MP core-tree or not.

The following flag is added in this draft:

Bit Number Nane Fl ag
TBA Core-tree conputation (C bit)

C bit (Core-Tree bit - 1 bit):

0: This indicates that this is not for an inter-donmai n P2MP
core-tree

1: This indicates that this is a PCEP request or a response
for the conmputation of a inter-domain core-tree or for the
grafting of a sub-tree to a inter-domain core-tree

7.5.2. Donmain and PCE Sequence

The procedure described in this docunment requires the donmin-tree
to be known in advance. This information MAY be either

adm nistratively predeterni ned or dynanically di scovered by some
means such as Hierarchical PCE (H PCE) [ RFC6805] framework, or
derived through the |1 GP/BGP routing information.

Exanpl es of ways to encode the dormain path tree include [ RFC5886]
usi ng PCE-1D Obj ect and [ DOVAI N- SEQ .

7.6. Using HPCE for Scalability

The ingress/root PCE is responsible for the core-tree conputation as
well as grafting of sub-trees into the multi-domain tree. Therefore,

the ingress/root PCE will receive all conputed path segnents from al
the invol ved domai ns. Wen the ingress/root PCE chooses to have a
PCEP session with all involved PCEs, this nay cause an excessive

nunber of sessions or added conplexity in inplenentations.

The use of the H PCE franework [ RFC6805] rmay be used to establish a
dedi cated PCE with the capability (nenmory and CPU) and know edge to
mai ntain the necessary PCEP sessions. The parent PCE woul d be

responsi ble to request intra-domain path conputation request to the
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PCEs, conbine them and return the overall P2MP tree.

7.7. Paral l el i sm

In order to mininize latency in path conputation in nulti-domain
net wor ks, intra-domain path segnents and intra-domain sub-trees
can be conputed in parallel when possible. The proposed
procedures in this draft present opportunities for parallelism

1. The BRPC procedure for each | eaf boundary node can be Il aunched in
parall el by the ingress/root PCE for dynanic computation of
core-tree

2. The grafting of sub-trees can be triggered in parallel once the
core-tree is conputed

One of the potential issues of parallelismis that the ingress PCE
woul d require a potentially high nunber of PCEP adjacencies to
"renote" PCEs at the sane tinme and that nay not be desirable.

8. Protection

It is envisaged that protection may be required when depl oyi ng and
using inter-domain P2MP TE LSPs. The procedures and nechani sns
defined in this docunent do not prohibit the use of existing and
proposed types of protection, including: end-to-end protection

[ RFC4875] and domai n protection schenes.

Segment or facility (link and node) protection is problematic in

i nter-domain environnent due to the limt of Fast-reroute (FRR)

[ RFC4875] requiring know edge of its next-hop across donmin
boundari es whil st maintai ning domain confidentiality. Although the
FRR protection might be inplemented if next-hop information was known
i n advance.

8.1. End-to-end Protection

An end-to-end protection (for nodes and |inks) principle can be
appl i ed for conputing backup P2MP TE LSPs. During conputation of the
core-tree and sub-trees, may al so be taken into consideration. A

PCE may conpute the primary and backup P2MP TE LSP toget her or
sequential ly.

8.2. Domain Protection
In this protection schene, backup P2MP Tree can be conputed which

excludes the transit/branch domain conpletely. A backup domain path
tree is needed with the sane source domain and desti nati ons domai ns
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and a new set of transit domains. The backup path tree can be
applied to the above procedure to obtain the backup P2MP TE LSP with
disjoint transit domains.

9. Manageability Considerations

[ RFC5862] describes various nanageability requirenents in support of
P2MP pat h conput ati on when applying PCEP. This section describes how
manageabi lity requirements nentioned in [ RFC5862] are supported in
the context of PCEP extensions specified in this docunent.

Not e that [ RFC5440] describes various nmanageability considerations in
PCEP, and nost of nmanageability requirenents nmentioned in [ RFC6006]
are already covered there.

9.1. Control of Function and Policy

In addition to PCE configuration paranmeters listed in [ RFC5440] and
[ RFC6006], the followi ng additional paraneters night be required:

0 The ability to enable or disable nulti-domin P2MP path
comput ations on the PCE

o The PCE may be configured to enable or disable the advertisenent
of its multi-domain P2MP path conputation capability.

9.2. Information and Data Model s

A nunber of M B objects have been defined for general PCEP contro
and nonitoring of P2P conputations in [PCEP-M B]. [RFC5862]
specifies that M B objects will be required to support the contro
and nonitoring of the protocol extensions defined in this docunent.
[ PCEP- P2MP- M B] descri bes managed objects for nodeling of PCEP
comruni cati ons between a PCC and PCE, and PCE to PCE, P2MP path
comput ation requests and responses.

9.3. Liveness Detection and Monitoring

No changes are necessary to the liveness detection and nonitoring
requirenents as al ready enbodied in [ RFC4657].

It should be noted that nulti-domain P2MP conputations are likely to
take | onger than P2P conputations, and single domain P2MP
conputations. The liveness detection and nonitoring features of the
PCEP SHOULD take this into account.

9.4. Verifying Correct Operation
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There are no additional requirenents beyond those expressed in
[ RFC4657] for verifying the correct operation of the PCEP. Note that
verification of the correct operation of the PCE and its algorithns
is out of scope for the protocol requirements, but a PCC MAY send the
same request to nore than one PCE and conpare the results.

9.5. Requirenents on Gther Protocols and Functional Conponents

A PCE operates on a topology graph that nay be built using

i nformation distributed by TE extensions to the routing protoco
operating within the network. |In order that the PCE can select a
suitable path for the signaling protocol to use to install the P2MP
TE LSP, the topol ogy graph MJST include information about the P2MP
signaling and branching capabilities of each LSR in the network.

Mechani sns for the know edge of other domamins, the discovery of
correspondi ng PCEs and their capabilities SHOULD be provided and t hat
this informati on MAY be col |l ected by ot her nmechani sns.

What ever neans is used to collect the information to build the

t opol ogy graph, the graph MJUST include the requisite information. |f
the TE extensions to the routing protocol are used, these SHOULD be
as described in [ RFC5073].

9.6. Inpact on Network Qperation

The use of a PCE to conpute P2MP paths is not expected to have
significant inmpact on network operations. However, it should be
noted that the introduction of P2MP support to a PCE that already
provi des P2P path conputation m ght change the | oading of the PCE
significantly, and that mi ght have an inpact on the network behavi or
especially during recovery periods imediately after a network
failure.

The dynam ¢ conputation of core-trees mght also have an inpact on
the | oad of the involved PCEs as well as path conputation tines

It should be noted that pre-conputing and nai ntai ning donai n-trees
nmi ght be a considerable administration effort on the operator

9.7. Policy Control
[ RFC5394] provides additional details on policy within the PCE
architecture and al so provides context for the support of PCE Policy.

They are al so applicable to Inter-donmain P2MP Pat h conputation via
the core-tree nmechani sm

10. Security Considerations
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As described in [ RFC5862], P2MP path conputation requests are nore
CPU-intensive and also utilize nore link bandwidth. |In the event of
an unaut horized P2MP path conputation request, or a denial of service
attack, the subsequent PCEP requests and processing rmay be disruptive
to the network. Consequently, it is inmportant that inplenentations
conformto the relevant security requirenents of [RFC5440] that
specifically help to mininze or negate unauthorized P2MP path
conput ation requests and deni al of service attacks. These nechani sns
i ncl ude:

0 Securing the PCEP session requests and responses using TCP
security techniques (Section 10.2 of [RFC5440]).

0 Authenticating the PCEP requests and responses to ensure the
nmessage is intact and sent froman authorized node (Section 10.3
of [ RFC5440]).

o Providing policy control by explicitly defining which PCCs, via IP
access-lists, are allowed to send P2MP path requests to the PCE
(Section 10.6 of [RFC5440]).

PCEP operates over TCP, so it is also inportant to secure the PCE and
PCC agai nst TCP deni al of service attacks. Section 10.7.1 of

[ RFC5440] outlines a nunber of nechanisns for mnimzing the risk of
TCP-based deni al of service attacks agai nst PCEs and PCCs.

PCEP i npl ement ati ons SHOULD al so consi der the additional security
provided by the TCP Authentication Option (TCP-AO [RFC5925].

Finally, any nulti-domain operation necessarily involves the exchange
of information across domain boundaries. This nmay represent a
significant security and confidentiality risk especially when the
domai ns are controlled by different commercial entities. PCEP

al l ows individual PCEs to maintain confidentiality of their domain
pat h i nformati on by using path-keys [ RFC5520] and would all ow for
securing of domain path information when performng core-tree

based path conputations

11. | ANA Consi derations

| ANA mai ntains the "Path Computation El ement Protocol (PCEP) Nunbers”
registry with the "RP Object Flag Field" sub-registry.

I ANA is requested to allocate a new bit fromthis registry as
fol | ows:

Bi t Description Ref er ence
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12.

13.

13.

13.

TBA Core-tree conputation (C bit) [This.l-D]
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