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Abst r act

A stateful Path Conputation El ement (PCE) naintains information about
Label Switched Path (LSP) characteristics and resource usage within a
network in order to provide traffic engineering calculations for its
associ ated Path Conmputation Clients (PCCs). This docunent describes
general considerations for a stateful PCE depl oynent and exanines its
applicability and benefits through a nunber of use cases. Path
Conput ati on El enent Protocol (PCEP) extensions required for stateful
PCE usage are covered in separate docunents.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
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Internet-Drafts are working docunments of the Internet Engineering
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Internet-Drafts are draft documents valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

This Internet-Draft will expire on Novenmber 25, 2013.
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Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
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1.

I nt roducti on

[ RFCA655] defines the architecture for a Path Conputation El enent
(PCE) - based nodel for the conputation of Miltiprotocol Labe

Switching (MPLS) and Generalized MPLS (GWLS) Traffic Engi neering
Label Switched Paths (TE LSPs). To perform such a constrained
conputation, a PCE stores the network topology (i.e., TE links and
nodes) and resource information (i.e., TE attributes) in its TE

Dat abase (TED). [RFC5440] describes the Path Conputation El enment

Prot ocol (PCEP). PCEP defines the conmunication between a Path
Conputation dient (PCC) and a Path Control Elenment (PCE), or between
two PCEs, enabling conputation of Miltiprotocol Label Switching
(MPLS) for Traffic Engineering Label Switched Path (TE LSP)
characteristics. Extensions for support of GWLS in PCEP are defined
in [I-D.ietf-pce-gnpls-pcep-extensions].

As per [RFC4655], a PCE can be either stateful or stateless.

St at el ess PCEs have been shown to be useful in many scenari os,

i ncludi ng constraint-based path conmputation in multi-domain/

mul ti-layer networks. Conpared to a statel ess PCE, a stateful PCE
has access to not only the network state, but also to the set of
active paths and their reserved resources. Furthernore, a stateful
PCE might also retain information regardi ng LSPs under construction
in order to reduce churn and resource contention. This state allows
the PCE to conpute constrai ned paths while considering individua
LSPs and their interactions. Note that this requires reliable state
synchroni zati on mechani sns between the PCE and the network, PCE and
PCC, and between cooperating PCEs, with potentially significant
control plane overhead and nai ntenance of a | arge anount of state
data, as explained in [ RFC4655].

Thi s docunent describes how a stateful PCE can be used to solve
various problens for MPLS-TE and GWPLS networks, and the benefits it
brings to such deploynents. Note that alternative solutions relying
on stateless PCEs nay al so be possible for sone of these use cases,
and will be nentioned for conpl eteness where appropriate.

Ter m nol ogy

This docunent uses the following terns defined in [ RFC5440]: PCC
PCE, PCEP Peer.

Thi s docunment uses the following terms defined in
[I-D.ietf-pce-stateful -pce]: Passive Stateful PCE, Active Statefu
PCE, Del egation, Revocation, Del egation Tinmeout Interval, LSP State
Report, LSP Update Request, LSP State Database
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Thi s docunent defines the following term

M nimum Cut Set: the mininumset of links for a specific source
destination pair which, when renoved fromthe network, result in a
specific source being conpletely isolated fromspecific
destination. The sumed capacity of these links is equivalent to
the maxi num capacity fromthe source to the destination by the
max-fl ow m n-cut theorem

3. Overview of stateful PCE

This section is included for the conveni ence of the reader, please
refer to the referenced docunents for details of the operation.

[I-D.ietf-pce-stateful -pce] specifies a set of extensions to PCEP to
enabl e stateful control of tunnels within and across PCEP sessions in
compliance with [RFC4657]. It includes nechanisns to effect tunnel
state synchronization between PCCs and PCEs, del egation of control
over tunnels to PCEs, and PCE control of tinming and sequence of path
comput ations within and across PCEP sessions.

[I-D.ietf-pce-stateful -pce] applies equally to MPLS-TE and GWLS
LSPs.

Several new functions were added in PCEP to support stateful PCEs and
are described in [I-D.ietf-pce-stateful-pce]. A function can be
initiated either froma PCC towards a PCE (CE) or froma PCE towards
a PCC (E-C). The new functions are:

Capability negotiation (E-C,CE): both the PCC and t he PCE nust
announce during PCEP session establishnent that they support PCEP
St at eful PCE extensions.

LSP state synchronization (CE): after the session between the PCC
and a stateful PCEis initialized, the PCE nust |learn the state of
a PCC s LSPs before it can perform path conputations or update LSP
attributes in a PCC

LSP Update Request (E-C): A PCE requests nodification of attributes
on a PCC s LSP.

LSP State Report (C-E): a PCC sends an LSP State Report to a PCE
whenever the state of an LSP changes.
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LSP control delegation (CGEE-C: a PCC grants to a PCE the right to
update LSP attributes on one or nore LSPs; the PCE becones the
authoritative source of the LSP's attributes as long as the
del egation is in effect; the PCC may withdraw the del egati on or
the PCE may give up the del egation

[I-D.sivabal an-pce-di sco-stateful] defines the extensions needed to
support aut odi scovery of stateful PCEs when using the 1GPs for PCE
di scovery.

4. Depl oynent considerations

This section discusses generic issues with Stateful PCE depl oyments,
and how specific protocol nechani snms can be used to address them

4.1. Muilti-PCE depl oynents

Statel ess and stateful PCEs can co-exist in the same network and be
in charge of path conputation of different types. To solve the
probl em of distingui shing between the two types of PCEs, either

di scovery or configuration may be used. The capability negotiation
in[l-D.ietf-pce-stateful-pce] ensures correct operation when the PCE
address is configured on the PCC

4.2. LSP State Synchronization

A stateful PCE nmintains two sets of information for use in path
computation. The first is the Traffic Engi neering Database (TED)

whi ch includes the topology and resource state in the network. This
i nformati on can be obtained by a stateful PCE using the same
mechani sms as a statel ess PCE (see [ RFC4655]). The second is the LSP
St at e Dat abase (LSP-DB), in which a PCE stores attributes of all
active LSPs in the network, such as their paths through the network,
bandwi dt h/ resource usage, switching types and LSP constraints. The
stateful PCE extensions defined in [I-D.ietf-pce-stateful-pce]
support popul ati on of this database using information received from
the network nodes via LSP State Report messages. Population of the
LSP dat abase via other neans is not precluded.

4.3. PCE Survivability

For a stateful PCE, an inportant issue is to get the LSP state

i nformati on resynchroni zed after a restart.
[I-D.ietf-pce-stateful -pce] includes support of a synchronization
function, allowing the PCC to synchronize its LSP state with the PCE
This can be applied equally to an Label Edge Router (LER) client or
anot her PCE, allow ng for support of multiple ways of re-acquiring

Zhang & M nei Expi res Novenber 25, 2013 [ Page 5]



Internet-Draft Applicability for Stateful PCE May 2013

the LSP database on a restart. For exanple, the state can be
retrieved fromthe network nodes, or from another stateful PCE
Because synchroni zation may al so be skipped, if a PCE inplenentation
has the neans to retrieve its database in a different way (for
exanpl e froma backup copy stored locally), the state can be restored
wi t hout further overhead in the network. Note that |ocally

recovering the state would still require sonme degree of
resynchroni zation to ensure that the recovered state is indeed up-to-
dat e.

5. Application scenarios

In the foll owi ng sections, several use cases are descri bed,
showcasi ng scenarios that benefit fromthe deploynment of a statefu
PCE.

5.1. Optimzation of LSP placenent

The followi ng use cases denonstrate a need for visibility into gl oba
inter-PCC LSP state in PCE path computations, and for a PCE control
of sequence and timng in altering LSP path characteristics within
and across PCEP sessions. Reference topologies for the use cases
described later in this section are shown in Figures 1 and 2

Some of the use cases bel ow are focused on MPLS-TE depl oynents, but
may al so apply to GWLS. Unless otherw se cited, use cases assume
that all LSPs listed exist at the sanme LSP priority.

The main benefit in the cases bel ow comes from noving away from an
asynchronous PCC-driven node of operation to a nodel that allows for
central control over LSP conputations and setup, and focuses
specifically on the active stateful PCE nodel of operation

Fommm - +
| A
Fomem - +
\
Fomm - + Fomm - +
| C e | E |
R + R +
/ \ +o---- + /
B + E - | D |----- +
| B | oot
R +

Figure 1: Reference topology 1
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+- - - -+ +- - - -+ +- - - -+
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I I I
+o- -+ +o- -+ +o- -+
| E +-------- + F +-------- + G |
+----- + +----- + +----- +

Fi gure 2: Reference topology 2
5.1.1. Throughput Maximni zation and Bi n Packi ng

Because LSP attribute changes in [ RFC5440] are driven by PCReq
messages under control of a PCC s local tiners, the sequence of RSVP
reservation arrivals occurring in the network will be random zed.
This, coupled with a lack of global LSP state visibility on the part
of a stateless PCE may result in suboptiml throughput in a given
networ k topol ogy, as will be shown in the exanple bel ow

Ref erence topology 2 in Figure 2 and Tables 1 and 2 show an exanpl e
in which throughput is at 50% of optinmal as a result of |ack of
visibility and synchroni zed control across PCC's. |n this scenario,
t he decision nust be nade as to whether to route any portion of the
E- G demand, as any demand routed for this source and destination wll
decrease system t hroughput.

Homm e Fom e e e oo [ SR +
| Link | Metric | Capacity |
[ S, F [ R +
| AE| 1 | 10 |
| B-F| 1 | 10 |
| CGG| 1 | 10 |
| EF| 1 | 10 [
| F-G| 1 10 [
[ S, F [ R +

Tabl e 1: Link paraneters for Throughput use case
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e e e e oo e oo - +
| Time | LSP | Src | Dst | Demand | Routable | Path

Homm - - H-- - - - H-- - - - H-- - - - Fom e e e - - Fom e - Fom e - +
[ 11 1 | E | G | 10 [ Yes | E-F-G

| 2 | 2 | A | B | 10 | No |-
/3 | 1| F | C | 10 | No |-
e e e e oo - N T oo - +

Tabl e 2: Throughput use case demand tinme series

In many cases throughput maxinzation becones a bin packing problem
While bin packing itself is an NP-hard problem a nunber of common

heuristics which run in polynomial time can provide significant

i mprovenents in throughput over randomreservation event

di stribution, especially when traversing |inks which are nmenbers of
the mninmumcut set for a |large subset of source destination pairs.

Tables 3 and 4 show a sinple use case using Reference Topology 1 in
Figure 1, where LSP state visibility and control of reservation order
across PCCs would result in significant inprovenment in tota

t hr oughput .

Homm e Fom e e e oo [ SR +
| Link | Metric | Capacity |
[ S, F [ R +
| AC| 1 | 10 |
| B-C| 1 | 10 |
| CE| 10 | 5 |
| CD| 1 | 10 [
| DE| 1 10 [
[ S, F [ R +

Tabl e 3: Link paraneters for Bin Packing use case

Homm e +--- o= +--- o= +--- o= Fom e e e oo [ SR TS +
| Time | LSP | Src | Dst | Denmand | Routable | Pat h

[ S, +--- - - +--- - - +--- - - F [ R T +
| 1] 1 | A | E | 5 | Yes | AACGDE|
/| 2 | 2 | B | E | 10 | No -
Homm - - - +-- - - - +-- - - - +-- - - - Hom e e oo - Fom e o - Fomm e - +

Tabl e 4: Bin Packing use case denand tine series
5.1.2. Deadl ock
This section discusses a use case of cross-LSP i npact under degraded

operation. Most existing RSVP-TE inplenentations will not tear down
established LSPs in the event of the failure of the bandw dth
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i ncrease procedure detailed in [RFC3209]. This behavior is directly
inmplied to be correct in [RFC3209] and is often desirable from an
operator’s perspective, because either a) the destination prefixes
are not reachabl e via any neans other than MPLS or b) this would
result in significant packet |oss as denmand is shifted to other LSPs
in the overlay nesh.

In addition, there are currently few inplenmentations offering dynanic
i ngress adni ssion control (policing of the traffic volume mapped onto
an LSP) at the LER Having ingress adnission control on a per LSP
basis is not necessarily desirable froman operational perspective,
as a) one nust over-provision tunnels significantly in order to avoid
del eterious effects resulting fromstacked transport and flow contro
systens and b) there is currently no efficient commonly avail abl e
nort hbound interface for dynam c configuration of per LSP ingress

adm ssion control (such an interface could easily be defined using
the extensions for stateful PCE, but has not been yet at the tine of
this witing).

Lack of ingress adm ssion control coupled with the behavior in

[ RFC3209] may result in LSPs operating out of profile for significant
periods of time. It is reasonable to expect that these out-of-
profile LSPs will be operating in a degraded state and experience
traffic | oss, but because they end up sharing conmon network
interfaces with other LSPs operating within their bandw dth
reservations, they will end up inpacting the operation of the in-
profile LSPs, even when there is unused network capacity el sewhere in
the network. Furthernore, this behavior will cause information |oss
inthe TED with regards to the actual avail able bandwi dth on the
links used by the out-of-profile LSPs, as the reservations on the
I'inks no longer reflect the capacity used.

Ref erence Topology 1 in Figure 1 and Tables 5 and 6 show a use case
that denonstrates this behavior. Two LSPs, LSP 1 and LSP 2 are
signaled with demand 2 and routed along paths A-C-D-E and B-CDE
respectively. At a later time, the demand of LSP 1 increases to 20.
Under such a demand, the LSP cannot be resignal ed. However, the
existing LSP will not be torn down. |In the absence of ingress
policing, traffic on LSP 1 will cause degradation for traffic of LSP
2 (due to oversubscription on the links GD and D-E), as well as
information loss in the TED with regard to the actual network state.

The problem could be easily aneliorated by global visibility of LSP
state coupled with PCC external demand neasurenents and pl acenent of
two LSPs on disjoint links. Note that while the demand of 20 for LSP
1 could never be satisfied in the given topol ogy, what could be

achi eved woul d be isolation fromthe ill-effects of the
(unsatisfiable) increased denand.
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e oo e +
| Link | Metric | Capacity

Homm - - Fom e e e - - Fom e - +
| AC| 1 [ 10 [
| B-C| 1 | 10 |
| CGE| 10 | 5 |
| CGD| 1 [ 10 [
| DE| 1 [ 10 [
Homm - - Fom e e e - - Fom e - +

Table 5: Link paraneters for the 'Degraded operation’ exanple

e e e e oo e I +
| Time | LSP | Src | Dst | Demand | Routable | Path |
Homm - - H-- - - - H-- - - - H-- - - - Fom e e e - - Fom e - Fomm e o +
[ 1 1 1 | A | E | 2 [ Yes | AACDE|
| 2 | 2 | B | E | 2 | Yes | B-CDE|
/31 1| A | E | 2 | No -
e e e e oo - N T N +

Tabl e 6: Degraded operation demand tine series
5.1.3. M ninum Perturbation

As a result of both the lack of visibility into global LSP state and
the lack of control over event ordering across PCE sessions,
unnecessary perturbations may be introduced into the network by a
statel ess PCE. Tables 7 and 8 show an exanpl e of an unnecessary
networ k perturbation using Reference Topology 1 in Figure 1. In this
case an uninportant (high LSP priority value) LSP (LSP1l) is first set
up along the shortest path. At time 2, which is assumed to be
relatively close to time 1, a second nore inportant (lower LSP-
priority value) LSP (LSP2) is established, preenpting LSP1,
potentially causing traffic loss. LSPl is then reestablished on the
| onger A-C-E path.

e oo e +
| Link | Metric | Capacity

Homm - - Fom e e e - - Fom e - +
| A-C| 1 [ 10 [
| B-C| 1 | 10 |
| CE| 10 [ 10 [
| CGD| 1 [ 10 [
| DE| 1 [ 10 [
Homm - - Fom e e e - - Fom e - +

Table 7: Link paraneters for the "M ni mnum Perturbation’ exanple
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ommm - ommn - ommn - ommn - R R R Fommm e +
| Time | LSP| Src | Dst | Demand | LSP Prio | Routable | Path |
Homm - - H-- - - - H-- - - - H-- - - - Fom e e e - - Fom e - Fom e - Fomm e o +
| 11 1 | A | E | 7 | 7 | Yes | AGDE|
| 2 | 2 | B | E | 7 | 0 | Yes | B-GDE|
[ 31 1] A | E | 7 | 7 [ Yes | A-CE |
ommm - ommn - ommn - ommn - R R R e +

Table 8: M ni mum Perturbation LSP and demand tinme series

A stateful PCE can help in this scenario by evaluating both requests

at the same tine (due to their proximty in tine). This will ensure

pl acenent of the nore inportant LSP along the shortest path, avoiding
the preenption of the lower priority LSP

5.1.4. Predictability

Randoni zati on of reservation events caused by |lack of control over
event ordering across PCE sessions results in poor predictability in
LSP routing. An offline system applying a consistent optimzation
met hod wi |l produce predictable results to within either the boundary
of forecast error when reservations are over-provisioned by
reasonabl e margins or to the variability of the signal and the
forecast error when applying sonme hysteresis in order to mnimnze
churn. Predictable results are valuable for being able to sinulate
the network and reliably test it under various scenarios, especially
under various failure nodes and pl anned mai nt enances when predictabl e
path characteristics are desired under contention for network

resour ces

Ref erence Topology 1 and Tables 9, 10 and 11 show the inpact of event
ordering and predictability of LSP routing.

Homm - - - Hom e e oo - Fom e o - +
| Link | Metric | Capacity |
Fom e e o m e e oo [ RS +
| AC| 1 | 10 |
| B-C| 1 | 10 |
| CGE| 1 | 10 |
| CD| 1 | 10 |
| DE| 1 [ 10 [
Fom e e o m e e oo [ RS +

Table 9: Link paranmeters for the 'Predictability’ exanple
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e e e e oo e I +
| Time | LSP | Src | Dst | Demand | Routable | Path |
Homm - - H-- - - - H-- - - - H-- - - - Fom e e e - - Fom e - Fomm e o +
[ 1 1 1 | A | E | 7 [ Yes | ACE |
| 2 | 2 | B | E | 7 | Yes | B-CDE|
Femmans N N N Fommamenn N T N +

Homm - - - +-- - - - +-- - - - +-- - - - Hom e e oo - Fom e o - Fomm e - +
| Time | LSP | Src | Dst | Denmand | Routable | Path |
Fom e e +--- - - +--- - - +--- - - o m e e oo [ RS TR +
| 1 1 2 | B | E | 7 | Yes | B-CGE |
| 2 | 1 | A | E | 7 | Yes | AACGDE|
Homm - - H-- - - - H-- - - - H-- - - - Fom e e e - - Fom e - Fomm e o +

Table 11: Predictability LSP and denmand tine series 2

As can be shown in the exanple, both LSPs were routed in both cases,
but along very different paths. This would be a challenge if
reliable simulation of the network was attenpted. A stateful PCE can
solve this through control over LSP ordering

5.2. Auto-bandw dt h Adj ust nent

The bandwi dth requirenent of LSPs often change over time, requiring
resizing the LSP. Currently the head-end node perforns this function
by nonitoring the actual bandw dth usage, triggering a reconputation
and resignaling when a threshold is reached. This operation is
referred as auto-bandw dth adjustnent. The head-end node either
reconputes the path locally, or it requests a reconputation froma
PCE by sending a PCReq nessage. In the latter case, the PCE computes
a new path and provi des the new route suggestion. Upon receiving the
reply fromthe PCE, the PCC re-signals the LSP in Shared-Explicit

(SE) node along the newly conputed path. |f a passive stateful PCE
is used, only the new bandwidth information is needed to trigger a
path re-conputation since the LSP information is already known to the
PCE. Note that in this scenario, the head-end node is the one that
drives the LSP resizing based on local information, and that the

di fference between using a stateless and a passive stateful PCEis in
the | evel of optimzation of the LSP placenent as discussed in the
previ ous section.

A nore interesting smart bandw dth adjustnment case is one where the
LSP resizing decision is done by an external entity, with access to
additional information such as historical trending data, application-
specific information about expected denands or policy information, as
wel | as know edge of the actual desired flow volunes. |In this case
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an active stateful PCE provides an advantage in both the conputation
with know edge of all LSPs in the domain and in the ability to
trigger bandw dth nodification of the LSP

5.3. Bandwi dth Schedul i ng

Bandwi dt h scheduling all ows network operators to reserve resources in
advance according to the agreenents with their custoners, and allow
themto transmt data with specified starting time and duration, for
exanpl e for a schedul ed bulk data replication between data centers.

Traditionally, this can be supported by NMS operation through path
pre-establishment and activation on the agreed starting tine.
However, this does not provide efficient network usage since the

est abli shed paths exclude the possibility of being used by other
services even when they are not used for undertaking any service. It
can al so be acconplished through GWLS protocol extensions by
carrying the related request information (e.g., starting tinme and
duration) across the network. Nevertheless, this nethod inevitably

i ncreases the conmplexity of signaling and routing process.

A passive stateful PCE can support this application with better
efficiency since it can alleviate the burden of processing on network
elements. This requires the PCE to nmaintain the schedul ed LSPs and
their associated resource usage, as well as the ability of head-ends
to trigger signaling for LSP setup/deletion at the correct tine.

Thi s approach requires coarse tine synchroni zati on between PCEs and
PCCs. |If an active stateful PCE is avail able, the PCE can trigger
the setup/del etion of schedul ed requests in a centralized nanner,

wi t hout nodification of existing head-end behavi ors.

5.4. Recovery

The recovery use cases discussed in the follow ng sections show how
| everaging a stateful PCE can sinplify the conputation of recovery
path(s). In particular, two characteristics of a stateful PCE are
used: 1) using information stored in the LSP-DB for deternining
shared protection resources and 2) perform ng conputations wth
know edge of all LSPs in a domain.

5.4.1. Protection

For protection purposes, a PCC nay send a request to a PCE for
computing a set of paths for a given LSP. Alternatively, the PCC can
send multiple requests to the PCE, asking for working and backup LSPs
separately. Either way, the resources bound to backup paths can be
shared by different LSPs to inprove the overall network efficiency,
such as mn protection or pre-configured shared nesh recovery
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techni ques as specified in [ RFC4427]. |If resource sharing is
supported for LSP protection, the information relating to existing
LSPs is required to avoid allocation of shared protection resources
to two LSPs that mght fail together and cause protection contention
i ssues. A stateless PCE can accommpdate this use case by having the
PCC pass in this information as a constraint to the path conputation
request. A stateful PCE can nore easily accommodate this need using
the information stored in its LSP-DB

+----+
| PCE |
L pp——
Homm - + Homm - + Homm - +
| NI +---------- + N2 +---------- + N3 |
+- - - - -+ +- - - - -+ +- - - - -+
I I I
I Hooeoooo- + I
I I I
| E R +--- - - - + |
H-- - - - + N5 H------a--- + N +----- +
Homm - - - + Homm - - - +

Figure 3: Reference topology 3

For exanple, in the network depicted in Figure 3 , suppose there
exists LSP1 with working path LSP1 working followi ng N1->N5 and with
backup path LSP1 backup follow ng N1->N2->N5. A request arrives
asking for a working and backup path pair to be conputed for LSP2,

for a request fromN2 to N5. |If the PCE decides LSP2_working foll ows
N2- >N1- >N5, then the backup path LSP2_backup should not use the same
protection resource with LSP1 since LSP2 shares part of its resource
(specifically N1->N5) with LSP1 (i.e., these two LSPs are in the sane
shared risk group). Alternatively, there is no such constraint if
N2- >N3- >N4->N5 is chosen for LSP2_worki ng.

If a stateless PCE is used, the head node N2 needs to be aware of the
exi stence of LSPs which share the route of LSP2_working and of the
details of their protection resources. N2 nust pass this information
to the PCE as a constraint so as to request a path with SRLG
diversity. On the other hand, a stateful PCE can get the LSPs
information by itself and can achi eve the goal of finding SRLG
diversified protection paths for both LSPs. This is nade possible by
comparing the LSP resource usage exploiting the LSP DB accessi bl e by
the stateful PCE
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5.4.2. Restoration

In case of a link failure, such as fiber cut, multiple LSPs may fai

at the same tine. Thus, the source nodes of the affected LSPs wil |
be informed of the failure by the nodes detecting the failure. These
source nodes will send requests to a PCE for rerouting. |In order to
reuse the resource taken by an existing LSP, the source node can send
a PCReq nessage including the XRO object with F bit set, together
with RRO object, as specified in [ RFC5521].

If a stateless PCE is exploited, it mght respond to the rerouting
requests separately if they arrive at different times. Thus, it

m ght result in sub-optinmal resource usage. Even worse, it might
unnecessarily block some of the rerouting requests due to
insufficient resources for later-arrived rerouting nessages. |If a
stateful PCE is used to fulfill this task, it can re-conpute the

af fected LSPs concurrently while reusing part of the existing LSPs
resources when it is informed of the failed Iink identifier provided
by the first request. This is nade possible since the stateful PCE
can check what other LSPs are affected by the failed link and their
route information by inspecting its LSP-DB. As a result, a better
performance, such as better resource usage, niniml probability of

bl ocki ng upcom ng new rerouting requests sent as a result of the link
failure, can be achieved.

In order to further reduce the amount of LSP rerouting nessages fl ow
in the network, the notification can be perforned at the node(s)

whi ch detect the link failure. For exanple, suppose there are two
LSPs in the network as shown in Figure 3: (i) LSP1l: NI1->N5->N4->N3;
(i) LSP2: N2->N5->N4. They traverse the failed |ink between N5-N4.
When N4 detects the failure, it can send a notification nmessage to a
stateful PCE. Note that the stateful PCE stores the path information
of the LSPs that are affected by the link failure, so it does not
need to acquire this information from N4. Mreover, it can nake use
of the bandwi dth resources occupied by the affected LSPs when
performng path recalculation. After N4 receives the new paths from
the PCE, it notifies the ingress nodes of the LSPs, i.e., Nl and N2,
and specifies the new paths which should be used as the rerouting
paths. To support this, it would require extensions to the existing
signaling protocols.

Alternatively, if the target is to avoid resource contention within
the tinme-wi ndow of high LSP requests, a stateful PCE can retain the
under-construction LSP resource usage information for a given tinme
and exclude it from being used for forthcomng LSPs request. 1In this
way, it can ensure that the resource will not be doubl e-booked and
thus the issue of resource contention and conputation crank-backs can
be resol ved.
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5.4.3. SRLG Diversity

An alternative way to achieve efficient resilience is to maintain
SRLG di sj oi ntness between LSPs, irrespective of whether these LSPs
share the source and destination nodes or not. This can be achieved
at provisioning tinme, if the routes of all the LSPs are requested
together, using a synchronized conputation of the different LSPs with
SRLG di sjointness constraint. |f the LSPs need to be provisioned at
different times (nore general, the routes are requested at different
times, e.g. in the case of a restoration), the PCC can specify, as
constraints to the path conputation a set of Shared Ri sk Link G oups
(SRLGs) using the Explicit Route Object [RFC5521]. However, for the
latter to be effective, it is needed that the entity that requests
the route to the PCE maintains updated SRLG information of all the
LSPs to which it nmust maintain the disjointness. A stateless PCE can
conmpute an SRLG disjoint path by inspecting the TED and precl udi ng
the links with the sane SRLG val ues specified in the PCReq nessage
sent by a PCC

A stateful PCE maintains the updated SRLG i nformati on of the
established LSPs in a centralized manner. Therefore, the PCC can
specify as constraints to the path conputation the SRLG di sj oi nt ness
of a set of already established LSPs by only providing the LSP

i dentifiers.

5.5. Maintenance of Virtual Network Topol ogy (VNT)

In Multi-Layer Networks (MLN), a Virtual Network Topol ogy (VNT)

[ RFC5212] consists of a set of one or nore TE LSPs in the | ower |ayer
whi ch provides TE links to the upper layer. In [RFC5623], the PCE-
based architecture is proposed to support path conputation in MN
networks in order to achieve inter-layer TE

The establishnent/teardown of a TE link in VNT needs to take into
consideration the state of existing LSPs and/ or new LSP request(s) in
the higher layer. As specified in [RFC5623], a VNT manager (VNTM is
in charge of setting up connections in the |ower layer to provide TE
Iinks for upper layer. Hence, when a statel ess PCE cannot find the
route for a request based on the upper |ayer topology information, it
needs to interact with the VNTMand rely on the VNTMto decide
whether to set up or renove a TE link or not. On the other hand, a
stateful PCE can make the decision of when and how to nodify the VNT
either to accommodate new LSP requests or to re-optinize resource
usage across layers irrespective of the PCE nodels as described in

[ RFC5623] .
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5.

5.

6

7

LSP Re-optim zation

In order to nmake efficient usage of network resources, it is
sonmetinmes desirable to re-optinize one or nore LSPs dynanmically. In
the case of a stateless PCE, in order to optinize network resource
usage dynanically through online planning, a PCC nust send a request
to the PCE together with detail ed path/bandwi dth information of the
LSPs that need to be concurrently optinmized. This nmeans the PCC nust
be able to determ ne when and which LSPs should be optimzed. 1In the
case of a stateful PCE, given the LSP state information in the LSP
dat abase, the process of dynamic optim zation of network resources
can be automated without requiring the PCC to supply LSP state
information or to trigger the request. Mdyreover, since a statefu
PCE can maintain information for all LSPs that are in the process of
being set up and since it may have the ability to control timng and
sequence of LSP setup/deletion, the optim zation procedures can be
performed nore intelligently and effectively.

A special case of LSP re-optim zation is d obal Concurrent
Optimzation (GCO [RFC5557]. @ obal control of LSP operation
sequence in [RFC5557] is predicated on the use of what is effectively
a stateful (or senmi-stateful) NMS. The NMS can be either not |oca

to the switch, in which case anot her northbound interface is required
for LSP attribute changes, or local/collocated, in which case there
are significant issues with efficiency in resource usage. A stateful
PCE adds a few features that:

0 Roll the NMS visibility into the PCE and renobve the requirenent
for an additional northbound interface

0o Allowthe PCE to deternine when re-optimnization is needed, with
which level (GCO or a nore increnental optimnzation)

o Allowthe PCE to deternine which LSPs should be re-optim zed

o Allowa PCE to control the sequence of events across nultiple
PCCs, allowing for bulk (and truly global) optimization, LSP
shuffling etc.

Resour ce Defragnentation

In networks with link bundles, if LSPs are dynami cally allocated and
rel eased over tinme, the resource beconmes fragmented. The overal
avail abl e resource on a (bundle) Iink night be sufficient for a new
LSP request, but if the available resource is not continuous, the
request is rejected. In order to performthe defragnmentation
procedure, stateful PCEs cam be used, since global visibility of LSPs
in the network is required to accurately assess resources on the
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LSPs, and perform de-fragnmentation while ensuring a m nimal

di sruption of the network. This use case cannot be acconmpdated by a
statel ess PCE since it does not possess the detailed information of
existing LSPs in the network.

A case of particular interest to GWLS-based transport networks is
the frequency defragnmentation in flexible grid. In Flexible grid
networks [1-D.ogrcetal -ccamp-flexi-grid-fwk], LSPs with different
slot widths (such as 12.5G 25G etc.) can co-exist so as to
acconmodat e the services with different bandw dth requests.
Therefore, even if the overall spectrumcan neet the service request,
it may not be usable if it is not contiguous. Thus, with the help of
existing LSP state information, stateful PCE can nmake the resource
grouped together to be usable. Mreover, stateful PCE can
proactively choose routes for upcom ng path requests to reduce the
chance of spectrum fragnentation.

5.8. Inpairnent-Aware Routing and Wavel ength Assi gnnment (| A- R\A)

In WBONs [ RFC6163], a wavel ength-switched LSP traverses one or nore
fiber links. The bit rates of the client signals carried by the
wavel ength LSPs may be the sane or different. Hence, a fiber link
may transmit a nunber of wavel ength LSPs with equal or nixed bit rate
signals. For exanple, a fiber link may nultiplex the wavel engt hs
with only 10G signals, nixed 10G and 40G signals, or m xed 40G and
100G si gnal s.

IA-RWA in WoONs refers to the RM process (i.e., lightpath
conmputation) that takes into account the optical |ayer/transm ssion
i nperfections by considering as additional (i.e., physical |ayer)
constraints. To be nore specific, linear and non-linear effects
associated with the optical network el ements should be incorporated
into the route and wavel ength assi gnnent procedure. For example, the
physical inperfection can result in the interference of two adjacent
Iightpaths. Thus, a guard band should be reserved between themto
all eviate these effects. The width of the guard band between two
adj acent wavel engt hs depends on their characteristics, such as

nmodul ation formats and bit rates. Two adjacent wavel engths with
different characteristics (e.g., different bit rates) may need a

wi der guard band and with sane characteristics may need a narrower
guard band. For exanple, 50GHz spacing may be acceptable for two
adj acent wavel engths with 40G signals. But for two adjacent

wavel engths with different bit rates (e.g., 10G and 40G, a |arger
spaci ng such as 300GHz spaci ng may be needed. Hence, the
characteristics (states) of the existing wavel ength LSPs shoul d be
considered for a new RM request in WSON

In summary, when stateful PCEs are used to performthe | A-RWA
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procedure, they need to know the characteristics of the existing
wavel ength LSPs. The inpairnment information relating to existing and
t o- be-establi shed LSPs can be obtained by nodes in WSON networ ks via
external configuration or other neans such as nonitoring or
estimati on based on a vendor-specific inpair nodel. However, WSON
related routing protocols, i.e.

[I-D.ietf-ccanp-wson-signal -conpatibility-ospf] and
[I-D.ietf-ccanp-gnpl s-general -constrai nts-ospf-te], only advertise
limted information (i.e., availability) of the existing wavel engths,
wi t hout defining the supported client bit rates. It will incur
substantial anmount of control plane overhead if routing protocols are
extended to support dissenination of the new information relevant for
the 1 A~-RWA process. In this scenario, stateful PCE(s) would be a
nmore appropriate nechanismto solve this problem Stateful PCE(S)
can exploit inmpairnment information of LSPs stored in LSP-DB to
provi de accurate RWA cal cul ation

6. Security Considerations

Thi s docunment does not introduce any new security considerations
beyond those discussed in [I-D.ietf-pce-stateful -pce].

The following topics will be discussed in a future version of this
docunent: whet her use of a stateful PCE nmakes the network nore or
| ess secure, and security use cases if any.
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