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Abstract

The Pat h Conputati on El enent Comuni cation Protocol (PCEP) provides
nmechani snms for Path Conputation Elenents (PCEs) to perform path
computations in response to Path Conputation Cients (PCCs) requests.

Al t hough PCEP explicitly makes no assunptions regarding the
informati on available to the PCE, it al so nmakes no provisions for PCE
control of timing and sequence of path conputations wthin and across
PCEP sessions. This docunment describes a set of extensions to PCEP
to enable stateful control of MPLS-TE and GWLS LSPs vi a PCEP.
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1. Introduction

[ RFC5440] describes the Path Conputation El enent Communi cation
Protocol (PCEP). PCEP defines the conmunication between a Path
Conputation dient (PCC) and a Path Conputation El enent (PCE), or
bet ween PCEs, enabling conputation of Miltiprotocol Label Swi tching
(MPLS) for Traffic Engineering Label Switched Path (TE LSP)
characteristics. Extensions for support of Generalized MPLS (GVPLS)
in PCEP are defined in [I-D.ietf-pce-gnpls-pcep-extensions]
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This docunment specifies a set of extensions to PCEP to enabl e
stateful control of LSPs within and across PCEP sessions in
compliance with [ RFC4657]. It includes nechanisns to effect Label
Switched Path (LSP) state synchroni zati on between PCCs and PCEs,
del egation of control over LSPs to PCEs, and PCE control of timnng
and sequence of path conmputations within and across PCEP sessions.

Extensions to pernmit the PCE to drive creation of an LSP are defined
in [I-D.ietf-pce-pce-initiated-Isp], which specifies PCE-initiated
LSP creation.

1.1. Requirenents Language

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119].

2. Term nol ogy

Thi s docunment uses the following terns defined in [ RFC5440]: PCC,
PCE, PCEP Peer, PCEP Speaker.

This docunent uses the following terns defined in [ RFC4655]: TED.
Thi s docunment uses the following terns defined in [ RFC3031]: LSP.

Thi s docunment uses the following terns defined in [ RFC8051]: Stat eful
PCE, Passive Stateful PCE, Active Stateful PCE, Delegation, LSP State
Dat abase.

The following terns are defined in this docunent:

Revocation: an operation performed by a PCC on a previously
del egated LSP. Revocation revokes the rights granted to the PCE
in the del egation operation.

Redel egation Tinmeout Interval: the period of time a PCC waits for,
when a PCEP session is term nated, before revoking LSP del egation
to a PCE and attenpting to redel egate LSPs associated with the
term nated PCEP session to an alternate PCE. The Redel egation
Timeout Interval is a PCC-local value that can be either operator-
configured or dynanmically conmputed by the PCC based on | ocal
policy.

State Timeout Interval: the period of tine a PCC waits for, when a
PCEP session is term nated, before flushing LSP state associ ated
with that PCEP session and reverting to operator-defined default
paraneters or behaviors. The State Tinmeout Interval is a PCC
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| ocal value that can be either operator-configured or dynanically
comput ed by the PCC based on | ocal policy.

LSP State Report: an operation to send LSP state (Operational /
Admin Status, LSP attributes configured at the PCC and set by a
PCE, etc.) froma PCCto a PCE

LSP Updat e Request: an operation where an Active Stateful PCE
requests a PCC to update one or nore attributes of an LSP and to
re-signal the LSP with updated attributes.

SRP- | D-nunber: a nunber used to correlate errors and LSP State
Reports to LSP Update Requests. It is carried in the SRP
(Stateful PCE Request Parameters) hject described in Section 7.2.

Wthin this docunent, PCEP communi cations are described through PCC
PCE rel ationship. The PCE architecture al so supports the PCE-PCE
communi cati on, by having the requesting PCE fill the role of a PCC
as usual

The message formats in this docunent are specified using Routing
Backus- Naur Format (RBNF) encoding as specified in [ RFC5511].

Motivation and Objectives for Stateful PCE
1. Motivation

[ RFC8051] presents several use cases, denpnstrating scenarios that
benefit fromthe deploynent of a stateful PCE. The scenarios apply
equally to MPLS-TE and GWLS depl oyment s.

1.1. Background

Traffic engineering has been a goal of the MPLS architecture since
its inception ([ RFC3031], [RFC2702], [RFC3346]). |In the traffic

engi neering system provi ded by [ RFC3630], [RFC5305], and [ RFC3209]

i nformati on about network resources utilization is only avail able as
total reserved capacity by traffic class on a per interface basis;

i ndividual LSP state is available only locally on each LER for its
own LSPs. In nost cases, this nakes good sense, as distribution and
retention of total LSP state for all LERs within in the network would
be prohibitively costly.

Unfortunately, this visibility in terns of global LSP state may
result in a nunmber of issues for sonme demand patterns, particularly
within a common setup and hold priority. This issue affects online
traffic engineering systens.
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A sufficiently over-provisioned systemw || by definition have no

i ssues routing its demand on the shortest path. However, |owering
the degree to which network over-provisioning is required in order to
run a healthy, functioning network is a clear and explicit prom se of
MPLS architecture. |In particular, it has been a goal of MPLS to
provi de nmechani sns to alleviate congestion scenarios in which
"traffic streans are inefficiently napped onto avail abl e resources;
causi ng subsets of network resources to become over-utilized while
others remain underutilized" ([RFC2702]).

3.1.2. Wy a Stateful PCE?

[ RFC4655] defines a stateful PCE to be one in which the PCE maintains
"strict synchronization between the PCE and not only the network
states (in termof topol ogy and resource information), but also the
set of conputed paths and reserved resources in use in the network."
[ RFC4655] al so expressed a nunber of concerns with regard to a
stateful PCE, specifically:

0 Any reliable synchronizati on nechanismwould result in significant
control plane overhead

0 CQut-of-band TED synchroni zati on woul d be conpl ex and prone to race
condi tions

o Path calculations incorporating total network state woul d be
hi ghly conpl ex

In general, stress on the control plane will be directly proportiona
to the size of the systembeing controlled and the tightness of the
control loop, and indirectly proportional to the amount of over-
provisioning in ternms of both network capacity and reservation

over head.

Despite these concerns in terns of inplenentation conplexity and
scalability, several TE algorithns exist today that have been
denonstrated to be extrenmely effective in |arge TE systens, providing
bot h rapi d convergence and significant benefits in terns of
optimality of resource usage [MKMN-TE]. All of these systens share
at least two common characteristics: the requirenent for both gl oba
visibility of a flow (or in this case, a TE LSP) state and for
ordered control of path reservations across devices within the system
being controlled. While some approaches have been suggested in order
to remove the requirenents for ordered control (See [ MPLS-PC]), these
approaches are highly dependent on traffic distribution, and do not
allow for nmultiple sinmultaneous LSP priorities representing diffserv
cl asses.
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The use cases described in [ RFC8051] denobnstrate a need for
visibility into global inter-PCC LSP state in PCE path conputati ons,
and for PCE control of sequence and timing in altering LSP path
characteristics within and across PCEP sessi ons.

3. Protocol vs. Configuration

Note that existing configuration tools and protocols can be used to
set LSP state, such as a Conmmand Line Interface (CLI) tool. However,
this solution has several shortconi ngs:

0 Scale & Performance: configuration operations often have
transacti onal semantics which are typically heavywei ght and often
require processing of additional configuration portions beyond the
state being directly acted upon, with corresponding cost in CPU
cycles, negatively inpacting both PCC stability LSP update rate
capacity.

0 Security: when a PCC opens a configuration channel allow ng a PCE
to send configuration, a malicious PCE may take advantage of this
ability to take over the PCC. In contrast, the PCEP extensions
described in this docunent only allow a PCE control over a very
limted set of LSP attributes.

0 Interoperability: each vendor has a proprietary infornmation nodel
for configuring LSP state, which limts interoperability of a
stateful PCE with PCCs fromdifferent vendors. The PCEP
ext ensi ons described in this docunent allow for a commpn
i nformati on nodel for LSP state for all vendors.

o Efficient State Synchronization: configuration channels nmay be
heavywei ght and unidirectional, therefore efficient state
synchroni zati on between a PCC and a PCE nmay be a probl em

bj ecti ves

The objectives for the protocol extensions to support stateful PCE
described in this docunent are as foll ows:

o Allowa single PCCto interact with a m x of statel ess and
stateful PCEs sinmultaneously using the same protocol, i.e. PCEP

0 Support efficient LSP state synchronization between the PCC and
one or nore active or passive stateful PCEs.

o Allowa PCCto delegate control of its LSPs to an active statefu
PCE such that a given LSP is under the control of a single PCE at
any given tinme.
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* A PCC may revoke this delegation at any tine during the
lifetime of the LSP. |If LSP delegation is revoked while the
PCEP session is up, the PCC MIST notify the PCE about the
revocati on.

* A PCE may return an LSP del egation at any point during the
lifetime of the PCEP session. |If LSP delegation is returned by
the PCE while the PCEP session is up, the PCE MIJST notify the
PCC about the returned del egation

o Allowa PCE to control conputation timng and update tim ng across
all LSPs that have been delegated to it.

o Enable uninterrupted operation of PCC s LSPs in the event of a PCE
failure or while control of LSPs is being transferred between
PCEs.

New Functions to Support Stateful PCEs

Several new functions are required in PCEP to support stateful PCEs.
A function can be initiated either froma PCC towards a PCE (C-E) or
froma PCE towards a PCC (E-C). The new functions are:

Capabi lity advertisenent (E-C,CE): both the PCC and the PCE nust
announce during PCEP session establishnent that they support PCEP
Stateful PCE extensions defined in this docunent.

LSP state synchronization (C-E): after the session between the PCC
and a stateful PCE is initialized, the PCE nust learn the state of
a PCC s LSPs before it can perform path conputations or update LSP
attributes in a PCC

LSP Update Request (E-C): a PCE requests nodification of attributes
on a PCC s LSP

LSP State Report (C-E): a PCC sends an LSP state report to a PCE
whenever the state of an LSP changes.

LSP control delegation (CEE-C): a PCC grants to a PCE the right to
update LSP attributes on one or nore LSPs; the PCE becones the
authoritative source of the LSP's attributes as long as the
delegation is in effect (See Section 5.7); the PCC may wi t hdraw
the del egation or the PCE may give up the del egation at any tinme.

Simlarly to [ RFC5440], no assunption is nade about the discovery
met hod used by a PCC to discover a set of PCEs (e.g., via static

configuration or dynam c discovery) and on the algorithmused to

sel ect a PCE
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Overvi ew of Protocol Extensions
LSP State Omnership

In PCEP (defined in [ RFC5440]), LSP state and operation are under the
control of a PCC (a PCC may be an LSR or a managenent station).
Attributes received froma PCE are subject to PCC s |ocal policy.

The PCEP extensions described in this docunent do not change this
behavi or.

An active stateful PCE may have control of a PCC s LSPs that were

del egated to it, but the LSP state ownership is retained by the PCC
In particular, in addition to specifying values for LSP s attributes,
an active stateful PCE al so deci des when to make LSP nodifications.

Retai ning LSP state ownership on the PCC allows for:

0 a PCCtointeract with both stateless and stateful PCEs at the
sane tine

0o a stateful PCEto only nodify a small subset of LSP paraneters,
i.e. to set only a snall subset of the overall LSP state; other
paraneters nmay be set by the operator, for exanple through command
line interface (CLI) conmands

0 a PCCto revert delegated LSP to an operator-defined default or to
del egate the LSPs to a different PCE, if the PCC get disconnected
froma PCE with currently del egated LSPs

New Messages
In this docunment, we define the follow ng new PCEP nessages:

Pat h Conputation State Report (PCRpt): a PCEP nessage sent by a PCC
to a PCEto report the status of one or nore LSPs. Each LSP State
Report in a PCRpt nessage MAY contain the actual LSP' s path
bandwi dt h, operational and administrative status, etc. An LSP
Status Report carried on a PCRpt nmessage is also used in
del egation or revocation of control of an LSP to/froma PCE. The
PCRpt message is described in Section 6.1

Pat h Conputation Update Request (PCUpd): a PCEP nessage sent by a
PCE to a PCC to update LSP paraneters, on one or nore LSPs. Each
LSP Updat e Request on a PCUpd nessage MJST contain all LSP
paraneters that a PCE wi shes to be set for a given LSP. An LSP
Updat e Request carried on a PCUpd nessage is also used to return
LSP del egations if at any point PCE no |onger desires control of
an LSP. The PCUpd nessage is described in Section 6. 2.
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The new functions defined in Section 4 are mapped onto the new
messages as shown in the follow ng table.

o e m e e e e e e e e e e e e e e e e e ao oo S +
| Function | Message |
e . +
Capability Advertisement (E-C CE) Open
State Synchronization (CE) PCRpt

LSP Control Delegation (CE,E-Q

| | |
| LSP State Report (G E) | PCRpt |
I I I
| LSP Update Request (E-QC | |

Tabl e 1: New Function to Message Mappi ng
5.3. FError Reporting

Error reporting is done using the procedures defined in [ RFC5440],
and reusing the applicable error types and error values of [RFC5440]
wher ever appropriate. The current docunent defines new error val ues
for several error types to cover failures specific to stateful PCE.

5.4. Capability Advertisenent

During PCEP Initialization Phase, PCEP Speakers (PCE or PCC)
advertise their support of stateful PCEP extensions. A PCEP Speaker
includes the "Stateful PCE Capability" TLV, described in

Section 7.1.1, in the OPEN Object to advertise its support for PCEP
stateful extensions. The Stateful Capability TLV includes the 'LSP
Update’ Flag that indicates whether the PCEP Speaker supports LSP
par anet er updat es.

The presence of the Stateful PCE Capability TLV in PCC s OPEN (bj ect
indicates that the PCCis willing to send LSP State Reports whenever
LSP paraneters or operational status changes.

The presence of the Stateful PCE Capability TLV in PCE s OPEN nessage
indicates that the PCE is interested in receiving LSP State Reports
whenever LSP parameters or operational status changes.

The PCEP extensions for stateful PCEs MJUST NOT be used if one or both
PCEP Speakers have not included the Stateful PCE Capability TLV in
their respective OPEN nessage. |f the PCEP Speaker on the PCC
supports the extensions of this draft but did not advertise this
capability, then upon receipt of PCUpd nessage fromthe PCE, it MJST
generate a PCErr with error-type 19 (Invalid Operation), error-value
2 (Attenpted LSP Update Request if the stateful PCE capability was
not advertised)(see Section 8.5) and it SHOULD term nate the PCEP
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session. |f the PCEP Speaker on the PCE supports the extensions of
this draft but did not advertise this capability, then upon receipt
of a PCRpt nessage fromthe PCC, it MJST generate a PCErr with error-
type 19 (lnvalid Qperation), error-value 5 (Attenpted LSP State
Report if stateful PCE capability was not advertised) (see

Section 8.5) and it SHOULD term nate the PCEP session

LSP del egati on and LSP update operations defined in this document may
only be used if both PCEP Speakers set the LSP-UPDATE- CAPABILITY Fl ag
inthe "Stateful Capability" TLV to 'Updates Allowed (U Flag = 1)'.

If this is not the case and LSP del egation or LSP update operations
are attenpted, then a PCErr with error-type 19 (lnvalid Operation)
and error-value 1 (Attenpted LSP Update Request for a non-del egated
LSP) (see Section 8.5) MIST be generated. Note that, even if one of
the PCEP speakers does not set the LSP-UPDATE-CAPABILITY flag inits
"Stateful Capability" TLV, a PCE can still operate as a passive
stateful PCE by accepting LSP State Reports fromthe PCC in order to
build and naintain an up to date view of the state of the PCC s LSPs.

5.5. 1GP Extensions for Stateful PCE Capabilities Advertisenent

When PCCs are LSRs participating in the 1GP (OCSPF or 1S-1S), and PCEs
are either LSRs or servers also participating in the G2, an
effective nechanismfor PCE discovery within an | GP routing donain
consists of utilizing | GP advertisenents. Extensions for the

adverti senent of PCE Discovery Information are defined for OSPF and
for 1S-1S in [RFC5088] and [ RFC5089] respectively.

The PCE- CAP- FLAGS sub-TLV, defined in [RFC5089], is an optional sub-
TLV used to advertise PCE capabilities. It MAY be present within the
PCED sub-TLV carried by OSPF or IS-1S. [RFC5088] and [ RFC5089]
provi de the description and processing rules for this sub-TLV when
carried within OSPF and IS-1S, respectively.

The format of the PCE- CAP- FLAGS sub-TLV is included bel ow for easy
ref erence

Type: 5
Length: Miltiple of 4.

Val ue: This contains an array of units of 32 bit flags with the nost
significant bit as 0. Each bit represents one PCE capability.

PCE capability bits are defined in [RFC5088]. This document defines
new capability bits for the stateful PCE as foll ows:
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Bi t Capability
11 Active Stateful PCE capability
12 Passive Stateful PCE capability

Note that while active and passive stateful PCE capabilities nmay be
advertised during discovery, PCEP Speakers that wi sh to use stateful
PCEP MUST negotiate stateful PCEP capabilities during PCEP session
setup, as specified in the current docunment. A PCC MAY initiate
stateful PCEP capability negotiation at PCEP session setup even if it
did not receive any | GP PCE capability advertisenents.

5.6. State Synchroni zation

The purpose of State Synchronization is to provide a checkpoint-in-
time state replica of a PCC's LSP state in a PCE. State

Synchroni zation is perforned i Mmediately after the Initialization
phase ([ RFC5440]).

During State Synchroni zation, a PCC first takes a snapshot of the
state of its LSPs state, then sends the snapshot to a PCE in a
sequence of LSP State Reports. Each LSP State Report sent during
State Synchroni zation has the SYNC Flag in the LSP Object set to 1.
The set of LSPs for which state is synchronized with a PCE is
determined by the PCC s |ocal configuration (see nore details in
Section 9.1) and MAY al so be determ ned by stateful PCEP capabilities
defined in other docunents, such as

[I-D.ietf-pce-stateful -sync-optim zations].

The end of synchronization narker is a PCRpt nessage with the SYNC
Flag set to O for an LSP Object with PLSP-1D equal to the reserved
value 0 (see Section 7.3). In this case, the LSP Object SHOULD NOT

i ncl ude the SYMBOLI G- PATH NAME TLV and SHOULD i ncl ude the LSP-

| DENTI FI ERS TLV with the special value of all zeroes. The PCRpt
message MJST include an enpty ERO as its intended path and SHOULD NOT
i nclude the optional RRO object for its actual path. |[If the PCC has
no state to synchronize, it SHOULD only send the end of

synchroni zati on marker.

A PCE SHOULD NOT send PCUpd nessages to a PCC before State

Synchroni zation is conplete. A PCC SHOULD NOT send PCReq nessages to
a PCE before State Synchronization is conplete. This is to allow the
PCE to get the best possible view of the network before it starts
computi ng new pat hs.

Either the PCE or the PCC MAY term nate the session using the PCEP
session term nation procedures during the synchronization phase. |If
the session is termnated, the PCE MIUST clean up state it received
fromthis PCC. The session reestablishment MIUST be re-attenpted per
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the procedures defined in [ RFC5440], including use of a back-off
tiner.

If the PCC encounters a problemwhich prevents it from conpleting the
LSP state synchronization, it MJST send a PCErr nessage with error-
type 20 (LSP State Synchroni zation Error) and error-value 5
(indicating an internal PCC error) to the PCE and terninate the

sessi on.

The PCE does not send positive acknow edgenents for properly received
synchroni zati on nessages. It MJST respond with a PCErr nessage with
error-type 20 (LSP State Synchronization Error) and error-value 1
(indicating an error in processing the PCRpt) (see Section 8.5) if it
encounters a problemwith the LSP State Report it received fromthe
PCC and it MJST term nate the session.

A PCE inplenenting a limt on the resources a single PCC can occupy,
MUST send a PCNtf nessage with Notification Type 4 (Stateful PCE
resource linmt exceeded) and Notification Value 1 (Entering resource
limt exceeded state) in response to the PCRpt nessage triggering
this condition in the synchroni zati on phase and MJST term nate the
sessi on.

The successful State Synchronization sequence is shown in Figure 1.

+- +- + +-+-+
| P | PCE|
+-+- + +-+-+
| I
[----- PCRpt, SYNC=1----- > (Sync start)
| I
[----- PCRpt, SYNC=1----- >|
| : |
{ I
|----- PCRpt, SYNC=1----- >

(End of sync narker
LSP State Report
for PLSP-I|D=0)
(Sync done)

Figure 1: Successful state synchronization
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The sequence where the PCE fails during the State Synchroni zation
phase is shown in Figure 2.

Figure 2: Failed state synchronization (PCE failure)

-+-+ +- +- +
PCC| | PCE|
-+-+ +-+-+
I I
[----- PCRpt, SYNC=1----- >|
I I
[----- PCRpt, SYNC=1----- >|
I I
| |
[----- PCRpt, SYNC=1----- >|
I I
| - PCRpt, SYNC=1 |
| \ , - PCErr |
I \ o I
I \/ I
I I\ I
[ / R > (lgnored)
| <ommeees ' |

The sequence where the PCC fails during the State Synchronization
phase is shown in Figure 3.

Figure 3: Failed state synchronization (PCC failure)

-+-+ +-+-+
P | PCE|
-+-+ +-+- +
I I
[----- PCRpt, SYNC=1----- >|
I I
|----- PCRpt, SYNC=1----- >|
I I
I I
I : I
|-------- PCErr=? ------ >|
I

Optimizations to the synchronization procedures and alternate

mechani sms of providing the synchroni zation function are outside the
scope of this docunent and are di scussed el sewhere (see
[I-D.ietf-pce-stateful-sync-optinizations]).
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5.7. LSP Del egation

If during Capability advertisenment both the PCE and the PCC have

i ndi cated that they support LSP Update, then the PCC nay choose to
grant the PCE a tenporary right to update (a subset of) LSP
attributes on one or nore LSPs. This is called "LSP Del egati on", and
it MAY be perfornmed at any tinme after the Initialization phase

i ncluding during the State Synchronization phase.

A PCE MAY return an LSP delegation at any tinme if it no | onger w shes
to update the LSP's state. A PCC MAY revoke an LSP del egation at any
time. Delegation, Revocation, and Return are done individually for
each LSP.

In the event of a delegation being rejected or returned by a PCE, the
PCC SHOULD react based on local policy. It can, for exanple, either
retry del egating to the same PCE using an exponentially increasing
timer or delegate to an alternate PCE.

5.7.1. Delegating an LSP

A PCC del egates an LSP to a PCE by setting the Delegate flag in LSP
State Report to 1. |If the PCE does not accept the LSP Del egation, it
MUST i mredi ately respond with an enpty LSP Update Request which has
the Delegate flag set to 0. |If the PCE accepts the LSP Del egati on

it MIST set the Delegate flag to 1 when it sends an LSP Update
Request for the delegated LSP (note that this may occur at a later
tinme). The PCE MAY al so i medi ately acknowl edge a del egation by
sendi ng an enpty LSP Update Request which has the Del egate flag set
to 1.

The del egati on sequence is shown in Figure 4.
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5.

7

I

: I
<--(PCUpd, Del egate=1)---| Delegation confirned

I

I

+-+-+ +-+-+
| P | PCE]
+- +- + +- +- +

I I

| ---PCRpt, Del egate=1--->| LSP Del egat ed

I I

| ---PCRpt, Del egate=1--->

I : I

I

I

I

I

I

I

---PCRpt, Del egate=1--->
I

Figure 4: Delegating an LSP

Note that for an LSP to renain delegated to a PCE, the PCC MJST set
the Delegate flag to 1 on each LSP State Report sent to the PCE

2. Revoking a Del egation

5.7.2.1. Explicit Revocation

When a PCC decides that a PCE is no longer pernmitted to nodify an
LSP, it revokes that LSP's delegation to the PCE. A PCC nay revoke
an LSP del egation at any tine during the LSP’s life time. A PCC
revoki ng an LSP del egation MAY i medi ately renove the updated
paraneters provided by the PCE and revert to the operator-defined
paraneters, but to avoid traffic loss, it SHOULD do so in a nake-
bef ore-break fashion. |1f the PCC has received but not yet acted on
PCUpd messages fromthe PCE for the LSP whose del egation is being
revoked, then it SHOULD ignore these PCUpd nessages when processing
the message queue. Al effects of all nmessages for which processing
started before the revocati on took place MIST be allowed to conplete
and the result MJST be given the sane treatnent as any LSP that had
been previously delegated to the PCE (e.g. the state MAY i medi ately
revert to the operator-defined paraneters).

If a PCEP session with the PCE to which the LSP is del egated exists
in the UP state during the revocation, the PCC MIJST notify that PCE
by sending an LSP State Report with the Delegate flag set to 0, as
shown in Figure 5.
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-4+ -4+
P PCE|
+-+

+— +

+— +

-+

---PCRpt, Del egate=1--->

Del egati on confirnmed

-+
I I
| |
| <--(PCUpd, Del egat e=1) - - - |
I : I
I I
I I
I I
I

---PCRpt, DeIegate=0———> PCC revokes del egation
I

Fi gure 5: Revoking a Del egation

After an LSP del egati on has been revoked, a PCE can no | onger update

LSP's paraneters; an attenpt to update paraneters of a non-del egated

LSP will result in the PCC sending a PCErr nessage with error-type 19
(Invalid Operation), error-value 1 (attenpted LSP Update Request for

a non-del egated LSP) (see Section 8.5).

5.7.2.2. Revocation on Redel egation Ti neout

When a PCC s PCEP session with a PCE terni nates unexpectedly, the PCC
MUST wait the tinme interval specified in Redel egation Timeout

Interval before revoking LSP del egations to that PCE and attenpting
to redel egate LSPs to an alternate PCE. |If a PCEP session with the
original PCE can be reestablished before the Redel egation Ti neout
Interval timer expires, LSP delegations to the PCE renmin intact.

Li kewi se, when a PCC s PCEP session with a PCE terni nates
unexpectedly, and the PCC does not succeed in redelegating its LSPs,
the PCC MUST wait for the State Tinmeout Interval before flushing any
LSP state associated with that PCE. Note that the State Ti nmeout
Interval timer may expire before the PCC has redel egated the LSPs to
anot her PCE, for exanple if a PCCis not connected to any active
stateful PCE or if no connected active stateful PCE accepts the

del egation. In this case, the PCC MIST flush any LSP state set by
the PCE upon expiration of the State Tinmeout Interval and revert to
operator-defined default paraneters or behaviors. This operation
SHOULD be done in a make-before-break fashion.

The State Timeout Interval MJST be greater than or equal to the

Redel egation Tineout Interval and MAY be set to infinity (meaning
that until the PCC specifically takes action to change the paraneters
set by the PCE, they will remain intact).
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5.7.3. Returning a Del egation

In order to keep a del egation, a PCE MIST set the Del egate flag to 1
on each LSP Update Request sent to the PCC. A PCE that no |onger

wi shes to update an LSP's paraneters SHOULD return the LSP del egation
back to the PCC by sending an enpty LSP Update Request which has the
Del egate flag set to 0. |If a PCC receives an LSP Update Request with
the Delegate flag set to O (whether the LSP Update Request is enpty
or not), it MJST treat this as a del egation return

I
---PCRpt, Delegate=0---> No del egation for LSP
I

Figure 6: Returning a Del egation

+-+-+ +-+-+
| P | PCE|
+-+-+ +-+-+
I I
| ---PCRpt, Del egate=1--->| LSP del egated
I : I
| |
| <--PCUpd, DeIegate:O----l Del egati on returned
I
I
I

If a PCC cannot del egate an LSP to a PCE (for exanple, if a PCCis
not connected to any active stateful PCE or if no connected active
stateful PCE accepts the del egation), the LSP del egation on the PCC
will tinme out within a configurable Redel egation Tineout Interval and
the PCC MUST flush any LSP state set by a PCE at the expiration of
the State Timeout Interval and revert to operator-defined default
paraneters or behaviors

5.7.4. Redundant Stateful PCEs

In a redundant configuration where one PCE is backing up anot her PCE
t he backup PCE may have only a subset of the LSPs in the network

del egated to it. The backup PCE does not update any LSPs that are
not delegated to it. |In order to allow the backup to operate in a
hot - st andby node and avoid the need for state synchronization in case
the prinmary fails, the backup receives all LSP State Reports froma
PCC. Wen the primary PCE for a given LSP set fails, after expiry of
t he Redel egation Tinmeout Interval, the PCC SHOULD del egate to the
redundant PCE all LSPs that had been previously delegated to the
failed PCE. Assuming that the State Tineout Interval had been
configured to be greater than the Redel egation Tineout Interval (as
MANDATORY), and assuming that the prinmary and redundant PCEs take
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simlar decisions, this delegation change will not cause any changes
to the LSP paraneters.

5.7.5. Redelegation on PCE Failure

On failure, the goal is to: 1) avoid any traffic |oss on the LSPs
that were updated by the PCE that crashed 2) mininize the churn in
the network in terms of ownership of the LSPs, 3) not |eave any

"or phan" (undel egated) LSPs and 4) be able to control when the state
that was set by the PCE can be changed or purged. The val ues chosen
for the Redel egati on Tinmeout and State Tineout val ues affect the
ability to acconplish these goals.

This section sumari zes the behaviour with regards to LSP del egation
and LSP state on a PCE failure.

If the PCE crashes but recovers within the Redel egation Ti meout, both
the del egation state and the LSP state are kept intact.

If the PCE crashes but does not recover within the Redel egation

Ti meout, the delegation state is returned to the PCC. |If the PCC can
redel egate the LSPs to another PCE, and that PCE accepts the
del egations, there will be no change in LSP state. |f the PCC cannot

redel egate the LSPs to another PCE, then upon expiration of the State
Timeout Interval, the state set by the PCE is renoved and the LSP
reverts to operator-defined paraneters, which nay cause a change in
the LSP state. Note that an operator may choose to use an infinite
State Timeout Interval if he wishes to maintain the PCE state
indefinitely. Note also that flushing the state should be

i mpl ement ed usi ng nake- before-break to avoid traffic |oss.

If there is a standby PCE, the Redel egation Timeout nay be set to O
t hrough policy on the PCC, causing the LSPs to be redel egated

i mMmediately to the PCC, which can delegate themimmediately to the
standby PCE. Assuning that the PCC can redel egate the LSP to the
standby PCE within the State Timeout Interval, and assum ng the
standby PCE takes sinilar decisions as the failed PCE, the LSP state
will be kept intact.

5.8. LSP Qperations

5.8.1. Passive Stateful PCE Path Conputation Request/Response
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+-+-+ +-+-+
| POC | PCE]
+- +- + +- +- +
I I
1) Path conputation |----- PCReq nmessage --->
request sent to | | 2) Path conputation
PCE | | request received,
| | pat h conput ed
I I
| <---- PCRep message ----|3) Conputed paths
| (Positive reply) | sent to the PCC
| (Negative reply) |
4) LSP State change | |
event | |
I I
5) LSP State Report |----- PCRpt nmessage --->
sent to all | . |
stat ef ul PCEs [ . |
I : I
6) Repeat for each |----- PCRpt message --->

LSP state change | |
I I

Figure 7: Passive Stateful PCE Path Conputation Request/Response

Once a PCC has successfully established a PCEP session with a passive
stateful PCE and the PCC s LSP state is synchronized with the PCE
(i.e. the PCE knows about all PCC s existing LSPs), if an event is
triggered that requires the conputation of a set of paths, the PCC
sends a path conmputation request to the PCE ([ RFC5440],

Section 4.2.3). The PCReq nessage MAY contain the LSP hject to
identify the LSP for which the path conputation is requested

Upon receiving a path conputation request froma PCC, the PCE
triggers a path conputation and returns either a positive or a
negative reply to the PCC ([ RFC5440], Section 4.2.4).

Upon receiving a positive path conputation reply, the PCC receives a
set of conputed paths and starts to setup the LSPs. For each LSP, it
MAY send an LSP State Report carried on a PCRpt nessage to the PCE
indicating that the LSP's status is "Goi ng-up".

Once an LSP is up or active, the PCC MUST send an LSP State Report
carried on a PCRpt nessage to the PCE, indicating that the LSP' s
status is "Up’ or 'Active' respectively. |If the LSP could not be set
up, the PCC MUST send an LSP State Report indicating that the LSP is
"Down’ and stating the cause of the failure. Note that due to tinming
constraints, the LSP status may change from’ Goi ng-up’ to 'Up’ (or
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"Down’ ) before the PCC has had a chance to send an LSP State Report
indicating that the status is 'Going-up’. In such cases, the PCC MAY
choose to only send the PCRpt indicating the |atest status (' Active’,
"Up’ or 'Down’).

Upon receiving a negative reply froma PCE, a PCC MAY resend a
nmodi fi ed request or take any other appropriate action. For each
requested LSP, it SHOULD al so send an LSP State Report carried on a
PCRpt message to the PCE, indicating that the LSP s status is ' Down’ .

There is no direct correl ation between PCRep and PCRpt nessages. For
a given LSP, multiple LSP State Reports will follow a single PCRep
nmessage, as a PCC notifies a PCE of the LSP' s state changes.

A PCC MUST send each LSP State Report to each stateful PCE that is
connected to the PCC.

Note that a single PCRpt nessage MAY contain nultiple LSP State
Reports.

The passive stateful nodel for stateful PCEs is described in
[ RFC4655], Section 6. 8.

5.8.2. Switching from Passive Stateful to Active Stateful

This section deals with the scenario of an LSP transitioning froma
passive stateful to an active stateful node of operation. Wen the
LSP has no working path, prior to delegating the LSP, the PCC MJST
first use the procedure defined in Section 5.8.1 to request the
initial path fromthe PCE. This is required because the action of
del egating the LSP to a PCE using a PCRpt message is not an explicit
request to the PCE to conpute a path for the LSP. The only explicit
way for a PCCto request a path fromPCE is to send a PCReq nessage.
The PCRpt nmessage MUST NOT be used by the PCC to attenpt to request a
path fromthe PCE

When the LSP is delegated after its setup, it may be useful for the
PCC to comunicate to the PCE the locally configured intended
configuration parameters, so that the PCE may reuse themin its
conputations. Such paraneters MAY be acquired through an out of band
channel, or MAY be communicated in the PCRpt nessage del egating the
LSPs, by including themas part of the intented-attribute-list as
expl ained in Section 6.1. An inplenentation MAY all ow policies on
the PCC to determ ne the configuration paraneters to be sent to the
PCE.
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5.8.3. Active Stateful PCE LSP Update

sent (->Up| Down) |

I
Figure 8: Active Stateful PCE

+- +- + +- +- +
| P | PCE|
+-+-+ +-+-+
I I
1) LSP State | -- PCRpt, Delegate=1 -->|
Synchroni zation | . |
I | 2) PCE decides to
I |  update the LSP
I |
| <---- PCUpd nessage ----|3) PCUpd nmessage sent
| | to PCC
| |
4) LSP State Report |---- PCRpt nessage ---->|
sent (- >Goi ng-up) | . |
| |
5) LSP State Report |---- PCRpt rréssage ----3
I
I

Once a PCC has successfully established a PCEP session with an active
stateful PCE, the PCC s LSP state is synchronized with the PCE (i.e.
the PCE knows about all PCC s existing LSPs). After LSPs have been
del egated to the PCE, the PCE can nodify LSP paraneters of del egated
LSPs.

To update an LSP, a PCE MJST send the PCC an LSP Update Request using
a PCUpd nessage. The LSP Update Request contains a variety of

obj ects that specify the set of constraints and attributes for the
LSP's path. Each LSP Update Request MJST have a unique identifier,
the SRP-I1D nunber, carried in the SRP (Stateful PCE Request

Par anmet ers) (Obj ect described in Section 7.2. The SRP-I1D nunber is
used to correlate errors and state reports to LSP Update Requests. A
singl e PCUpd nessage MAY contain nmultiple LSP Update Requests.

Upon receiving a PCUpd nessage the PCC starts to setup LSPs specified
in LSP Update Requests carried in the message. For each LSP, it MAY
send an LSP State Report carried on a PCRpt nmessage to the PCE,
indicating that the LSP's status is 'Going-up’. |If the PCC decides
that the LSP parameters proposed in the PCUpd nessage are
unacceptable, it MJST report this error by including the LSP-ERROR-
CODE TLV (Section 7.3.3) with LSP error-val ue="Unaccept abl e
paraneters" in the LSP object in the PCRpt nessage to the PCE. Based
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on local policy, it MAY react further to this error by revoking the
del egation. |If the PCC receives a PCUpd nessage for an LSP object
identified with a PLSP-1D that does not exist on the PCC, it MJST
generate a PCErr with error-type 19 (Invalid Operation), error-val ue
3, (Attenpted LSP Update Request for an LSP identified by an unknown
PSP-1D) (see Section 8.5).

Once an LSP is up, the PCC MIST send an LSP State Report (PCRpt
message) to the PCE, indicating that the LSPs status is "Up'. |If
the LSP could not be set up, the PCC MUST send an LSP State Report
indicating that the LSP is 'Down’ and stating the cause of the
failure. A PCC MAY conpress LSP State Reports to only reflect the
nmost up to date state, as discussed in the previous section

A PCC MUST send each LSP State Report to each stateful PCE that is
connected to the PCC

PCErr and PCRpt nessages triggered as a result of a PCUpd nessage
MUST i ncl ude the SRP-1D-nunber fromthe PCUpd. This provides
correlation of requests and errors and acknow edgenent of state
processing. The PCC MAY conpress state when processing PCUpd. In
this case, receipt of a higher SRP-1D-nunber inplicitly acknow edges
processing all the updates with | ower SRP-1D- nunber for the specific
LSP (as per Section 7.2).

A PCC MUST NOT send to any PCE a Path Conputation Request for a
del egated LSP. Should the PCC decide it wants to issue a Path
Conput ati on Request on a delegated LSP, it MJST perform Del egation
Revocation procedure first.

5.9. LSP Protection
LSP protection and interaction with stateful PCE, as well a
ext ensi ons necessary to inplenent this functionality will be
di scussed in a separate docunent.

5.10. PCEP Sessions
A permanent PCEP session MJST be established between a stateful PCE
and the PCC. In the case of session failure, session reestablishnent
MUST be re-attenpted per the procedures defined in [ RFC5440].

6. PCEP Messages
As defined in [ RFC5440], a PCEP nessage consists of a common header
followed by a variable-length body nade of a set of objects. For

each PCEP nessage type, a set of rules is defined that specify the
set of objects that the nessage can carry.
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6.1. The PCRpt Message

A Path Conputation LSP State Report nessage (also referred to as
PCRpt nmessage) is a PCEP nessage sent by a PCCto a PCE to report the
current state of an LSP. A PCRpt nessage can carry nore than one LSP
State Reports. A PCC can send an LSP State Report either in response
to an LSP Update Request froma PCE, or asynchronously when the state
of an LSP changes. The Message-Type field of the PCEP comron header
for the PCRpt nmessage is 10.

The format of the PCRpt nessage is as follows:

<PCRpt Message> ::= <Common Header >
<state-report-list>
Wher e:
<state-report-list> ::= <state-report>[<state-report-1list>]
<state-report> ::= [ <SRP>]
<LSP>
<pat h>
Wher e:
<pat h>: : = <i nt ended- pat h>

[<actual -attribute-Iist><actual - pat h>]
<intended-attribute-list>

<actual -attribute-Iist>::=[ <BANDW DTH>]
[<netric-list>]

Wher e:
<i ntended-path> is represented by the ERO object defined in
section 7.9 of [RFC5440].
<actual -attribute-list> consists of the actual conputed and
si gnal ed val ues of the <BANDW DTH> and <netric-1lists> objects
defined in [ RFC5440].
<actual -path> is represented by the RRO object defined in
section 7.10 of [RFC5440].
<intended-attribute-list>is the attribute-list defined in
section 6.5 of [RFC5440] and extended by PCEP extensions.

The SRP object (see Section 7.2) is OPTIONAL. |If the PCRpt nessage
is not in response to a PCupd nessage, the SRP object MAY be onitted.
When t he PCC does not include the SRP object, the PCE MIST treat this
as an SRP object with an SRP-1D nunber equal to the reserved val ue
0x00000000. The reserved val ue 0x00000000 indicates that the state
reported is not as a result of processing a PCUpd nessage.
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If the PCRpt nessage is in response to a PCUpd nessage, the SRP

obj ect MJST be included and the val ue of the SRP-1D-nunber in the SRP
Ohj ect MIUST be the sane as that sent in the PCUpd nessage that
triggered the state that is reported. |If the PCC conpressed severa
PCUpd nmessages for the same LSP by only processing the one with the
hi ghest nunmber, then it should use the SRP-ID nunber of that request.
No state conpression is allowed for state reporting, e.g. PCRpt
messages MUST NOT be pruned fromthe PCC s egress queue even if
subsequent operations on the same LSP have been conpl eted before the
PCRpt nmessage has been sent to the TCP stack. The PCC MJST
explicitly report state changes (including renoval) for paths it
nanages.

The LSP object (see Section 7.3) is REQU RED, and it MJST be i ncl uded
in each LSP State Report on the PCRpt nessage. |If the LSP object is
m ssing, the receiving PCE MUST send a PCErr nessage with Error-
type=6 (Mandatory Object missing) and Error-value 8 (LSP object

ni ssi ng) .

If the LSP transitioned to non-operational state, the PCC SHOULD
i nclude the LSP-ERROR-TLV (Section 7.3.3) with the relevant LSP Error
Code to report the error to the PCE

The intended path, represented by the ERO object, is REQU RED. If
the ERO object is missing, the receiving PCE MUST send a PCErr
message with Error-type=6 (Mandatory Object nissing) and Error-val ue
9 (ERO object mssing). The ERO may be enpty if the PCE does not
have a path for a del egated LSP

The actual path, represented by the RRO object, SHOULD be included in
PCRpt by the PCC when the path is up or active, but MAY be onmtted if
the path is down due to a signaling error or another failure.

The intended-attribute-list maps to the attribute-list in Section 6.5
of [RFC5440] and is used to convey the requested paraneters of the
LSP path. This is needed in order to support the switch from passive
to active stateful PCE as described in Section 5.8.2. Wen included
as part of the intended-attribute-list, the meaning of the BANDW DTH
object is the requested bandwi dth as intended by the operator. In
this case, the BANDW DTH (hj ect-Type of 1 SHOULD be used. Simlarly,
toindicate a limting constraint, the METRI C object SHOULD be
included as part of the intended-attribute-list with the B flag set
and with a specific nmetric value. To indicate the optimnization
metric, the METRI C object SHOULD be included as part of the intended-
attribute-list with the B flag unset and the netric value set to
zero. Note that the intended-attribute-list is optional and thus may
be onmitted. |In this case, the PCE MAY use the values in the actual -
attribute-list as the requested paranmeters for the path.
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The actual -attribute-list consists of the actual conputed and

si gnal ed val ues of the BANDW DTH and METRI C objects defined in

[ RFC5440]. When included as part of the actual-attribute-list,

bj ect-Type 2 ([ RFC5440]) SHOULD be used for the BANDW DTH obj ect and
the C flag SHOULD be set in the METRIC object ([RFC5440]).

Note that the ordering of intended-path, actual-attribute-Iist,
actual -path and intended-attribute-list is chosen to retain
compatibility with inplenmentations of an earlier version of this
st andar d.

A PCE nay choose to inplement a |limt on the resources a single PCC
can occupy. |If a PCRpt is received that causes the PCE to exceed
this limt, the PCE MIST notify the PCC using a PCNtf nmessage with
Notification Type 4 (Stateful PCE resource linmt exceeded) and
Notification Value 1 (Entering resource limt exceeded state) and
MUST term nate the session.

6.2. The PCUpd Message

A Path Conputation LSP Update Request message (also referred to as
PCUpd message) is a PCEP nessage sent by a PCE to a PCC to update
attributes of an LSP. A PCUpd nessage can carry nore than one LSP
Updat e Request. The Message- Type field of the PCEP comobn header for
the PCUpd nmessage is 11.

The format of a PCUpd nmessage is as foll ows:

<PCUpd Message> ::= <Common Header >
<updat e-request-1list>
Wher e:
<updat e-request-1list> ::= <updat e-request >[ <updat e-request - | i st >]
<updat e-request > ::= <SRP>
<LSP>
<pat h>
\Wher e:
<pat h>:: = <i nt ended- pat h><i nt ended-attribute-1list>
Wher e:

<intended-path> is represented by the ERO object defined in

section 7.9 of [RFC5440].

<intended-attribute-list>is the attribute-list defined in [ RFC5440]
and extended by PCEP extensions.

There are three nmandatory objects that MJST be included w thin each
LSP Updat e Request in the PCUpd nessage: the SRP (bject (see
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Section 7.2), the LSP object (see Section 7.3) and the ERO object (as
defined in [ RFC5440], which represents the intended path. |If the SRP
object is mssing, the receiving PCC MIST send a PCErr nessage with
Error-type=6 (Mandatory Object m ssing) and Error-val ue=10 ( SRP
object missing). |If the LSP object is nissing, the receiving PCC
MUST send a PCErr nessage with Error-type=6 (Mandatory Object

m ssing) and Error-value=8 (LSP object nmissing). |f the ERO object
is missing, the receiving PCC MIST send a PCErr nessage with Error-
type=6 (Mandatory Cbject m ssing) and Error-val ue=9 (ERO object

m ssi ng) .

The ERO in the PCUpd nmay be enpty if the PCE cannot find a valid path
for a delegated LSP. One typical situation resulting in this enpty
ERO carried in the PCUpd nessage is that a PCE can no longer find a
strict SRLG disjoint path for a delegated LSP after a link failure.
The PCC SHOULD inplenent a local policy to decide the appropriate
action to be taken: either tear down the LSP, or revoke the

del egation and use a locally conputed path, or keep the existing LSP

A PCC only acts on an LSP Update Request if permitted by the loca
policy configured by the network nanager. Each LSP Update Request
that the PCC acts on results in an LSP setup operation. An LSP
Updat e Request MUST contain all LSP paraneters that a PCE wi shes to
be set for the LSP. A PCC MAY set missing paraneters fromlocally
configured defaults. |If the LSP specified in the Update Request is
already up, it will be re-signaled

The PCC SHOULD mininize the traffic interruption, and MAY use the
make- bef or e- br eak procedures described in [RFC3209] in order to
achieve this goal. |f the make-before-break procedures are used, two
paths will briefly co-exist. The PCC MIST send separate PCRpt
messages for each, identified by the LSP-1DENTIFI ERS TLV. \Wen the
old path is torn down after the head end switches over the traffic,
this event MUST be reported by sending a PCRpt nessage with the LSP-
| DENTI FI ERS- TLV of the old path and the R bit set. The SRP-ID nunber
that the PCC associates with this PCRpt MJST be 0x00000000. Thus, a
make- bef ore-break operation will typically result in at least two
PCRpt messages, one for the new path and one for the renoval of the
old path (nmore nmessages may be possible if internediate states are
reported).

If the path setup fails due to an RSVP signaling error, the error is
reported to the PCE. The PCC will not attenpt to resignal the path
until it is pronpted again by the PCE with a subsequent PCUpd
nessage.

A PCC MUST respond with an LSP State Report to each LSP Update
Request it processed to indicate the resulting state of the LSP in
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the network (even if this processing did not result in changing the
state of the LSP). The SRP-I1D-nunber included in the PCRpt MJST
match that in the PCUpd. A PCC MAY respond with nmultiple LSP State
Reports to report LSP setup progress of a single LSP. 1In that case
the SRP-ID-nunber MJST be included for the first nessage, for
subsequent nessages the reserved val ue 0x00000000 SHOULD be used.

Note that a PCC MJST process all LSP Update Requests - for exanple,
an LSP Update Request is sent when a PCE returns del egation or puts
an LSP into non-operational state. The protocol relies on TCP for

message-| evel flow control

If the rate of PCUpd nessages sent to a PCC for the sane target LSP
exceeds the rate at which the PCC can signal LSPs into the network,
the PCC MAY perform state conpression on its ingress queue. The
conpression algorithmis based on the fact that each PCUpd request
contains the conplete LSP state the PCE wi shes to be set and works as
foll ows: when the PCC starts processing a PCUpd nessage at the head
of its ingress queue, it may search the queue forward for nore recent
PCUpd messages pertaining that particular LSP, prune all but the

| atest one fromthe queue and process only the | ast one as that
request contains the nost up-to-date desired state for the LSP. The
PCC MUST NOT send PCRpt nor PCErr nessages for requests which were
pruned fromthe queue in this way. This conpression step nmay be
performed only while the LSP is not being signaled, e.g. if two PCUpd
arrive for the sane LSP in quick succession and the PCC started the
signaling of the changes relevant to the first PCUpd, then it MJST
wait until the signaling finishes (and report the new state via a
PCRpt) before attenpting to apply the changes indicated in the second
PCUpd.

Note also that it is up to the PCE to handl e inter-LSP dependenci es;
for exanple, if ordering of LSP set-ups is required, the PCE has to
wait for an LSP State Report for a previous LSP before starting the
update of the next LSP

If the PCUpd cannot be satisfied (for exanple due to unsupported
object or TLV), the PCC MIST respond with a PCErr nessage indicating
the failure (see Section 7.3.3).

6.3. The PCErr Message

If the stateful PCE capability has been advertised on the PCEP
session, the PCErr nessage MAY include the SRP object. |If the error
reported is the result of an LSP update request, then the SRP-ID
nunber MUST be the one fromthe PCUpd that triggered the error. |If
the error is unsolicited, the SRP object MAY be onitted. This is
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equi val ent to including an SRP object with SRP-I1D nunber equal to the
reserved val ue 0x00000000.

The format of a PCErr message from [ RFC5440] is extended as foll ows:

<PCErr Message> ::= <Common Header >
( <error-obj-list> [<Open>] ) | <error>
[<error-list>]

<error-obj-1list>::=<PCEP- ERROR>[ <error-obj-1list>]

<error>::=[<request-id-list> ]| <stateful-request-id-Iist>]
<error-obj-list>

<request-id-list>:=<RP>[<request-id-list>]
<stateful -request-id-list>::=<SRP>[<stateful-request-id-Ilist>]

<error-list>:=<error>[<error-list>]

6.4. The PCReq Message

A PCC MAY include the LSP object in the PCReq nessage (see
Section 7.3) if the stateful PCE capability has been negotiated on a
PCEP sessi on between the PCC and a PCE

The definition of the PCReq nessage from [ RFC5440] is extended to
optionally include the LSP object after the END PO NTS object. The
encodi ng from[ RFC5440] will becone:

<PCReq Message>::= <Comon Header >
[ <svec-list>]
<request-list>
Wher e:

<svec-|ist>::=<SVEC>[ <svec-|i st >]
<request-list>::=<request>[<request-Ilist>]

<request >:.: = <RP>
<END- PO NTS>
[ <LSP>]
[ <LSPA>]
[ <BANDW DTH>]
[<metric-1list>]
[ <RRC>[ <BANDW DTH>] ]
[ <I RO>]
[ <LOAD- BALANCI NG>]
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6.5. The PCRep Message

A PCE MAY include the LSP object in the PCRep nessage (see

(Section 7.3) if the stateful PCE capability has been negotiated on a
PCEP sessi on between the PCC and the PCE and the LSP object was

i ncluded in the correspondi ng PCReq nessage fromthe PCC

The definition of the PCRep nessage from [ RFC5440] is extended to
optionally include the LSP object after the RP object. The encoding
from[RFC5440] will becone:

<PCRep Message> ::= <Common Header >
<response-|ist>

Wher e:
<response-|ist>::=<response>[ <response-|ist>]

<response>:: =<RP>
[ <LSP>]
[ <NO- PATH>]
[<attribute-list>]
[ <path-1list>]

7. (Object Formats
The PCEP objects defined in this docunent are conpliant with the PCEP
object format defined in [ RFC5440]. The P flag and the | flag of the
PCEP obj ects defined in the current docunent MJST be set to 0 on
transm ssi on and SHOULD be ignored on receipt since the P and | flags
are exclusively related to path conputation requests.

7.1. OPEN nject

Thi s docunent defines one new optional TLV for use in the OPEN
bj ect .

7.1.1. Stateful PCE Capability TLV
The STATEFUL- PCE- CAPABI LI TY TLV is an optional TLV for use in the

OPEN hj ect for stateful PCE capability advertisement. |Its format is
shown in the followi ng figure
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0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type=16 [ Lengt h=4 [
B e i i e o e e S T S e e s i i TR S
| FI ags | Y
B e o i T o S e i T e e e S i s ot o S R TR S

Fi gure 9: STATEFUL- PCE- CAPABI LI TY TLV f or mat

The type (16 bits) of the TLV is 16. The length field is 16 bit-1long
and has a fixed val ue of 4.

The val ue conprises a single field - Flags (32 bits):

U (LSP- UPDATE- CAPABILITY - 1 bit): if set to 1 by a PCC, the U Fl ag
i ndi cates that the PCC allows nodification of LSP paraneters; if
set to 1 by a PCE, the U Flag indicates that the PCE is capabl e of
updati ng LSP paraneters. The LSP-UPDATE- CAPABI LI TY Fl ag nust be
advertised by both a PCC and a PCE for PCUpd nessages to be
al | oned on a PCEP sessi on.

Unassi gned bits are considered reserved. They MJST be set to 0 on
transm ssion and MJST be ignored on receipt.

A PCEP speaker operating in passive stateful PCE node advertises the
stateful PCE capability with the Uflag set to 0. A PCEP speaker
operating in active stateful PCE node advertises the stateful PCE
capability with the U Flag set to 1.

Advertisenment of the stateful PCE capability inplies support of LSPs
that are signaled via RSVP, as well as the objects, TLVs and
procedures defined in this docunent.

7.2. SRP bject
The SRP (Stateful PCE Request Paraneters) object MJST be carried
wi t hin PCUpd nmessages and MAY be carried within PCRpt and PCErr
messages. The SRP object is used to correl ate between update
requests sent by the PCE and the error reports and state reports sent
by the PCC.
SRP (bject-Class is 33.
SRP (bj ect-Type is 1.

The format of the SRP object body is shown in Figure 10:
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0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Fl ags |
B e i i e o e e S T S e e s i i TR S
| SRP- | D- nunber [
B e o i T o S e i T e e e S i s ot o S R TR S
I I
/1 Optional TLVs /1

R o T S T S T e T i T S S S S S S S e

Figure 10: The SRP nhject format

The SRP object body has a variable I ength and nay contain additional
TLVs.

Flags (32 bits): None defined yet.

SRP- | D- nunber (32 bits): The SRP-ID-nunber value in the scope of the
current PCEP session uniquely identify the operation that the PCE has
requested the PCC to performon a given LSP. The SRP-ID nunber is
increnmented each tinme a new request is sent to the PCC, and may w ap
ar ound.

The val ues 0x00000000 and OxFFFFFFFF are reserved.

Optional TLVs MAY be included within the SRP object body. The
specification of such TLVs is outside the scope of this docunent.

Every request to update an LSP receives a new SRP-1D-nunber. This
nunber is unique per PCEP session and is increnented each tine an
operation is requested fromthe PCE. Thus, for a given LSP there may
be nore than one SRP-1D nunber unacknow edged at a given tine. The
val ue of the SRP-ID nunber is echoed back by the PCC in PCErr and
PCRpt messages to allow for correl ati on between requests nade by the
PCE and errors or state reports generated by the PCC. If the error
or report were not as a result of a PCE operation (for exanple in the
case of a link down event), the reserved val ue of 0x00000000 is used
for the SRP-1D-nunber. The absence of the SRP object is equival ent
to an SRP object with the reserved val ue of 0x00000000. An SRP-ID
nunber is considered unacknow edged and cannot be reused until a
PCErr or PCRpt arrives with an SRP-1D-nunber equal or higher for the
same LSP. In case of SRP-1D- nunmber wrapping the | ast SRP-ID nunber
before the wappi ng MIST be explicitly acknow edged, to avoid a
situation where SRP-1D-nunbers renmain unacknow edged after the wap.
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This means that the PCC nay need to issue two PCUpd nessages on
detecting a wrap.

7.3. LSP hject

The LSP object MJUST be present within PCRpt and PCUpd nessages. The
LSP object MAY be carried within PCReq and PCRep messages if the
stateful PCE capability has been negotiated on the session. The LSP
object contains a set of fields used to specify the target LSP, the
operation to be perforned on the LSP, and LSP Del egation. 1t also
contains a flag indicating to a PCE that the LSP state

synchroni zation is in progress. This docunent focuses on LSPs that
are signaled with RSVP, nmany of the TLVs used with the LSP object
mrror RSVP state.

LSP hject-Class is 32.
LSP bj ect-Type is 1.
The format of the LSP object body is shown in Figure 11:
0 1 2 3

01234567890123456789012345678901
T I T S S T i T S S M T s

| PLSP-1D | Flag | O |A R S| D
S A A A S i S S SR S S S S e S
/1 TLVs /1

B e i i e o e e S T S e e s i i TR S
Figure 11: The LSP (bject format

PLSP-1D (20 bits): A PCEP-specific identifier for the LSP. A PCC
creates a unique PLSP-ID for each LSP that is constant for the
lifetime of a PCEP session. The PCC will advertise the same PLSP-ID
on all PCEP sessions it maintains at a given tinmes. The mappi ng of
the Synmbolic Path Name to PLSP-1D is comunicated to the PCE by
sendi ng a PCRpt message containing the SYMBOLI C- PATH NAME TLV. Al
subsequent PCEP nessages then address the LSP by the PLSP-ID. The
val ues of 0 and OxFFFFF are reserved. Note that the PLSP-IDis a
value that is constant for the lifetine of the PCEP session, during
which time for an RSVP-signaled LSP there night be a different RSVP
identifiers (LSP-id, tunnel-id) allocated to it.

Flags (12 bits), starting fromthe |least significant bit:

D (Delegate - 1 bit): On a PCRpt nessage, the D Flag set to 1
i ndicates that the PCC is delegating the LSP to the PCEE On a
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PCUpd message, the D flag set to 1 indicates that the PCE is
confirmng the LSP Del egation. To keep an LSP del egated to the
PCE, the PCC nust set the Dflag to 1 on each PCRpt nessage for
the duration of the delegation - the first PCRpt with the D flag
set to O revokes the del egation. To keep the del egation, the PCE
must set the Dflag to 1 on each PCUpd nmessage for the duration of
the delegation - the first PCUpd with the D flag set to O returns
t he del egati on.

S (SYNC - 1 bit): The S Flag MJST be set to 1 on each PCRpt sent
froma PCC during State Synchronization. The S Flag MJST be set
to O in other nessages sent fromthe PCC. Wen sending a PCUpd
message, the PCE MUST set the S Flag to O.

R(Renmove - 1 bit): On PCRpt nessages the R Flag indicates that the
LSP has been renoved fromthe PCC and the PCE SHOULD renove all
state fromits database. Upon receiving an LSP State Report with
the R Flag set to 1 for an RSVP-signal ed LSP, the PCE SHOULD
remove all state for the path identified by the LSP-1DENTIFI ERS
TLV fromits database. Wen the all-zeros LSP-1DENTIFIERS TLV is
used, the PCE SHOULD renove all state for the PLSP-ID fromits
dat abase. When sending a PCUpd nessage, the PCE MJUST set the R
Flag to O.

A(Adm nistrative - 1 bit): On PCRpt nessages, the A Flag indicates
the PCC s target operational status for this LSP. On PCUpd
messages, the A Flag indicates the LSP status that the PCE desires
for this LSP. 1In both cases, a value of '1' neans that the
desired operational state is active, and a value of '0' neans that
the desired operational state is inactive. A PCCignores the A
flag on a PCUpd nessage unless the operator’s policy allows the
PCE to control the corresponding LSP's adm nistrative state.

O(Qperational - 3 bits): On PCRpt nessages, the O Field represents
the operational status of the LSP.

The foll owi ng val ues are defi ned:
0 - DOAN:  not acti ve.

1 - UP:. signalled.

N
]

ACTIVE: up and carrying traffic.

3 - GONGDOM: LSP is being torn down, resources are being
rel eased.

4 - GONGUP: LSP is being signalled.
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5-7 - Reserved: these values are reserved for future use.

Unassi gned bits are considered reserved. They MJST be set to 0 on
transm ssion and MJST be ignored on receipt. Wen sending a PCUpd
message, the PCE MJUST set the OField to O.

TLVs that may be included in the LSP Object are described in the
followi ng sections. Oher optional TLVs, that are not defined in
this docunment, MAY al so be included within the LSP Ohject body.

7.3.1. LSP-1DENTIFI ERS TLVs

The LSP-1DENTI FI ERS TLV MJST be included in the LSP object in PCRpt
messages for RSVP-signaled LSPs. |If the TLV is missing, the PCE will
generate an error with error-type 6 (mandatory object nissing) and
error-value 11 (LSP-1DENTIFI ERS TLV m ssing) and cl ose the session
The LSP-1DENTIFI ERS TLV MAY be included in the LSP object in PCUpd
messages for RSVP-signaled LSPs. The special value of all zeros for
this TLV is used to refer to all paths pertaining to a particul ar
PLSP-ID. There are two LSP-I1DENTIFI ERS TLVs, one for |Pv4 and one
for 1Pv6.

It is the responsibility of the PCC to send to the PCE the
identifiers for each RSVP incarnation of the tunnel. For exanple, in
a nmake-before-break scenario, the PCC MIST send a separate PCRpt for
the old and for the reoptimzed paths, and explicitly report renova
of any of these paths using the R bit in the LSP object.

The format of the | PV4-LSP-1DENTIFIERS TLV is shown in the foll ow ng
figure:

0 1 2 3
01234567890123456789012345678901
B o T T e e e i S L e s ol ST S S S S S S S S
| Type=18 | Lengt h=16 |
B o i T e e S e S i T S R S e S e e sl S B T S
| | Pv4 Tunnel Sender Address [
B T o S e i ik S S I i i S Tl i e e
| LSP ID | Tunnel ID |
B o T T e e e i S L e s ol ST S S S S S S S S
| Ext ended Tunnel 1D |
B o i T e e S e S i T S R S e S e e sl S B T S
[ | Pv4 Tunnel Endpoint Address [
B T o S e i ik S S I i i S Tl i e e

Figure 12: | PV4-LSP-1DENTI FI ERS TLV for mat
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The type (16 bits) of the TLV is 18. The length field is 16 bit-1ong
and has a fixed value of 16. The value contains the follow ng
fields:

| Pv4 Tunnel Sender Address: contains the sender node' s | Pv4 address,
as defined in [ RFC3209], Section 4.6.2.1 for the LSP_TUNNEL_I Pv4
Sender Tenpl ate hject.

LSP ID: contains the 16-bit 'LSP ID identifier defined in
[ RFC3209], Section 4.6.2.1 for the LSP_TUNNEL | Pv4 Sender Tenpl ate
bject. A value of 0 MIST be used if the LSP is not yet signaled.

Tunnel 1D contains the 16-bit 'Tunnel ID identifier defined in
[ RFC3209], Section 4.6.1.1 for the LSP_TUNNEL_I Pv4 Session (bject.

Ext ended Tunnel I1D: contains the 32-bit 'Extended Tunnel 1D
identifier defined in [ RFC3209], Section 4.6.1.1 for the
LSP_TUNNEL | Pv4 Sessi on bject.

| Pv4 Tunnel Endpoint Address: contains the egress node’'s |Pv4
address, as defined in [RFC3209], Section 4.6.1.1 for the
LSP_TUNNEL | Pv4 Sender Tenpl ate nbject.

The format of the |PV6-LSP-1DENTIFIERS TLV is shown in the follow ng
figure:
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0 1 2 3
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B e i i S e S i e S T S R S e o o T S s

| Pv6 tunnel sender address
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| | Pv6 tunnel endpoint address
+ (16 octets)
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+

I

+-

T T S S i S i T S S i SN S
Fi gure 13: |1 PV6-LSP-1DENTIFI ERS TLV for mat

The type (16 bits) of the TLV is 19. The length field is 16 bit-1long
and has a fixed value of 52. The value contains the follow ng
fields:

| Pv6 Tunnel Sender Address: contains the sender node' s | Pv6 address,
as defined in [ RFC3209], Section 4.6.2.2 for the LSP_TUNNEL | Pv6
Sender Tenpl ate bject.

LSP ID: contains the 16-bit 'LSP ID identifier defined in
[ RFC3209], Section 4.6.2.2 for the LSP_TUNNEL | Pv6 Sender Tenpl ate
hject. A value of 0 MIST be used if the LSP is not yet signaled.

Tunnel 1D contains the 16-bit 'Tunnel ID identifier defined in
[ RFC3209], Section 4.6.1.2 for the LSP_TUNNEL | Pv6 Session Object.
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Ext ended Tunnel ID: contains the 128-bit ' Extended Tunnel |ID
identifier defined in [ RFC3209], Section 4.6.1.2 for the
LSP_TUNNEL_I Pv6 Sessi on bj ect.

| Pv6 Tunnel Endpoint Address: contains the egress node's |Pv6
address, as defined in [RFC3209], Section 4.6.1.2 for the
LSP_TUNNEL_| Pv6 Sessi on bject.

The Tunnel |ID remains constant over the life time of a tunnel
7.3.2. Synbolic Path Nane TLV

Each LSP MJUST have a synbolic path name that is unique in the PCC
The synbolic path name is a human-readable string that identifies an
LSP in the network. The synbolic path nane MJST remai n constant
throughout an LSP's lifetine, which may span across multiple
consecutive PCEP sessions and/or PCC restarts. The synbolic path
nane MAY be specified by an operator in a PCC s configuration. |f
the operator does not specify a unique synbolic nane for an LSP, then
the PCC MUST aut o- generate one.

The PCE uses the synbolic path nane as a stable identifier for the
LSP. If the PCEP session restarts, or the PCC restarts, or the PCC
re-del egates the LSP to a different PCE, the synbolic path nanme for
the LSP remai ns constant and can be used to correlate across the PCEP
sessi on i nstances.

The other protocol identifiers for the LSP cannot reliably be used to
identify the LSP across nultiple PCEP sessions, for the follow ng
reasons.

0 The PLSP-1D is unique only within the scope of a single PCEP
sessi on.

0 The LSP-IDENTIFIERS TLV is only guaranteed to be present for LSPs
that are signalled with RSVP-TE, and nay change during the
lifetime of the LSP.

The SYMBOLI C- PATH- NAME TLV MUST be included in the LSP object in the
LSP State Report (PCRpt) nessage when during a given PCEP session an
LSP is first reported to a PCEE A PCC sends to a PCE the first LSP
State Report either during State Synchronization, or when a new LSP
is configured at the PCC

The initial PCRpt creates a binding between the synbolic path name

and the PLSP-1D for the LSP which lasts for the duration of the PCEP
session. The PCC MAY onit the synbolic path nanme from subsequent LSP
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State Reports for that LSP on that PCEP session, and just use the
PLSP- 1 D.

The format of the SYMBOLI C- PATH NAME TLV is shown in the foll ow ng
figure:

0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type=17 [ Length (vari abl e) [
B e i i e o e e S T S e e s i i TR S
I I
/1 Synbol i c Path Name /1
I I

B i S S T s i S T st i S S S S S S S S i
Fi gure 14: SYMBOLI G- PATH- NAME TLV f or mat
Type (16 bits): The type is 17.

Length (16 bits): indicates the total length of the TLV in octets and
MUST be greater than 0. The TLV MJST be zero-padded so that the TLV
is 4-octet aligned.

Synbolic Path Name (variable): synbolic name for the LSP, unique in
the PCC. It SHOULD be a string of printable ASCI| characters,
wi t hout a NULL term nator.

7.3.3. LSP Error Code TLV

The LSP Error code TLV is an optional TLV for use in the LSP object
to convey error information. Wen an LSP Update Request fails, an
LSP State Report MJST be sent to report the current state of the LSP,
and SHOULD contain the LSP-ERROR-CODE TLV indicating the reason for
the failure. Simlarly, when a PCRpt is sent as a result of an LSP
transitioning to non-operational state, the LSP-ERROR-CODE TLV SHOULD
be included to indicate the reason for the transition.

The format of the LSP-ERROR-CODE TLV is shown in the foll ow ng
figure:
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0 1 2 3

01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type=20 [ Lengt h=4 [
B e i i e o e e S T S e e s i i TR S
| LSP Error Code |
B e o i T o S e i T e e e S i s ot o S R TR S

Fi gure 15: LSP- ERROR- CODE TLV f or mat
The type (16 bits) of the TLV is 20. The length field is 16 bit-1long
and has a fixed value of 4. The value contains an error code that
i ndi cates the cause of the failure.

The following LSP Error Codes are currently defined:

Val ue Meani ng
1 Unknown reason
2 Limt reached for PCE-controlled LSPs
3 Too many pendi ng LSP update requests
4 Unaccept abl e paraneters
5 Internal error
6 LSP admi nistratively brought down
7 LSP preenpt ed
8 RSVP signaling error

7.3.4. RSVP Error Spec TLV

The RSVP- ERROR- SPEC TLV is an optional TLV for use in the LSP object
to carry RSVP error information. It includes the RSVP ERROR_SPEC or
USER_ERROR_SPEC Obj ect ([ RFC2205] and [ RFC5284]) which were returned
to the PCC froma downstreamnode. |If the set up of an LSP fails at
a downstream node which returned an ERROR SPEC to the PCC, the PCC
SHOULD include in the PCRpt for this LSP the LSP-ERROR-CODE TLV with
LSP Error Code = "RSVP signaling error" and the RSVP- ERROR- SPEC TLV
with the rel evant RSVP ERROR- SPEC or USER ERROR SPEC bj ect .

The format of the RSVP-ERROR-SPEC TLV is shown in the foll ow ng
figure:
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8.

8.

8.

1.

2.

0 1 2 3
01234567890123456789012345678901
B i S S T s i S T st i S S S S S S S S i
[ Type=21 [ Length (variable) |
B e i i e o e e S T S e e s i i TR S

I+ RSVP ERROR_SPEC or USER_ERROR_SPEC (bj ect I+

!I-— B s S S il i T i Y Y I T S S S S SR S S S S !I-
Fi gure 16: RSVP- ERROR- SPEC TLV f or nmat

Type (16 bits): The type is 21.

Length (16 bits): indicates the total length of the TLV in octets.
The TLV MUST be zero-padded so that the TLV is 4-octet aligned.

Val ue (variable): contains the RSVP ERROR SPEC or USER ERROR SPEC
bj ect: as specified in [ RFC2205] and [ RFC5284], including the object
header.

| ANA Consi der ati ons

Thi s docunment requests | ANA actions to allocate code points for the
protocol elenments defined in this docunent.

PCE Capabilities in | GP Advertisenents

I ANA is requested to confirmthe early allocation of the follow ng
bits in the OSPF Paraneters "PCE Capability Flags" registry, and to
update the reference in the registry to point to this docunment, when
it is an RFC

Bi t Meani ng Ref erence

11 Active Stateful PCE Thi s docunent
capability

12 Passive Stateful PCE This docunent
capability

PCEP Messages

I ANA is requested to confirmthe early allocation of the follow ng
message types within the "PCEP Messages" sub-registry of the PCEP
Nunbers registry, and to update the reference in the registry to
point to this docunent, when it is an RFC
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Val ue Meani ng Ref er ence
10 Report Thi s docunent
11 Updat e Thi s docunent

8.3. PCEP bjects
I ANA is requested to confirmthe early allocation of the follow ng
obj ect-cl ass val ues and object types within the "PCEP Objects" sub-
registry of the PCEP Nunbers registry, and to update the reference in
the registry to point to this docunent, when it is an RFC..
bj ect-C ass Val ue Nane Ref erence

32 LSP Thi s docunent
hj ect - Type
1

33 SRP Thi s docunent
bj ect - Type
1
8.4. LSP nject
Thi s docunent requests that a new sub-registry, naned "LSP bject
Flag Field', is created within the "Path Conputation El enent Protocol
(PCEP) Numbers" registry to nanage the Flag field of the LSP object.
New val ues are to be assigned by Standards Action [ RFC5226]. Each
bit should be tracked with the followi ng qualities
0 Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC

The follow ng values are defined in this docunent:

Bi t Descri ption Ref erence

0-4 Reserved Thi s docunent

5-7 Qperational (3 bits) This docunent
8 Admi ni strative Thi s docunent
9 Renove Thi s docunent
10 SYNC Thi s docunent
11 Del egat e Thi s docunent
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I ANA is requested to confirmthe early allocation of the follow ng
Error Types and Error Values within the "PCEP- ERROR Object Error

Types and Val ues" sub-registry of the PCEP Nunbers registry,

and to

update the reference in the registry to point to this docunent, when
it is an RFC
Error-Type Meaning
6 Mandat ory Cbj ect mi ssing
Error-val ue=8: LSP (bject mi ssing
Error-val ue=9: ERO (bject m ssing
Error-val ue=10: SRP Cbject m ssing
Error-val ue=11: LSP-1DENTI FI ERS TLV mi ssing
19 Invalid Operation
Error-value=1: Attenpted LSP Update Request for a non-
del egated LSP. The PCEP- ERROR hj ect
is followed by the LSP Object that
identifies the LSP.
Error-val ue=2: Attenpted LSP Update Request if the
stateful PCE capability was not
adverti sed.
Error-value=3: Attenpted LSP Update Request for an LSP
identified by an unknown PLSP-ID.
Error-value=5: Attenpted LSP State Report if stateful
PCE capability was not adverti sed.
20 LSP State synchronization error.
Error-value=1: A PCE indicates to a PCC that it can
not process (an otherw se valid) LSP
State Report. The PCEP-ERROR Object is
foll owed by the LSP hject that
identifies the LSP.
Error-value=5: A PCC indicates to a PCE that it can
not conplete the state synchroni zation,
8.6. Notification Object

I ANA is requested to confirmthe early allocation of the follow ng
Notification Types and Notification Values within the "Notification
bj ect” sub-registry of the PCEP Nunbers registry, and to update the

reference in the registry to point to this document, when it is an
RFC.
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Noti fication-Type Meaning
4 Stateful PCE resource |limt exceeded

Noti fi cati on-val ue=1: Entering resource limt
exceeded state

Note to I ANA: the early allocation included an additiona
Notification value 2 for "Exiting resource limt exceeded state".
This Notification value is no | onger required.

8.7. PCEP TLV Type Indicators

I ANA is requested to confirmthe early allocation of the follow ng
TLV Type Indicator values within the "PCEP TLV Type | ndi cators" sub-
registry of the PCEP Nunbers registry, and to update the reference in
the registry to point to this docunent, when it is an RFC

Val ue Meani ng Ref erence
16 STATEFUL- PCE- CAPABI LI TY Thi s docunent
17 SYMBOLI| G- PATH NANMVE Thi s docunent
18 | PV4- LSP- | DENTI FI ERS Thi s docunent
19 | PV6- LSP- | DENTI FI ERS Thi s docunent
20 LSP- ERROR- CODE Thi s docunent
21 RSVP- ERROR- SPEC Thi s docunent

8.8. STATEFUL- PCE- CAPABI LI TY TLV
Thi s docunent requests that a new sub-registry, nanmed " STATEFUL- PCE-
CAPABI LI TY TLV Flag Field", is created within the "Path Conputation
El ement Protocol (PCEP) Nunbers" registry to manage the Flag field in
t he STATEFUL- PCE- CAPABI LI TY TLV of the PCEP OPEN object (class = 1).
New val ues are to be assigned by Standards Action [ RFC5226]. Each
bit should be tracked with the followi ng qualities
0 Bit nunber (counting frombit O as the nost significant bit)
0 Capability description
o Defining RFC
The follow ng values are defined in this docunent:

Bi t Descri ption Ref erence

31 LSP- UPDATE- CAPABI LI TY Thi s docunent
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8.9. LSP- ERROR- CODE TLV

Thi s docunment requests that a new sub-registry, naned "LSP-ERROR- CODE
TLV Error Code Field", is created within the "Path Conputation

El ement Protocol (PCEP) Nunbers" registry to nmanage the LSP Error
code field of the LSP-ERROR-CODE TLV. This field specifies the
reason for failure to update the LSP

New val ues are to be assigned by Standards Action [RFC5226]. Each
val ue should be tracked with the following qualities: val ue,
description and defining RFC. The followi ng values are defined in
t hi s docunent:

Val ue Meani ng
1 Unknown reason
2 Limt reached for PCE-controlled LSPs
3 Too many pendi ng LSP update requests
4 Unaccept abl e paraneters
5 Internal error
6 LSP admi nistratively brought down
7 LSP preenpt ed
8 RSVP si gnaling error

9. Manageability Considerations

Al'l manageability requirements and considerations listed in [ RFC5440]
apply to PCEP extensions defined in this docunent. |In addition,
requi renents and considerations listed in this section apply.

9.1. Control Function and Policy

In addition to configuring specific PCEP session paraneters, as
specified in [ RFC5440], Section 8.1, a PCE or PCC inpl ementati on MJST
al l ow configuring the stateful PCEP capability and the LSP Update
capability. A PCC inplenentation SHOULD all ow the operator to
specify multiple candidate PCEs for and a del egati on preference for
each candidate PCE. A PCC SHOULD all ow the operator to specify an
LSP del egation policy where LSPs are del egated to the nost-preferred
online PCE. A PCC MAY allow the operator to specify different LSP
del egati on policies.

A PCC i npl ement ati on which allows concurrent connections to multiple
PCEs SHOULD al l ow the operator to group the PCEs by adm nistrative
domains and it MJST NOT advertise LSP existence and state to a PCE if
the LSP is delegated to a PCE in a different group

A PCC i npl enentati on SHOULD al | ow t he operator to specify whether the
PCC will advertise LSP existence and state for LSPs that are not
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controlled by any PCE (for exanple, LSPs that are statically
configured at the PCC).

A PCC i npl enentati on SHOULD al | ow the operator to specify both the
Redel egation Tineout Interval and the State Tineout Interval. The
default value of the Redel egation Tinmeout Interval SHOULD be set to
30 seconds. An operator MAY also configure a policy that wll
dynani cal | y adjust the Redel egation Tineout Interval, for exanple
setting it to zero when the PCC has an established session to a
backup PCE. The default value for the State Timeout Interval SHOULD
be set to 60 seconds.

After the expiration of the State Tinmeout Interval, the LSP reverts
to operator-defined default paraneters. A PCC inplenmentation MJST
all ow the operator to specify the default LSP paraneters. To achieve
a behavi or where the LSP retains the paranmeters set by the PCE unti
such time that the PCC nakes a change to them a State Ti neout
Interval of infinity SHOULD be used. Any changes to LSP paraneters
SHOULD be done in make- before-break fashion.

LSP Del egation is controlled by operator-defined policies on a PCC
LSPs are delegated individually - different LSPs may be del egated to
different PCEs. An LSP is delegated to at nobst one PCE at any given
point intime. A PCCinplenmentation SHOULD support the del egation
policy, when all PCC s LSPs are delegated to a single PCE at any
given time. Conversely, the policy revoking the del egation for al
PCC s LSPs SHOULD al so be support ed.

A PCC i npl enentati on SHOULD al | ow the operator to specify del egation
priority for PCEs. This effectively defines the primary PCE and one
or nmore backup PCEs to which primary PCE s LSPs can be del egat ed when
the primary PCE fails.
Pol i cies defined for stateful PCEs and PCCs should eventually fit in
the Policy-Enabl ed Path Conputation Framework defined in [ RFC5394],
and the framework shoul d be extended to support Stateful PCEs.

9.2. Information and Data Mbdel s
The PCEP YANG nodule [I-D.ietf-pce-pcep-yang] should include

0 advertised stateful capabilities and synchronization status per
PCEP session

o the del egation status of each configured LSP

The PCEP M B [ RFC7420] could al so be updated to include this
i nformation.
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9.3. Liveness Detection and Mnitoring

PCEP extensions defined in this docunent do not require any new
mechani sns beyond t hose al ready defined in [ RFC5440], Section 8. 3.

9.4. Verifying Correct Operation
Mechani sns defined in [ RFC5440], Section 8.4 also apply to PCEP
extensions defined in this document. 1In addition to nonitoring
paraneters defined in [ RFC5440], a stateful PCC-side PCEP
i mpl enment ati on SHOULD provide the foll owi ng paraneters:
o Total nunmber of LSP updates
0 Number of successful LSP updates
0 Nunber of dropped LSP updates
0 Number of LSP updates where LSP setup failed

A PCC i npl enent ati on SHOULD provide a conmand to show for each LSP
whether it is delegated, and if so, to which PCE

A PCC i npl enentati on SHOULD al | ow t he operator to nmanually revoke LSP
del egati on.

9.5. Requirenments on Gt her Protocols and Functional Conponents

PCEP ext ensions defined in this docunent do not put new requirenents
on ot her protocols.

9.6. Inpact on Network Operation

Mechani sns defined in [ RFC5440], Section 8.6 also apply to PCEP
extensions defined in this docunent.

Additionally, a PCEP inplenentation SHOULD allow a lint to be placed
on the nunber of LSPs delegated to the PCE and on the rate of PCUpd
and PCRpt messages sent by a PCEP speaker and processed from a peer
It SHOULD al so allow sending a notification when a rate threshold is
reached.

A PCC i npl ementation SHOULD allow a linit to be placed on the rate of

LSP Updates to the sane LSP to avoid signaling overload discussed in
Section 10. 3.
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10. Security Considerations
10.1. Vulnerability

Thi s docunent defines extensions to PCEP to enabl e stateful PCEs.
The nature of these extensions and the del egati on of path control to
PCEs results in nore information being available for a hypothetica
adversary and a nunber of additional attack surfaces which nust be
pr ot ect ed.

The security provisions described in [ RFC5440] renmin applicable to
t hese extensions. However, because the protocol nodifications
outlined in this document allow the PCE to control path conputation
timng and sequence, the PCE defense nechani sns described in

[ RFC5440] section 7.2 are al so now applicable to PCC security.

As a general precaution, it is RECOMENDED that these PCEP extensions
only be activated on authenticated and encrypted sessions across PCEs
and PCCs bel onging to the same administrative authority, using
Transport Layer Security (TLS) [I-D.ietf-pce-pceps], as per the
recomendat i ons and best current practices in [ RFC7525].

The followi ng sections identify specific security concerns that may
result fromthe PCEP extensions outlined in this docunent along with
recomended nechani sns to protect PCEP infrastructure against rel ated
att acks.

10.2. LSP State Snooping

The stateful nature of this extension explicitly requires LSP status
updates to be sent fromPCC to PCE. Wile this gives the PCE the
ability to provide nore optimal conputations to the PCC, it al so
provi des an adversary with the opportunity to eavesdrop on deci sions
made by network systens external to PCE. This is especially true if
the PCC del egates LSPs to nultiple PCEs sinultaneously.

Adversaries may gain access to this information by eavesdropping on
unsecured PCEP sessions, and mght then use this information in
various ways to target or optimze attacks on network infrastructure.
For exanple by flexibly countering anti-DDoS nmeasures being taken to
protect the network, or by determ ning choke points in the network
where the greatest harm ni ght be caused

PCC i npl ement ati ons whi ch all ow concurrent connections to multiple
PCEs SHOULD al |l ow the operator to group the PCEs by adm nistrative
domai ns and they MUST NOT advertise LSP existence and state to a PCE
if the LSP is delegated to a PCE in a different group
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10.3. Mualicious PCE

The LSP del egati on nechani sm described in this docunment allows a PCC
to grant effective control of an LSP to the PCE for the duration of a
PCEP session. \While this enables PCE control of the timng and
sequence of path conputations within and across PCEP sessions, it

al so introduces a new attack vector: an attacker may flood the PCC
with PCUpd nessages at a rate which exceeds either the PCC s ability
to process themor the network’s ability to signal the changes,

ei ther by spoofing nessages or by conprom sing the PCE itself.

A PCCis free to revoke an LSP del egation at any time w thout needing
any justification. A defending PCC can do this by enqueueing the
appropriate PCRpt message. As soon as that message i s enqueued in
the session, the PCCis free to drop any incom ng PCUpd nessages

wi t hout additional processing.

10.4. Malicious PCC

A stateful session also results in an increased attack surface by

pl acing a requirenent for the PCE to keep an LSP state replica for
each PCC. It is RECOMVENDED that PCE inplenentations provide a limt
on resources a single PCC can occupy. A PCE inplenenting such a
limt MJUST send a PCNtf nessage with notification-type 4 (Statefu
PCE resource limt exceeded) and notification-value 1 (Entering
resource linmt exceeded state) upon receiving an LSP state report
causing it to exceed this threshold.

Del egation of LSPs can create further strain on PCE resources and a
PCE i npl ement ati on MAY preenptively give back delegations if it finds
itself lacking the resources needed to effectively nanage the

del egation. Since the delegation state is ultimately controlled by
the PCC, PCE inpl enmentations SHOULD provide throttling nechanisns to
prevent strain created by flaps of either a PCEP session or an LSP
del egati on.
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