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Abst ract
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1. Introduction

The Real -tine Transport Protocol (RTP) [RFC3550] provides a franmework
for delivery of audio and video tel econferencing data and other real -
tinme nmedia applications. Previous work has defined the RTP protocol
along with numerous profiles, payload formats, and other extensions.
When conbined with appropriate signalling, these formthe basis for
many tel econferencing systens.

The Web Real - Ti ne communi cati on (WebRTC) franework provides the
protocol building blocks to support direct, interactive, real-tine
communi cati on using audi o, video, collaboration, ganes, etc., between
two peers’ web-browsers. This nmeno describes how the RTP franework
is to be used in the WebRTC context. It proposes a baseline set of
RTP features that are to be inplenented by all WbRTC aware end-

poi nts, along with suggested extensions for enhanced functionality.

The WebRTC overview [I-D.ietf-rtcweb-overview] outlines the conplete
WebRTC framewor k, of which this nmeno is a part.

The structure of this meno is as follows. Section 2 outlines our
rationale in preparing this nmeno and choosi ng these RTP features.
Section 3 defines requirenent term nology. Requirenents for core RTP
protocol s are described in Section 4 and suggested RTP extensions are
described in Section 5. Section 6 outlines nmechanisns that can

i ncrease robustness to network problens, while Section 7 describes
congestion control and rate adaptation nmechani snms. The di scussi on of
mandat ed RTP nmechani sns concludes in Section 8 with a revi ew of
performance nonitoring and network managenent tools that can be used
in the WebRTC context. Section 9 gives sonme guidelines for future

i ncorporation of other RTP and RTP Control Protocol (RTCP) extensions
into this framework. Section 10 describes requirenments placed on the
signalling channel. Section 11 discusses the rel ationship between
features of the RTP franmework and the WebRTC application progranmm ng
interface (APlI), and Section 12 discusses RTP inplenentation
considerations. This neno concludes with an appendi x di scussing
several different RTP Topol ogi es, and how they affect the RTP
session(s) and various inplementation details of possible realization
of central nodes.

2. Rationale

The RTP franmework conprises the RTP data transfer protocol, the RTP
control protocol, and numerous RTP payload formats, profiles, and
extensions. This range of add-ons has all owed RTP to neet various
needs that were not envisaged by the original protocol designers, and
to support nmany new nedi a encodi ngs, but raises the question of what
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extensions are to be supported by new inpl enentations. The

devel opment of the WebRTC framewor k provides an opportunity for us to
review the avail able RTP features and extensions, and to define a
common baseline feature set for all WebRTC i npl enentati ons of RTP
This builds on the past 15 years devel opnent of RTP to nandate the
use of extensions that have shown w despread utility, while stil
remai ni ng conpatible with the wide installed base of RTP

i mpl enent ati ons where possi bl e.

O her RTP and RTCP extensions not discussed in this docunent can be
i mpl ement ed by WebRTC end-points if they are beneficial for new use
cases. However, they are not necessary to address the WbRTC use
cases and requirenents identified to date
[I-D.ietf-rtcweb-use-cases-and-requirenents].

Wil e the baseline set of RTP features and extensions defined in this
meno is targeted at the requirenents of the WebRTC franmework, it is
expected to be broadly useful for other conferencing-rel ated uses of
RTP. In particular, it is likely that this set of RTP features and
extensions will be appropriate for other desktop or nobile video
conferencing systens, or for room based high-quality tel epresence
appl i cations.

3. Ternminol ogy

The key words "MJST", "MJST NOT"', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119]. The RFC
2119 interpretation of these key words applies only when witten in
ALL CAPS. Lower- or m xed-case uses of these key words are not to be
interpreted as carrying special significance in this meno.

We define the follow ng terns:

RTP Media Stream A sequence of RTP packets, and associ ated RTCP
packets, using a single synchronisation source (SSRC) that
together carries part or all of the content of a specific Mdia
Type froma specific sender source within a given RTP session

RTP Session: As defined by [ RFC3550], the endpoints belonging to the
sane RTP Session are those that share a single SSRC space. That
is, those endpoints can see an SSRC identifier transnitted by any
one of the other endpoints. An endpoint can see an SSRC either
directly in RTP and RTCP packets, or as a contributing source
(CSRC) in RTP packets froma mxer. The RTP Session scope is
hence deci ded by the endpoints’ network interconnection topol ogy,
in conbination with RTP and RTCP forwardi ng strategi es depl oyed by
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endpoi nts and any interconnecting m ddl e nodes.

WebRTC Medi aStream  The Medi aStream concept defined by the WBC in
the API.

O her terns are used according to their definitions fromthe RTP
Speci fication [ RFC3550] and WebRTC overvi ew
[I-D.ietf-rtcweb-overview] docunents

4, WbRTC Use of RTP: Core Protocols

The foll owi ng sections describe the core features of RTP and RTCP
that need to be inplenented, along with the mandated RTP profiles and
payl oad formats. Al so described are the core extensions providing
essential features that all WebRTC i npl enentati ons need to inpl enent
to function effectively on today’'s networks.

4. 1. RTP and RTCP

The Real -tine Transport Protocol (RTP) [RFC3550] is REQU RED to be

i npl emented as the nedia transport protocol for WbRTC. RTP itself
conprises two parts: the RTP data transfer protocol, and the RTP
control protocol (RTCP). RTCP is a fundamental and integral part of
RTP, and MJST be inplenmented in all WbRTC applications.

The following RTP and RTCP features are sonetimes onmitted in limted
functionality inplenentations of RTP, but are REQU RED in all WbRTC
i mpl enent ati ons:

0 Support for use of nultiple sinultaneous SSRC values in a single
RTP session, including support for RTP end-points that send many
SSRC val ues si mul t aneously.

0 Random choi ce of SSRC on joining a session; collision detection
and resolution for SSRC val ues (but see also Section 4.8).

0 Support for reception of RTP data packets containing CSRC |ists,
as generated by RTP m xers, and RTCP packets relating to CSRCs.

0 Support for sending correct synchronization information in the
RTCP Sender Reports, to allow a receiver to inplement |ip-sync,
wi t h RECOMMENDED support for the rapid RTP synchronisation
ext ensi ons (see Section 5.2.1).

0 Support for sending and receiving RTCP SR, RR, SDES, and BYE

packet types, with OPTI ONAL support for other RTCP packet types;
i mpl ement ati ons MJST i gnore unknown RTCP packet types.

Perkins, et al. Expi res August 29, 2013 [ Page 6]



Internet-Draft RTP for WebRTC February 2013

0 Support for multiple end-points in a single RTP session, and for
scaling the RTCP transm ssion interval according to the nunmber of
participants in the session; support for random sed RTCP
transmission intervals to avoid synchronisation of RTCP reports;
support for RTCP tiner reconsideration

0 Support for configuring the RTCP bandwi dth as a fraction of the
medi a bandwi dth, and for configuring the fraction of the RTCP
bandwi dth allocated to senders, e.g., using the SDP "b=" Iine.

It is knowmn that a significant nunber of |egacy RTP inpl enentations,
especially those targeted at Vol P-only systens, do not support all of
the above features, and in sone cases do not support RTCP at all

I mpl enenters are advised to consider the requirenments for gracefu
degradation when interoperating with | egacy inplenmentations.

O her inplenentation considerations are discussed in Section 12
4.2. Choice of the RTP Profile

The conpl ete specification of RTP for a particular application domain
requires the choice of an RTP Profile. For WbRTC use, the "Extended
Secure RTP Profile for Real-tine Transport Control Protocol (RTCP)-
Based Feedback (RTP/ SAVPF)" [RFC5124] as extended by
[I-D.ietf-avtcore-avp-codecs] MIST be inplenented. This builds on
the basic RTP/AVP profile [RFC3551], the RTP profile for RTCP-based

f eedback (RTP/ AVPF) [RFC4585], and the secure RTP profile (RTP/ SAVP)
[ RFC3711].

The RTCP-based feedback extensions [ RFC4585] are needed for the

i mproved RTCP timer nodel, that allows nore flexible transni ssion of
RTCP packets in response to events, rather than strictly according to
bandwidth. This is vital for being able to report congestion events.
These extensions al so save RTCP bandw dth, and will commonly only use
the full RTCP bandwi dth allocation if there are nmany events that
requi re feedback. They are also needed to nake use of the RTP

conf erenci ng extensions discussed in Section 5.1

Not e: The enhanced RTCP tiner nodel defined in the RTP/ AVPF
profile is backwards conpatible with | egacy systens that inplenent
only the base RTP/AVP profile, given sone constraints on paraneter
configuration such as the RTCP bandwi dth value and "trr-int" (the
nost inmportant factor for interworking with RTP/AVP end-points via
a gateway is to set the trr-int parameter to a val ue representing
4 seconds).

The secure RTP profile [RFC3711] is needed to provide nedia
encryption, integrity protection, replay protection and a limted
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form of source authentication. WDbRTC inplenentations MIST NOT send
packets using the basic RTP/AVP profile or the RTP/AVPF profile; they
MUST empl oy the full RTP/ SAVPF profile to protect all RTP and RTCP
packets that are generated. The default and nandatory to inpl enent
transforns listed in Section 5 of [ RFC3711] SHALL apply.

| mpl enent ati ons MUST support DTLS- SRTP [ RFC5764] for key-managenent.
O her key managenent schenes MAY be support ed.

4.3. Choice of RTP Payl oad Formats

| mpl ement ati ons MUST foll ow the WebRTC Audi o Codec and Processing
Requirements [I-D.ietf-rtcweb-audi o] and SHOULD fol | ow t he updated
recomendati ons for audio codecs in the RTP/AVP Profile
[I-D.ietf-avtcore-avp-codecs]. Support for other audio codecs is
OPTI ONAL.

(tbd: the nandatory to inplenent video codec is not yet decided)

Endpoi nts MAY signal support for multiple RTP payload formats, or

mul tiple configurations of a single RTP payload format, provided each
payl oad format uses a different RTP payl oad type nunber. An endpoint
that has signalled support for multiple RTP payload formts SHOULD
accept data in any of those payload formats at any tinme, unless it
has previously signalled linmtations on its decoding capability.

This requirement is constrained if several nedia types are sent in
the sane RTP session. |In such a case, a source (SSRC) is restricted
to switching only between the RTP payload fornats signalled for the
medi a type that is being sent by that source; see Section 4.4. To
support rapid rate adaptation by changi ng codec, RTP does not require
advance signalling for changes between RTP payload formats that were
signall ed during session set-up

An RTP sender that changes between two RTP payl oad types that use
different RTP clock rates MIST follow the reconmendati ons in Section
4.1 of [I-D.ietf-avtext-multiple-clock-rates]. RTP receivers MJST
follow the recommendations in Section 4.3 of
[I-D.ietf-avtext-multiple-clock-rates], in order to support sources
that switch between clock rates in an RTP session (these
recomendations for receivers are backwards conpatible with the case
where senders use only a single clock rate).

4.4. RTP Session Miltiplexing
An associ ati on anongst a set of participants communicating with RTP
is known as an RTP session. A participant can be involved in

mul tiple RTP sessions at the sane tine. In a nultinedia session
each nmedium has typically been carried in a separate RTP session with
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its owmn RTCP packets (i.e., one RTP session for the audio, with a
separate RTP session using a different transport address for the
video; if SDP is used, this corresponds to one RTP session for each
"me" line in the SDP). WDbRTC inplenentations of RTP are REQUI RED to
i mpl ement support for nmultinedia sessions in this way, for
conpatibility with | egacy systens.

In today’s networks, however, with the w despread use of Network
Address/ Port Translators (NAT/NAPT) and Firewalls (FW, it is
desirable to reduce the nunber of transport addresses used by real -
tinme nmedia applications using RTP by conbining all RTP nedia streans
in a single RTP session. Using a single RTP session also effects the
possibility for differentiated treatnent of nmedia flows. This is
further discussed in Section 12.9. WDRTC inpl enentations of RTP are
REQUI RED t o support transport of all RTP nedia streans, independent
of nmedia type, in a single RTP session according to
[I-D.ietf-avtcore-nulti-nedia-rtp-session]. |f such RTP session
set-up is to be used, this MJST be negotiated during the signalling
phase [I-D.ietf-music-sdp-bundl e-negotiation].

Support for nultiple RTP sessions over a single UDP flow as defined
by [I-D. westerlund-avtcore-transport-nultiplexing] is RECOUWENDED/
OPTIONAL. If nultiple RTP sessions are to be nultiplexed onto a
single UDP flow, this MJST be negotiated during the signalling phase.

(tbd: No consensus on the |l evel of support of Miltiple RTP
sessions over a single UDP flow)

Further discussion about when different RTP session structures and
mul ti pl exi ng nmethods are suitable can be found in the neno on
Quidelines for using the Multiplexing Features of RTP
[1-D.westerlund-avtcore-multiplex-architecture].

4.5, RTP and RTCP Ml ti pl exi ng

Hi storically, RTP and RTCP have been run on separate transport |ayer
addresses (e.g., two UDP ports for each RTP session, one port for RTP
and one port for RTCP). Wth the increased use of Network Address/
Port Transl ation (NAPT) this has becone probl ematic, since

mai ntai ning nultiple NAT bindings can be costly. It also conplicates
firewall administration, since multiple ports need to be opened to
allow RTP traffic. To reduce these costs and session set-up tines,
support for nultiplexing RTP data packets and RTCP control packets on
a single port for each RTP session is REQUI RED, as specified in

[ RFC5761]. For backwards conpatibility, inplenentations are al so
REQUI RED t o support sending of RTP and RTCP to separate destination
ports.
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Note that the use of RTP and RTCP nultiplexed onto a single transport
port ensures that there is occasional traffic sent on that port, even
if there is no active nedia traffic. This can be useful to keep NAT
bi ndings alive, and is the recommend nethod for application |eve
keep-alives of RTP sessions [ RFC6263].

4.6. Reduced Size RTCP

RTCP packets are usually sent as conmpound RTCP packets, and [ RFC3550]
requires that those conpound packets start with an Sender Report (SR
or Receiver Report (RR) packet. Wen using frequent RTCP feedback
messages under the RTP/ AVPF Profile [ RFC4585] these statistics are
not needed in every packet, and unnecessarily increase the nean RTCP
packet size. This can limt the frequency at which RTCP packets can
be sent within the RTCP bandw dth share

To avoid this problem [RFC5506] specifies howto reduce the nean
RTCP nmessage size and allow for nore frequent feedback. Frequent
feedback, in turn, is essential to nmake real-tinme applications

qui ckly aware of changi ng network conditions, and to allow themto
adapt their transm ssion and encodi ng behaviour. Support for sending
RTCP feedback packets as [ RFC5506] non-conpound packets is REQU RED
but MUST be negotiated using the signalling channel before use. For
backwards conpatibility, inplenentations are al so REQU RED to support
the use of conpound RTCP feedback packets if the renpte endpoint does
not agree to the use of non-conpound RTCP in the signalling exchange.

4.7. Symretric RTP/ RTCP

To ease traversal of NAT and firewall devices, inplenentations are
REQUI RED to inplenment and use Symmetric RTP [ RFC4961]. This requires
that the I P address and port used for sending and receiving RTP and
RTCP packets are identical. The reasons for using symetric RTP is
primarily to avoid issues with NAT and Firewalls by ensuring that the
flowis actually bi-directional and thus kept alive and registered as
flow the intended recipient actually wants. In addition, it saves
resources, specifically ports at the end-points, but also in the
networ k as NAT mappings or firewall state is not unnecessary bl oated.
Al so the anbunt of QoS state is reduced.

4.8. Choice of RTP Synchronisation Source (SSRC)

| mpl enent ati ons are REQUI RED to support signalled RTP SSRC val ues,
using the "a=ssrc:" SDP attribute defined in Sections 4.1 and 5 of

[ RFC5576], and MUST al so support the "previous-ssrc” source attribute
defined in Section 6.2 of [RFC5576]. Qher attributes defined in

[ RFC5576] MAY be support ed.
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Use of the "a=ssrc:" attribute is OPTIONAL. |Inplenentations MJST
support random SSRC assi gnnment, and MJST support SSRC col lision
detection and resolution, both according to [ RFC3550].

4.9. Generation of the RTCP Canoni cal Nane (CNAVE)

The RTCP Canoni cal Nane (CNAME) provides a persistent transport-I|eve
identifier for an RTP endpoint. While the Synchronisation Source
(SSRC) identifier for an RTP endpoint can change if a collisionis
detected, or when the RTP application is restarted, its RTCP CNAME i s
meant to stay unchanged, so that RTP endpoints can be uni quely
identified and associated with their RTP nmedia streans within a set
of related RTP sessions. For proper functionality, each RTP endpoi nt
needs to have a uni que RTCP CNAME val ue.

The RTP specification [ RFC3550] includes guidelines for choosing a
uni que RTP CNAME, but these are not sufficient in the presence of NAT
devices. In addition, long-term persistent identifiers can be
problematic froma privacy viewpoint. Accordingly, support for
generating a short-term persistent RTCP CNAMEs foll ow ng
[I-D.ietf-avtcore-6222bis] is RECOMVENDED.

An WebRTC end- poi nt MJST support reception of any CNAME that matches
the syntax limtations specified by the RTP specification [ RFC3550]
and cannot assunme that any CNAME will be chosen according to the form
suggest ed above.

5. WebRTC Use of RTP: Extensions

There are a nunber of RTP extensions that are either needed to obtain
full functionality, or extrenely useful to inprove on the baseline
performance, in the WbRTC application context. One set of these
extensions is related to conferencing, while others are nore generic
in nature. The follow ng subsections describe the various RTP

ext ensi ons mandat ed or suggested for use within the WbRTC cont ext.

5.1. Conferencing Extensions

RTP is inherently a group comuni cation protocol. G oups can be

i mpl emented using a centralised server, multi-unicast, or using IP
multicast. While IP nulticast was popular in early deploynments, in
today’ s practice, overlay-based conferencing dom nates, typically
usi ng one or nore central servers to connect endpoints in a star or
flat tree topology. These central servers can be inplenented in a
nunber of ways as discussed in Appendix A and in the neno on RTP
Topol ogies [|-D. westerlund-avtcore-rtp-topol ogi es-update].
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As discussed in Section 3.7 of

[1-D. westerlund-avtcore-rtp-topol ogi es-update], the use of a video
swi tching MCU nakes the use of RTCP for congestion control, or any
type of quality reports, very problematic. Also, as discussed in
section 3.8 of [I-D. westerlund-avtcore-rtp-topol ogi es-update], the
use of a content nodifying MCU with RTCP termni nation breaks RTP | oop
detection and renoves the ability for receivers to identify active
senders. RTP Transport Translators (Topo-Translator) are not of

i medi ate interest to WbRTC, although the main difference conpared
to point to point is the possibility of seeing nultiple different
transport paths in any RTCP feedback. Accordingly, only Point to
Poi nt (Topo-Point-to-Point), Miltiple concurrent Point to Point
(Mesh) and RTP M xers (Topo-M xer) topol ogies are needed to achieve
the use-cases to be supported in WebRTC initially. These RECOMVENDED
topol ogi es are expected to be supported by all WebRTC end- points
(these topol ogies require no special RTP-layer support in the end-
point if the RTP features nmandated in this nmeno are inpl enented).

The RTP extensions described below to be used with centralised

conferencing -- where one RTP M xer (e.g., a conference bridge)
receives a participant’s RTP nmedia streans and distributes themto
the other participants -- are not necessary for interoperability; an

RTP endpoi nt that does not inplenment these extensions will work
correctly, but mght offer poor perfornmance. Support for the listed
extensions will greatly inprove the quality of experience and, to
provi de a reasonabl e baseline quality, sone these extensions are
mandatory to be supported by WDbRTC end- points.

The RTCP conferencing extensions are defined in Extended RTP Profile
for Real-tine Transport Control Protocol (RTCP)-Based Feedback (RTP/
AVPF) [RFC4585] and the "Codec Control Messages in the RTP Audio-
Visual Profile with Feedback (AVPF)" (CCM [RFC5104] and are fully
usabl e by the Secure variant of this profile (RTP/ SAVPF) [RFC5124].

5.1.1. Full Intra Request (FIR)

The Full Intra Request is defined in Sections 3.5.1 and 4.3.1 of the
Codec Control Messages [RFC5104]. This nmessage is used to nake the
m xer request a new Intra picture froma participant in the session.
This is used when switching between sources to ensure that the

recei vers can decode the video or other predictive nedia encoding
with long prediction chains. It is REQJRED that WebRTC senders
understand the react to this feedback nmessage since it greatly

i mproves the user experience when using centralised nixer-based
conferencing; support for sending the FIR nmessage i s OPTI ONAL.
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5.1.2. Picture Loss Indication (PLI)

The Picture Loss Indication is defined in Section 6.3.1 of the RTP/

AVPF profile [RFC4585]. It is used by a receiver to tell the sending
encoder that it lost the decoder context and would like to have it
repai red sonehow. This is semantically different fromthe Full Intra

Request above as there could be multiple ways to fulfil the request.
It is REQU RED t hat WebRTC senders understand and react to this

f eedback nmessage as a | oss tol erance nechani snm receivers MAY send
PLI nessages.

5.1.3. Slice Loss Indication (SLI)

The Slice Loss Indicator is defined in Section 6.3.2 of the RTP/ AVPF
profile [RFC4585]. It is used by a receiver to tell the encoder that
it has detected the | oss or corruption of one or nobre consecutive
macro bl ocks, and would like to have these repaired sonehow. The use
of this feedback nessage is OPTIONAL as a | oss tol erance nmechani sm

5.1.4. Reference Picture Selection Indication (RPSI)

Ref erence Picture Selection Indication (RPSI) is defined in Section
6.3.3 of the RTP/AVPF profile [ RFC4585]. Sone video codi ng standards
all ow the use of older reference pictures than the nost recent one
for predictive coding. |If such a codec is in used, and if the
encoder has | earned about a | oss of encoder-decoder synchronisation

a known-as-correct reference picture can be used for future coding.
The RPSI nessage allows this to be signalled. Support for RPS
messages i s OPTI ONAL.

5.1.5. Tenporal -Spatial Trade-off Request (TSTR)

The tenporal -spatial trade-off request and notification are defined
in Sections 3.5.2 and 4.3.2 of [RFC5104]. This request can be used
to ask the video encoder to change the trade-off it makes between
tenporal and spatial resolution, for exanple to prefer high spatial
i mge quality but low frame rate. Support for TSTR requests and
notifications is OPTI ONAL.

5.1.6. Tenporary Maxi mum Media Stream Bit Rate Request (TMVBR)

This feedback nessage is defined in Sections 3.5.4 and 4.2.1 of the

Codec Control Messages [ RFC5104]. This nmessage and its notification
message are used by a nmedia receiver to informthe sending party that
there is a current limtation on the amount of bandwi dth available to
this receiver. This can be various reasons for this: for exanple, an
RTP mi xer can use this nessage to limt the nedia rate of the sender

bei ng forwarded by the nixer (without doing nedia transcoding) to fit
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the bottl enecks existing towards the other session participants. It
is REQU RED that this feedback nessage is supported. WDRTC senders
are REQUI RED to inpl enment support for TMVBR messages, and MJST foll ow
bandwidth Iimtations set by a TMVMBR nessage received for their SSRC
The sending of TMMBR requests is OPTI ONAL.

Header Extensions

The RTP specification [ RFC3550] provides the capability to include
RTP header extensions containing in-band data, but the format and
semantics of the extensions are poorly specified. The use of header
extensions is OPTIONAL in the WebRTC context, but if they are used,
they MJUST be formatted and signalled follow ng the general mechani sm
for RTP header extensions defined in [ RFC5285], since this gives

wel | -defined semantics to RTP header extensions.

As noted in [RFC5285], the requirenent fromthe RTP specification

t hat header extensions are "designed so that the header extension may
be ignored" [RFC3550] stands. To be specific, header extensions MJST
only be used for data that can safely be ignored by the recipient

wi thout affecting interoperability, and MJUST NOT be used when the
presence of the extension has changed the formor nature of the rest
of the packet in a way that is not conpatible with the way the stream
is signalled (e.g., as defined by the payload type). Valid exanples
m ght include nmetadata that is additional to the usual RTP

i nformati on.

1. Rapid Synchronisation

Many RTP sessions require synchronisation between audi o, video, and
other content. This synchronisation is perforned by receivers, using
i nformati on contained in RTCP SR packets, as described in the RTP
speci fication [ RFC3550]. This basic nechani sm can be slow, however,
so it is RECOWENDED that the rapid RTP synchronisation extensions
described in [ RFC6051] be inplenented. The rapid synchronisation

ext ensi ons use the general RTP header extension nechani sm[ RFC5285],
whi ch requires signalling, but are otherw se backwards conpati bl e.

2. (Cdient-to-Mxer Audio Leve

The Client to Mxer Audio Level extension [ RFC6464] is an RTP header
extension used by a client to informa nixer about the |evel of audio
activity in the packet to which the header is attached. This enables
a central node to make m xi ng or sel ection decisions wthout decoding
or detailed inspection of the payload, reducing the conplexity in
sonme types of central RTP nodes. |t can also save decoding resources
in receivers, which can choose to decode only the nost rel evant RTP
nmedi a streans based on audio activity |evels.
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The Cient-to-M xer Audio Level [RFC6464] extension is RECOMVENDED to
be inplemented. |If it is inplenmented, it is REQJ RED that the header
ext ensi ons are encrypted according to
[I-D.ietf-avtcore-srtp-encrypted-header-ext] since the information
contai ned in these header extensions can be considered sensitive.

5.2.3. Mxer-to-Cient Audio Leve

The M xer to Cient Audio Level header extension [RFC6465] provides
the client with the audio level of the different sources nmixed into a
common m x by a RTP mixer. This enables a user interface to indicate
the relative activity level of each session participant, rather than
just being included or not based on the CSRC field. This is a pure
optimisations of non critical functions, and is hence OPTIONAL to
inmplement. If it is inplemented, it is REQU RED that the header
extensions are encrypted according to
[I-D.ietf-avtcore-srtp-encrypted-header-ext] since the information
contai ned in these header extensions can be considered sensitive.

6. WebRTC Use of RTP: Inproving Transport Robustness

There are sone tools that can nmake RTP fl ows robust agai nst Packet

| oss and reduce the inpact on nedia quality. However, they all add
extra bits conpared to a non-robust stream These extra bits need to
be consi dered, and the aggregate bit-rate MJST be rate-controll ed.
Thus, inproving robustness might require a | ower base encodi ng
quality, but has the potential to deliver that quality with fewer
errors. The nechani snms described in the follow ng sub-sections can
be used to inprove tol erance to packet | oss.

6.1. Negative Acknow edgenments and RTP Retransm ssion

As a consequence of supporting the RTP/ SAVPF profile, inplenentations
wi || support negative acknow edgenents (NACKs) for RTP data packets

[ RFC4585]. This feedback can be used to informa sender of the |oss
of particular RTP packets, subject to the capacity limtations of the
RTCP feedback channel. A sender can use this information to optim se
the user experience by adapting the nmedia encoding to conpensate for
known | ost packets, for exanple.

Senders are REQUI RED to understand the Generic NACK nmessage defi ned
in Section 6.2.1 of [RFC4585], but MAY choose to ignore this feedback
(followi ng Section 4.2 of [RFC4585]). Receivers MAY send NACKs for

m ssi ng RTP packets; [RFCA4585] provides some guidelines on when to
send NACKs. It is not expected that a receiver will send a NACK for
every | ost RTP packet, rather it needs to consider the cost of
sendi ng NACK feedback, and the inportance of the |ost packet, to nake
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an informed decision on whether it is worth telling the sender about
a packet |oss event.

The RTP Retransm ssion Payl oad Format [ RFC4588] offers the ability to
retransmt | ost packets based on NACK feedback. Retransm ssion needs
to be used with care in interactive real-time applications to ensure
that the retransmtted packet arrives in tinme to be useful, but can
be effective in environnents with relatively | ow network RTT (an RTP
sender can estimate the RTT to the receivers using the information in
RTCP SR and RR packets). The use of retransm ssions can al so

i ncrease the forward RTP bandw dth, and can potentially worsen the
problemif the packet |oss was caused by network congestion. W
note, however, that retransmi ssion of an inportant |ost packet to
repair decoder state can have | ower cost than sending a full intra
frane. It is not appropriate to blindly retransnmt RTP packets in
response to a NACK. The inportance of |ost packets and the
l'ikelihood of themarriving intine to be useful needs to be

consi dered before RTP retransmi ssion is used.

Receivers are REQUI RED to inplenent support for RTP retransm ssion
packets [ RFC4588]. Senders MAY send RTP retransm ssion packets in
response to NACKs if the RTP retransni ssion payl oad fornmat has been
negotiated for the session, and if the sender believes it is usefu

to send a retransmi ssion of the packet(s) referenced in the NACK An
RTP sender is not expected to retransnit every NACKed packet.

6.2. Forward Error Correction (FEC

The use of Forward Error Correction (FEC) can provide an effective
protection agai nst sonme degree of packet |oss, at the cost of steady
bandwi dt h overhead. There are several FEC schenes that are defined
for use with RTP. Sone of these schenes are specific to a particul ar
RTP payl oad format, others operate across RTP packets and can be used
with any payload format. It needs to be noted that using redundant
encoding or FEC will lead to increased play out delay, which needs to
be consi dered when choosing the redundancy or FEC formats and their
respective paraneters

If an RTP payl oad format negotiated for use in a WbRTC sessi on
supports redundant transm ssion or FEC as a standard feature of that
payl oad fornmat, then that support MAY be used in the WbRTC session,
subj ect to any appropriate signalling.

There are several block-based FEC schemes that are designed for use
wi th RTP i ndependent of the chosen RTP payload format. At the tine
of this witing there is no consensus on which, if any, of these FEC
schenes is appropriate for use in the WbRTC context. Accordingly,
this neno makes no reconmendati on on the choice of bl ock-based FEC
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for WbRTC use.

WebRTC Use of RTP: Rate Control and Medi a Adaptation

WebRTC wi Il be used in heterogeneous network environments using a
variety set of link technol ogies, including both wired and wreless
links, to interconnect potentially |large groups of users around the
world. As a result, the network paths between users can have w dely
varyi ng one-way del ays, available bit-rates, load levels, and traffic
m xtures. |ndividual end-points can open one or nore RTP sessions to
each participant in a WDbRTC conference, and there can be severa
participants. Each of these RTP sessions can contain different types
of media, and the type of nmedia, bit rate, and number of flows can be
hi ghly asymmetric. Non-RTP traffic can share the network paths RTP
flows. Since the network environnment is not predictable or stable,
WebRTC endpoi nts MJST ensure that the RTP traffic they generate can
adapt to match changes in the available network capacity.

The quality of experience for users of WDbRTC inplenmentation is very
dependent on effective adaptation of the media to the Iinitations of
the network. End-points have to be designed so they do not transmt
significantly nore data than the network path can support, except for
very short tine periods, otherwi se high |evels of network packet | oss
or delay spikes will occur, causing nmedia quality degradation. The
limting factor on the capacity of the network path night be the Iink
bandwi dth, or it mght be conpetition with other traffic on the link
(this can be non-WbRTC traffic, traffic due to other WbRTC fl ows,

or even conpetition with other WebRTC flows in the sane session).

An effective nedia congestion control algorithmis therefore an
essential part of the WbRTC franmework. However, at the tine of this
witing, there is no standard congestion control algorithmthat can
be used for interactive nedia applications such as WbRTC fl ows.

Sone requirenents for congestion control algorithns for WbRTC
sessions are discussed in [I-D.jesup-rtp-congestion-reqs], and it is
expected that a future version of this meno will nandate the use of a
congestion control algorithmthat satisfies these requirenments

1. Boundary Conditions and Circuit Breakers

In the absence of a concrete congestion control algorithm all WDbRTC
i mpl ement ati ons MJST i npl enment the RTP circuit breaker algorithmthat
is in described [I-D.ietf-avtcore-rtp-circuit-breakers]. The circuit
breaker defines a conservative boundary condition for safe operation
chosen such that applications that trigger the circuit breaker will

al nrost certainly be causing severe network congestion. Any future
RTP congestion control algorithns are expected to operate within the
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envel ope allowed by the circuit breaker

The session establishnent signalling will also necessarily establish
boundaries to which the media bit-rate will conform The choice of
medi a codecs provi des upper- and | ower-bounds on the supported bit-
rates that the application can utilise to provide useful quality, and

t he packeti zation choices that exist. |In addition, the signalling
channel can establish nmaxi mum nedia bit-rate boundaries using the SDP
"b=AS:" or "b=CT:" lines, and the RTP/ AVPF Tenporary Maxi nrum Medi a

Stream Bit Rate (TMVBR) Requests (see Section 5.1.6 of this neno).
The conbi nati on of nedia codec choice and signalled bandwidth linits
SHOULD be used to Iimt traffic based on known bandwidth [imtations,
for exanple the capacity of the edge links, to the extent possible.

7.2. RICP Extensions for Congestion Contro

As described in Section 5.1.6, the Tenporary Maxi mum Medi a Stream Bit
Rate (TMVBR) request is supported by WebRTC senders. This request
can be used by a nedia receiver to inpose linitations on the nedia
sender based on the receiver’'s determned bit-rate limtations, to
provide a |limted nmeans of congestion control

(tbd: What other RTP/ RTCP extensions are needed?)

Wth proprietary congestion control algorithnms issues can arise when
different algorithnms and inplenentations interact in a comunication
session. |If the different inplenentations have nade different
choices in regards to the type of adaptation, for exanple one sender
based, and one receiver based, then one could end up in situation
where one direction is dual controlled, when the other direction is
not controll ed.

(tbd: How to ensure that both paths and sender and receiver based
solutions can interact)

7.3. RTCP Limtations for Congestion Contro

Experience with the congestion control algorithns of TCP [ RFC5681],
TFRC [ RFC5348], and DCCP [ RFC4341], [RFC4342], [RFC4828], has shown
that feedback on packet arrivals needs to be sent roughly once per
round trip time. W note that the real-tine nedia traffic m ght not
have to adapt to changing path conditions as rapidly as needed for
the el astic applications TCP was designed for, but frequent feedback
is still needed to allow the congestion control algorithmto track
the path dynam cs

The total RTCP bandwidth is limted inits transmssion rate to a
fraction of the RTP traffic (by default 5% . RTCP packets are |arger
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than, e.g., TCP ACKs (even when non-conpound RTCP packets are used).
The RTP nedia streambit rate thus linmts the nmaxi num f eedback rate
as a function of the mean RTCP packet size.

Interactive conmunication m ght not be able to afford waiting for
packet | osses to occur to indicate congestion, because an increase in
pl ay out delay due to queuing (nost prominent in wreless networks)
can easily lead to packets being dropped due to late arrival at the
receiver. Therefore, nore sophisticated cues m ght need to be
reported -- to be defined in a suitable congestion control franework
as noted above -- which, in turn, increase the report size again.

For exanple, different RTCP XR report blocks (jointly) provide the
necessary details to inplement a variety of congestion contro

al gorithnms, but the (compound) report size grows quickly.

In group conmmuni cation, the share of RTCP bandw dth needs to be
shared by all group nenbers, reducing the capacity and thus the
reporting frequency per node.

Exanpl e: assuming 512 kbit/s video yields 3200 bytes/s RTCP

bandwi dth, split across two entities in a point-to-point session. An
endpoi nt could thus send a report of 100 bytes about every 70ns or
for every other frane in a 30 fps video.

7.4. Congestion Control Interoperability Wth Legacy Systens

There are | egacy inplenmentations that do not inplenent RTCP, and
hence do not provide any congestion feedback. Congestion contro
cannot be perfornmed with these end-points. WDbRTC inpl enentations
that need to interwork with such end-points MJST linit their
transm ssion to a lowrate, equivalent to a VolP call using a | ow
bandwi dth codec, that is unlikely to cause any significant
congesti on.

When interworking with | egacy inplenmentations that support RTCP using
the RTP/ AVP profil e [ RFC3551], congestion feedback is provided in
RTCP RR packets every few seconds. |Inplenmentations that have to
interwork with such end-points MIST ensure that they keep within the
RTP circuit breaker [I-D.ietf-avtcore-rtp-circuit-breakers]
constraints to linmt the congestion they can cause.

If a | egacy end-point supports RTP/AVPF, this enables negotiation of
i mportant paraneters for frequent reporting, such as the "trr-int"
paraneter, and the possibility that the end-point supports some
useful feedback format for congestion control purpose such as TMVBR
[ RFC5104]. Inplenentations that have to interwork with such end-
poi nts MUST ensure that they stay within the RTP circuit breaker
[I-Dietf-avtcore-rtp-circuit-breakers] constraints to linmt the
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congestion they can cause, but might find that they can achi eve
better congestion response depending on the anount of feedback that
is avail able.

WebRTC Use of RTP: Perfornmance Monitoring

RTCP does contains a basic set of RTP flow nonitoring netrics |ike
packet loss and jitter. There are a nunber of extensions that could
be included in the set to be supported. However, in nost cases which
RTP nonitoring that is needed depends on the application, which makes
it difficult to select which to include when the set of applications
is very large

Exposi ng sonme nmetrics in the WebRTC APl needs to be considered
allowing the application to gather the neasurenents of interest.
However, security inplications for the different data sets exposed
will need to be considered in this.

(tbd: If any RTCP XR metrics need to be added is still an open
question, but possible to extend at a | ater stage)

WebRTC Use of RTP: Future Extensions

It is possible that the core set of RTP protocols and RTP extensions
specified in this menmo will prove insufficient for the future needs
of WebRTC applications. 1In this case, future updates to this neno
MUST be nade followi ng the Guidelines for Witers of RTP Payl oad
Format Specifications [RFC2736] and Cuidelines for Extending the RTP
Control Protocol [RFC5968], and SHOULD take into account any future
gui delines for extending RTP and rel ated protocols that have been
devel oped.

Aut hors of future extensions are urged to consider the w de range of
environnments in which RTP is used when reconmendi ng extensions, since
extensions that are applicable in some scenarios can be problematic
in others. \Were possible, the WbRTC framework will adopt RTP
extensions that are of general utility, to enable easy inplenentation
of a gateway to other applications using RTP, rather than adopt
mechani sns that are narrowy targeted at specific WDbRTC use cases.

Si gnal I i ng Consi derations
RTP is built with the assunption of an external signalling channe

that can be used to configure the RTP sessions and their features.
The basic configuration of an RTP session consists of the follow ng
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par anet er s:

RTP Profile: The name of the RTP profile to be used in session. The
RTP/ AVP [ RFC3551] and RTP/ AVPF [ RFC4585] profiles can interoperate
on basic level, as can their secure variants RTP/ SAVP [ RFC3711]
and RTP/ SAVPF [ RFC5124]. The secure variants of the profiles do
not directly interoperate with the non-secure variants, due to the
presence of additional header fields in addition to any
cryptographic transformation of the packet content. As WbRTC
requires the usage of the RTP/ SAVPF profile this can be inferred
as there is only a single profile, but in SDP this is stil
information that has to be signalled. Interworking functions
m ght transformthis into RTP/SAVP for a | egacy use case by
indicating to the WebRTC end- poi nt a RTP/ SAVPF end- poi nt and
limting the usage of the a=rtcp attribute to indicate a trr-int
val ue of 4 seconds.

Transport Information: Source and destination |IP address(s) and
ports for RTP and RTCP MJST be signalled for each RTP session. In
WebRTC t hese transport addresses will be provided by I CE that
signal s candidates and arrives at nom nated candi dat e address
pairs. |f RTP and RTCP nultiplexing [RFC5761] is to be used, such
that a single port is used for RTP and RTCP flows, this MJST be
signal l ed (see Section 4.5). |If several RTP sessions are to be
mul ti pl exed onto a single transport layer flow, this MJST al so be
signall ed (see Section 4.4).

RTP Payl oad Types, nedia formats, and nedia fornmat

paraneters: The mappi ng between nedia type nanes (and hence the RTP
payl oad formats to be used) and the RTP payl oad type nunbers MJST
be signalled. Each nedia type MAY al so have a nunber of nedia
type paranmeters that MJST also be signalled to configure the codec
and RTP payload format (the "a=fmtp:" line from SDP).

RTP Extensions: The RTP extensions to be used SHOULD be agreed upon
i ncluding any paraneters for each respective extension. At the
very least, this will help avoi ding using bandwi dth for features
that the other end-point will ignore. But for certain nechanisns
there is requirenent for this to happen as interoperability
failure otherw se happens.

RTCP Bandwi dt h: Support for exchanging RTCP Bandwi dth val ues to the
end-points will be necessary. This SHALL be done as described in
"Session Description Protocol (SDP) Bandwi dth Mdifiers for RTP
Control Protocol (RTCP) Bandw dt h" [ RFC3556], or sonething
semantically equivalent. This also ensures that the end-points
have a comon view of the RTCP bandwi dth, this is inportant as too
different view of the bandwi dths can lead to failure to
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i nt eroperate.

These paraneters are often expressed in SDP nessages conveyed wthin
an of fer/answer exchange. RTP does not depend on SDP or on the

of fer/answer nodel, but does require all the necessary paraneters to
be agreed upon, and provided to the RTP inplenentation. W note that
in the WebRTC context it will depend on the signalling nodel and AP
how t hese paranmeters need to be configured but they will be need to
either set in the APl or explicitly signalled between the peers.

WebRTC APl Consi der ati ons

The WebRTC APl and its nmedia function have the concept of a WbRTC
Medi aStream t hat consists of zero or nmore tracks. A track is an

i ndi vi dual stream of media fromany type of nedia source |like a

m crophone or a canera, but al so conceptual sources, like a audio mx
or a video conposition, are possible. The tracks within a WbRTC
Medi aStream are expected to be synchroni zed.

A track correspond to the nedia received with one particul ar SSRC
There night be additional SSRCs associated with that SSRC, |ike for
RTP retransm ssion or Forward Error Correction. However, one SSRC
will identify an RTP nedia streamand its timng.

As a result, a WDRTC Medi aStreamis a collection of SSRCs carrying
the different nedia included in the synchroni sed aggregate.

Therefore, also the synchronization state associated with the

i ncluded SSRCs are part of concept. It is inportant to consider that
there can be nultiple different WbRTC Medi aStreans containing a
given Track (SSRC). To avoid unnecessary duplication of media at the
transport level in such cases, a need arises for a binding defining
whi ch WebRTC Medi aStreans a given SSRC i s associated with at the
signalling |evel

A proposal for how the binding between WebRTC Medi aStreans and SSRC
can be done is specified in "Cross Session Stream ldentification in
the Session Description Protocol" [I-D.alvestrand-rtcweb-nsid].

(tbd: This text needs to be inproved and achi eved consensus on.
Interimneeting in June 2012 shows | arge differences in opinions.)

(tbhd: It is an open question whether these considerations are best
di scussed in this draft, in the WBC WebRTC APl spec, or el sewhere.
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RTP | npl ement ati on Consi der ati ons

The follow ng di scussion provides sonme gui dance on the inplenentation
of the RTP features described in this neno. The focus is on a WbRTC
end- poi nt i nplenmentation perspective, and while sone nention is nade
of the behavi our of m ddl eboxes, that is not the focus of this neno.

1. RTP Sessi ons and Peer Connecti ons

An RTP session is an associ ati on anong RTP nodes, which have a single
shared SSRC space. An RTP session can include a | arge nunber of end-
poi nts and nodes, each sourcing, sinking, manipulating, or reporting

on the RTP nedia streans being sent within the RTP session

A Peer Connection is a point-to-point association between an end- poi nt
and sone other peer node. That peer node can be either an end-point
or a centralized processing node of sone type. Hence, an RTP session
can termnate imediately at the far end of a PeerConnection, or it

m ght continue as further discussed below for nultiparty sessions
(Section 12.3) and sessions with nultiple end points (Section 12.7).

A Peer Connection can contain one or nore RTP sessions, depending on
how it is set up, and how many UDP flows it uses. A conmmpbn usage has
been to have one RTP session per nedia type, e.g. one for audio and
one for video, each sent over a different UDP flow However, the
default usage in WbRTC will be to use one RTP session for all nedia
types, with RTP and RTCP nultipl exing (Section 4.5) al so nmandat ed.
This RTP session then uses only one UDP flow. However, for |egacy

i nterworking and fl ow based network prioritization (Section 12.9), a
WebRTC end- poi nt needs to support a node of operation where one RTP
session per nedia type is used. Currently, each RTP session has to
use its own UDP flow in this case, however it mght be possible to
mul ti pl ex several RTP sessions over a single UDP flow, see

Section 4. 4.

The multi-unicast- or mesh-based nmulti-party topology (Figure 1) is a
good exanple for this section as it concerns the relation between RTP
sessions and Peer Connections. In this topology, each participant
sends individual unicast RTP/UDP/IP flows to each of the other

partici pants using i ndependent PeerConnections in a full nesh. This
topol ogy has the benefit of not requiring central nodes. The
downside is that it increases the used bandwi dth at each sender by
requi ring one copy of the RTP nmedia streans for each participant that
are part of the same session beyond the sender itself. Hence, this
topology is limted to scenarios with few participants unl ess the
media is very | ow bandwi dth
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Figure 1: Milti-unicast

The mul ti-unicast topol ogy could be inplenented as a single RTP
session, spanning nultiple peer-to-peer transport |ayer connections,
or as several pairw se RTP sessions, one between each pair of peers.
To maintain a coherent mappi ng between the relati on between RTP
sessions and Peer Connections we recommend that one inplenents this as
i ndi vi dual RTP sessions. The only downside is that end-point A will
not learn of the quality of any transm ssion happeni ng between B and
C based on RTCP. This has not been seen as a significant downside as
no one has yet seen a clear need for why A would need to know about
the B's and C s comuni cation. An advantage of using separate RTP
sessions is that it enables using different nedia bit-rates to the
different peers, thus not forcing B to endure the same quality
reductions if there are limtations in the transport fromAto Cas C
will.

2. Miltiple Sources

A WebRTC end- poi nt night have nultiple caneras, mcrophones or audio
i nputs and thus a single end-point can source nultiple RTP nedia
streans of the sane nedia type concurrently. Even if an end-point
does not have nmultiple nedia sources of the sanme nedia type it has to
support transmission using nultiple SSRCs concurrently in the sane
RTP session. This is due to the requirement on an WbRTC end- poi nt
to support nultiple nmedia types in one RTP session. For exanple, one
audi o and one video source can result in the end-point sending with
two different SSRCs in the sane RTP session. As multi-party
conferences are supported, as discussed belowin Section 12.3, a
WebRTC end-point will need to be capabl e of receiving, decoding and
play out nultiple RTP nmedia streans of the same type concurrently.

tbd: Are any nechani sm needed to signal limtations in the nunber of
active SSRC that an end-point can handl e?
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12.3. Miltiparty

There are numerous situations and clear use cases for WDbRTC
supporting RTP sessions supporting nulti-party. This can be realized
in a nunber of ways using a nunber of different inplenentation
strategies. In the following, the focus is on the different set of
WebRTC end-point requirements that arise fromdifferent sets of

mul ti-party topol ogies.

The mul ti-unicast mesh (Figure 1)-based nulti-party topol ogy
di scussed above provides a non-centralized solution but can incur a

heavy tax on the end-points’ outgoing paths. It can also consune
| arge anount of encoding resources if each outgoing streamis
specifically encoded. |If an encoding is transnmitted to nultiple

parties, as in sone inplenentations of the nesh case, a requirenent
on the end-point becones to be able to create RTP nedia streans
suitable for nmultiple destinations requirenments. These requirenents
can both be dependent on transport path and the different end-points
preferences related to play out of the nedia.

+---+ Fomm e - - + +---+

| Al<--->] |<----> B

+-- -+ | | +-- -+
| M xer |

+-- -+ | | +-- -+

| Cl<---->] |<----> D|

+---+ Fomm e - - + +---+

Figure 2: RTP Mxer with Only Unicast Paths

A Mxer (Figure 2) is an RTP end-point that optimizes the

transm ssion of RTP nedia streams fromcertain perspectives, either
by only sending some of the received RTP nedia streamto any given
recei ver or by providing a conbined RTP nedia streamout of a set of
contributing streans. There are various nethods of inplenentation as
di scussed in Appendix A 3. A compn aspect is that these centra
nodes can use a nunber of tools to control the nedia encoding

provi ded by a WbRTC end-point. This includes functions |ike
requesting breaking the encodi ng chain and have the encoder produce a
so called Intra frane. Another is limting the bit-rate of a given
streamto better suit the mixer view of the nmultiple down-streans.

O hers are controlling the nost suitable frame-rate, picture
resolution, the trade-off between franme-rate and spatial quality.

A mxer gets a significant responsibility to correctly perform

congestion control, source identification, nmanage synchronization
whil e providing the application with suitable nedia optinzations.
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M xers al so need to be trusted nodes when it cones to security as it
mani pul ates either RTP or the nedia itself before sending it on
towards the end-point(s), thus they need to be able to decrypt and
then encrypt it before sending it out.

4. SSRC Col |lision Detection

The RTP standard [ RFC3550] requires any RTP inplenmentation to have
support for detecting and handling SSRC collisions, i.e., resolve the
conflict when two different end-points use the same SSRC value. This
requirenent al so applies to WbRTC end-points. There are severa
scenari os where SSRC col |isions can occur

In a point-to-point session where each SSRC i s associated with either
of the two end-points and where the main media carrying SSRC
identifier will be announced in the signalling channel, a collision
is less likely to occur due to the infornmation about used SSRCs

provi ded by Source-Specific SDP Attributes [RFC5576]. Still if both
end-points start uses an new SSRC identifier prior to having
signalled it to the peer and received acknow edgenent on the
signalling nessage, there can be collisions. The Source-Specific SDP
Attributes [ RFC5576] contains no nechanismto resolve SSRC col lisions
or reject a end-points usage of an SSRC

There coul d al so appear SSRC val ues that are not signalled. This is
more likely than it appears as certain RTP functions need extra SSRCs
to provide functionality related to another (the "main") SSRC, for
exanpl e, SSRC nmultipl exed RTP retransm ssion [ RFC4588]. |In those
cases, an end-point can create a new SSRC that strictly doesn’t need
to be announced over the signalling channel to function correctly on
both RTP and Peer Connection | evel

The nmore likely case for SSRC collision is that multiple end-points
inanultiparty conference create new sources and signals those
towards the central server. In cases where the SSRC/ CSRC are
propagat ed between the different end-points fromthe central node
col l'i sions can occur

Anot her scenario is when the central node manages to connect an end-
poi nt’ s Peer Connection to another PeerConnection the end- point

al ready has, thus formng a | oop where the end-point will receive its
own traffic. Wiile is is clearly considered a bug, it is inportant
that the end-point is able to recognise and handle the case when it
occurs. This case becomes even nore probl emati c when nmedi a m xers,
and so on, are involved, where the streamreceived is a different
streambut still contains this client’s input.

These SSRC/ CSRC col lisions can only be handl ed on RTP | evel as |ong
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as the sane RTP session is extended across nultiple PeerConnections
by a RTP m ddl ebox. To resolve the nore generic case where multiple
Peer Connections are interconnected, then identification of the nedia
source(s) part of a Medi aStreanirack bei ng propagated across nultiple
i nt erconnect ed Peer Connecti on needs to be preserved across these

i nt erconnecti ons.

5. Contributing Sources and the CSRC Li st

RTP all ows a m xer, or other RTP-layer m ddl ebox, to conbine nedia
flows fromnultiple sources to forma new nedia flow. The RTP data
packets in that new flow will include a Contributing Source (CSRC)
list, indicating which original SSRCs contributed to the conbi ned
packet. As described in Section 4.1, inplenmentations need to support
reception of RTP data packets containing a CSRC |ist and RTCP packets
that relate to sources present in the CSRC |ist.

The CSRC |Iist can change on a packet-by-packet basis, dependi ng on
the mi xi ng operation being perforned. Know edge of what sources
contributed to a particular RTP packet can be inportant if the user
interface indicates which participants are active in the session
Changes in the CSRC |ist included in packets needs to be exposed to
the WebRTC application using some API, if the application is to be
able to track changes in session participation. It is desirable to
map CSRC val ues back into WebRTC Medi aStreamidentities as they cross
this APlI, to avoid exposing the SSRC/ CSRC nane space to JavaScri pt
appl i cations.

If the mixer-to-client audio |evel extension [RFC6465] is being used
in the session (see Section 5.2.3), the information in the CSRC |i st
is augrmented by audio level information for each contributing source.
This information can usefully be exposed in the user interface.

This meno does not require inplenentations to be able to add a CSRC
list to outgoing RTP packets. It is expected that the any CSRC |i st
will be added by a mixer or other niddlebox that performnms in-network
processing of RTP streans. |If there is a desire to allow end-system
m xing, the requirenment in Section 4.1 will need to be updated to
support setting the CSRC list in outgoing RTP data packets.

6. Media Synchronization

When an end- point sends nmedia fromnore than one nedia source, it
needs to consider if (and which of) these media sources are to be
synchroni zed. I n RTP/RTCP, synchronisation is provided by having a
set of RTP nedia streans be indicated as com ng fromthe sane
synchroni sati on context and | ogi cal end-point by using the sane CNAVE
identifier.
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The next provision is that the internal clocks of all media sources,
i.e., what drives the RTP tinestanp, can be correlated to a system
clock that is provided in RTCP Sender Reports encoded in an NTP
format. By correlating all RTP tinestanps to a comobn system cl ock
for all sources, the timng relation of the different RTP nedia
streans, also across multiple RTP sessions can be derived at the
receiver and, if desired, the streans can be synchroni zed. The
requirenent is for the nedia sender to provide the correlation
information; it is up to the receiver to use it or not.

7. Miltiple RTP End-points

Sone usages of RTP beyond the recomrend topologies result in that an
WebRTC end- poi nt sending media in an RTP session out over a single
Peer Connection will receive receiver reports frommnultiple RTP
receivers. Note that receiving nmultiple receiver reports is expected
because any RTP node that has nultiple SSRCs has to report to the
medi a sender. The difference here is that they are multiple nodes,
and thus will likely have different path characteristics.

RTP M xers can create a situation where an end-poi nt experiences a
situation in-between a session with only two end-points and nultiple
end-points. M xers are expected to not forward RTCP reports
regarding RTP medi a streans across thenmselves. This is due to the
difference in the RTP nedia streans provided to the different end-
points. The original media source |acks information about a mxer’s
mani pul ations prior to sending it the different receivers. This
scenario also results in that an end-point’s feedback or requests
goes to the nmixer. Wen the mxer can't act on this by itself, it is
forced to go to the original nedia source to fulfil the receivers
request. This will not necessarily be explicitly visible any RTP and
RTCP traffic, but the interactions and the time to conplete themw ||
i ndi cate such dependenci es.

The topol ogies in which an end-point receives receiver reports from
mul ti ple other end-points are the centralized relay, nulticast and an
end-point forwarding an RTP nedia stream Having nultiple RTP nodes
receive an RTP fl ow and send reports and feedback about it has
several inpacts. As previously discussed (Section 12.3) any codec
control and rate control needs to be capable of nerging the
requirenents and preferences to provide a single best encoding
according to the situation RTP nmedia stream Specifically, when it
cones to congestion control it needs to be capable of identifying the
different end-points to formindependent congestion state information
for each different path.

Provi di ng source authentication in nulti-party scenarios is a
chal l enge. 1n the m xer-based topol ogi es, end-points source
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aut hentication is based on, firstly, verifying that nmedia comes from
the m xer by cryptographic verification and, secondly, trust in the
m xer to correctly identify any source towards the end-point. |In RTP
sessions where nmultiple end-points are directly visible to an end-
point, all end-points will have know edge about each others’ naster
keys, and can thus inject packets clained to cone from anot her end-
point in the session. Any node performing relay can perform non-
cryptographic mtigation by preventing forwarding of packets that
have SSRC fields that came from ot her end-points before. For
cryptographic verification of the source SRTP would require
additional security mechanisns, |ike TESLA for SRTP [ RFC4383].

8. Simul cast

This section discusses simulcast in the neaning of providing a node,
for exanple a Mxer, with nultiple different encoded versions of the
same nedia source. In the WDbRTC context, this could be acconplished
intw ways. One is to establish multiple PeerConnection all being
feed the same set of WebRTC Medi aStreans. Another nmethod is to use
multiple WebRTC Medi aStreans that are differently configured when it
comes to the nedia parameters. This would result in that multiple
different RTP Media Streans (SSRCs) being in used with different
encodi ng based on the sane nedia source (canera, nicrophone).

When intending to use sinmulcast it is inportant that this is nade
explicit so that the end-points don’t automatically try to optim ze
away the different encodi ngs and provide a single comon version.
Thus, sone explicit indications that the intent really is to have
different nedia encodings is likely needed. It is to be noted that
it mght be a central node, rather than an WebRTC end- poi nt that
woul d benefit fromreceiving simulcast media sources.

tbd: How to perform sinul cast needs to be determ ned and the
appropriate APl or signalling for its usage needs to be defi ned.

9. Differentiated Treatnment of Fl ows

There are use cases for differentiated treatnent of RTP nedia
streanms. Such differentiation can happen at several places in the
system First of all is the prioritization within the end-point
sendi ng the nedia, which controls, both which RTP nedia streans that
will be sent, and their allocation of bit-rate out of the current
avai | abl e aggregate as determ ned by the congestion control

It is expected that the WebRTC APl will allow the application to
indicate relative priorities for different MediaStreamliracks. These
priorities can then be used to influence the |ocal RTP processing,
especially when it cones to congestion control response in howto
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di vide the avail abl e bandwi dth between the RTP flows. Any changes in
relative priority will also need to be considered for RTP fl ows that
are associated with the main RTP flows, such as RTP retransm ssion
streans and FEC. The inportance of such associated RTP traffic flows
i s dependent on the nedia type and codec used, in regards to how
robust that codec is to packet |oss. However, a default policy mght
to be to use the sane priority for associated RTP flows as for the
primary RTP fl ow.

Secondly, the network can prioritize packet flows, including RTP
medi a streans. Typically, differential treatnent includes two steps,
the first being identifying whether an | P packet belongs to a class
that has to be treated differently, the second the actual nechani sm
to prioritize packets. This is done according to three nethods;

DiffServ: The end-point marks a packet with a DiffServ code point to
indicate to the network that the packet belongs to a particul ar
cl ass.

Fl ow based: Packets that need to be given a particular treatnment are
identified using a combination of IP and port address.

Deep Packet Inspection: A network classifier (DPl) inspects the
packet and tries to determine if the packet represents a
particul ar application and type that is to be prioritized.

Fl ow- based differentiation will provide the sane treatnent to al
packets within a flow, i.e., relative prioritization is not possible.
Moreover, if the resources are limted it might not be possible to
provide differential treatment conpared to best-effort for all the
flows in a WebRTC application. Wen flow based differentiation is
avai | abl e the WebRTC application needs to know about it so that it
can provide the separation of the RTP nedia streans onto different
UDP flows to enable a nore granul ar usage of flow based
differentiation. That way at |east providing different
prioritization of audio and video if desired by application

D ffServ assunes that either the end-point or a classifier can mark
the packets with an appropriate DSCP so that the packets are treated
according to that marking. |If the end-point is to mark the traffic
two requirenents arise in the WebRTC context: 1) The WbRTC
application or browser has to know which DSCP to use and that it can
use them on sonme set of RTP nedia streans. 2) The information needs
to be propagated to the operating systemwhen transnmitting the
packet. These issues are discussed in DSCP and ot her packet marKkings
for RTCWeb QS [I-D.ietf-rtcweb-qos].

For packet based marking schenes it would be possible in the context
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to mark individual RTP packets differently based on the relative
priority of the RTP payload. For exanple video codecs that has I,P
and B pictures could prioritise any payl oads carrying only B franes
| ess, as these are |less damaging to | oose. But as default policy al
RTP packets related to a nedia stream ought to be provided with the
same prioritization

It is also inportant to consider how RTCP packets associated with a
particul ar RTP nedia flow need to be marked. RTCP conpound packets
with Sender Reports (SR), ought to be marked with the same priority
as the RTP nedia flowitself, so the RTCP-based round-trip tine (RTT)
nmeasurenents are done using the same flow priority as the nmedia fl ow
experiences. RTCP conmpound packets containing RR packet ought to be
sent with the priority used by the nmajority of the RTP nmedia fl ows
reported on. RTCP packets containing time-critical feedback packets
can use higher priority to inprove the tineliness and |ikelihood of
delivery of such feedback.

Open | ssues

This section contains a summary of the open issues or to be done
things noted in the docunent:

1. Need to add references to the RTP payload format for the Video
Codec chosen in Section 4. 3.

2. The nmet hods and sol utions for RTP nultiplexing over a single
transport is not yet finalized in Section 4.4.

3. RTP congestion control algorithns will probably require some
f eedback i nformation to be conveyed in RTCP. Are the tools that
are mandated by this nmenmo sufficient, or do we need additiona
i nformation Section 7.27?

4, RTP congestion control could be inplenenting using either a
sender - based al gorithmor a receiver-based algorithm To ensure
interoperability, does this nenmo need to nandate which end is in
charge of congestion control for a path Section 7.2?

5. Still open if any RTCP XR performance netrics are needed, as
di scussed in Section 8.

6. The APl mapping to RTP |l evel concepts has to be agreed and
docunented in Section 11.

7. An open question if any requirenents are needed to agree and
limt the nunber of sinmultaneously used nedia sources (SSRCs)
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within an RTP session. See Section 12. 2.

8. The met hod for achieving sinulcast of a nedia source has to be
deci ded as discussed in Section 12.8.

9. Possi bl e docunent ati on of what support for differentiated
treatnent that are needed on RTP level as the APl and the
network | evel specification matures as discussed in
Section 12.9.

10. Editing of Appendix A to renpve redundancy between this and the
updat e of RTP Topol ogi es
[1-D. westerlund-avtcore-rtp-topol ogi es-update].

14. | ANA Consi derations
This meno makes no request of | ANA

Note to RFC Editor: this section is to be renoved on publication as
an RFC

15. Security Considerations

The overall security architecture for WebRTC i s described in
[I-D.ietf-rtcweb-security-arch], and security considerations for the
WebRTC framework are described in [I-D.ietf-rtcweb-security]. These
considerations apply to this neno al so.

The security considerations of the RTP specification, the RTP/ SAVPF
profile, and the various RTP/ RTCP extensions and RTP payl oad formats
that formthe conplete protocol suite described in this nmeno apply.
We do not believe there are any new security considerations resulting
fromthe conbinati on of these various protocol extensions.

The Extended Secure RTP Profile for Real-tinme Transport Contro

Prot ocol (RTCP)-Based Feedback [ RFC5124] (RTP/ SAVPF) provi des
handl i ng of fundanental issues by offering confidentiality, integrity
and partial source authentication. A mandatory to inplenent nedia
security solution is (thd).

RTCP packets convey a Canoni cal Name (CNAME) identifier that is used
to associate nmedia flows that need to be synchroni sed across rel ated
RTP sessions. Inappropriate choice of CNAVE val ues can be a privacy
concern, since long-term persistent CNAME identifiers can be used to
track users across nultiple WbRTC calls. Section 4.9 of this neno
provi des guidelines for generation of untraceabl e CNAME val ues t hat
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alleviate this risk.

The guidelines in [ RFC6562] apply when using variable bit rate (VBR)
audi o codecs such as Qpus (see Section 4.3 for discussion of nandated
audi o codecs). These guidelines in [RFC6562] also apply, but are of

| esser inportance, when using the client-to-m xer audio | evel header
extensions (Section 5.2.2) or the mixer-to-client audio | evel header
ext ensi ons (Section 5.2.3).
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Appendi x A, Supported RTP Topol ogi es

RTP supports both unicast and group communication, with participants
bei ng connected using wi de range of transport-|ayer topol ogies. Sone
of these topologies involve only the end-points, while others use RTP
translators and m xers to provide in-network processing. Properties
of some RTP topol ogi es are discussed in

[1-D. westerlund-avtcore-rtp-topol ogi es-update], and we further
descri be those expected to be useful for WebRTC in the followi ng. W
al so goes into inportant RTP session aspects that the topol ogy or

i mpl ementation variant can place on a WbRTC end- poi nt.

This section includes RTP topol ogi es beyond the RECOMVENDED ones.
This in an attenpt to highlight the differences and the in many case
smal |l differences in inplenmentation to support a |larger set of
possi bl e topol ogi es.

(tbd: This section needs reworking and clearer relation to
[1-D. westerlund-avtcore-rtp-topol ogi es-update].)

A 1. Poi nt to Point

The point-to-point RTP topology (Figure 3) is the sinplest scenario
for WebRTC applications. This is going to be very conmon for user to
user calls.

oot oot
| A e > B |
P P

Figure 3: Point to Point

This being the basic one lets use the topology to high-light a couple
of details that are conmmon for all RTP usage in the WbRTC cont ext.
First is the intention to nultiplex RTP and RTCP over the sane UDP-
flow Secondly is the question of using only a single RTP session or
one per nedia type for legacy interoperability. Thirdly is the
question of using multiple sender sources (SSRCs) per end-point.

Hi storically, RTP and RTCP have been run on separate UDP ports. Wth
the increased use of Network Address/Port Translation (NAPT) this has
beconme problematic, since maintaining multiple NAT bindings can be
costly. It also conplicates firewall adm nistration, since multiple
ports need to be opened to allow RTP traffic. To reduce these costs
and session set-up tinmes, support for nultiplexing RTP data packets
and RTCP control packets on a single port [RFC5761] will be

support ed.
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In cases where there is only one type of nmedia (e.g., a voice-only

call) this topology will be inplemented as a single RTP session, wth
bidirectional flows of RTP and RTCP packets, all then nultiplexed
onto a single 5-tuple. If nultiple types of nedia are to be used

(e.g., audio and video), then each type nedia can be sent as a
separate RTP session using a different 5-tuple, allowing for separate
transport level treatnent of each type of nedia. Alternatively, al
types of nmedia can be nmultiplexed onto a single 5-tuple as a single
RTP session, or as several RTP sessions if using a demultiplexing
shim Miltiplexing different types of nedia onto a single 5-tuple

pl aces sone limtations on how RTP is used, as described in "RTP

Mul ti pl exi ng Architecture”

[1-D. westerlund-avtcore-multiplex-architecture]. It is not expected
that these limtations will significantly affect the scenarios
targeted by WebRTC, but they can inpact interoperability with |egacy
systens.

An RTP session have good support for sinultaneously transport
mul ti pl e medi a sources. Each nmedia source uses an uni que SSRC
identifier and each SSRC has i ndependent RTP sequence nunber and

ti mestanp spaces. This is being utilized in WbRTC for severa
cases. One is to enable nultiple nedia sources of the sane type, an
end- point that has two video caneras can potentially transmt video
fromboth to its peer(s). Another usage is when a single RTP session
is being used for both nultiple nmedia types, thus an end-point can
transmt both audio and video to the peer(s). Thirdly to support
multi-party cases as will be discussed bel ow support for nultiple
SSRC of the sane nedia type is needed.

Thus we can introduce a couple of different notations in the bel ow
two alternate figures of a single peer connection in a point to point
set-up. The first depicting a setup where the peer connection
established has two different RTP sessions, one for audio and one for
video. The second one using a single RTP session. In both cases A
has two video streans to send and one audio stream B has only one
audi o and video stream These are used to illustrate the relation
bet ween a peer Connection, the UDP flow(s), the RTP session(s) and the
SSRCs that will be used in the later cases also. In the bel ow
figures RTCP flows are not included. They will flow bi-directionally
bet ween any RTP session instances in the different nodes.
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Figure 4: Point to Point: Miltiple RTP sessions

As can be seen above in the Point to Point: Miltiple RTP sessions
(Figure 4) the single Peer Connection contains two RTP sessions over
different UDP flows UDP 1 and UDP 2, i.e. their 5-tuples will be
different, normally on source and destination ports. The first RTP
session (RTP1l) carries audio, one streamin each direction AAl and
BA1. The second RTP session contains two video streams fromA (AV1
and AV2) and one fromB to A (BV1).
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In (Figure 5) there is only a single UDP fl
This RTP session carries a tota
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of five (5) RTP nedia streans

and two video (AV1 and

(SSRCs). From A to B there is Audio (AAl)

AV2). FromB to Athere is Audio (BAl) and Video (BV1).
A 2. Milti-Unicast (Mesh)

For small nultiparty calls, it is practica

topol ogy (Figure 6).
i ndi vi dual

In this topol ogy,

usi ng i ndependent Peer Connections in a ful
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to set up a nulti-unicast

each partici pant sends
uni cast RTP/UDP/IP flows to each of the other participants

mesh.

Figure 6: Milti-unicast

This topol ogy has the benefit of not
downside is that it

requir
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requi ring one copy of the RTP nedia streans for each participant that
are part of the same session beyond the sender itself. Hence, this
topology is limted to scenarios with few participants unl ess the
media is very | ow bandwi dth. The nulti-unicast topology could be

i mpl emented as a single RTP session, spanning nultiple peer-to-peer
transport | ayer connections, or as several pairw se RTP sessions, one
bet ween each pair of peers. To maintain a coherent mappi ng between
the rel ati on between RTP sessi ons and Peer Connecti ons we reconmend
that one inplenments this as individual RTP sessions. The only
downside is that end-point Awll not learn of the quality of any
transm ssi on happeni ng between B and C based on RTCP. This has not
been seen as a significant downsi de as now one has yet seen a need
for why A would need to know about the B's and C s conmuni cation. An
advant age of using separate RTP sessions is that it enabl es using
different media bit-rates to the different peers, thus not forcing B
to endure the sane quality reductions if there are linmtations in the
transport fromAto Cas Cwll.

- T T + +-B--me - +
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I - ] A | BAL L
|| I e I |------- 1
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|| I I |---------- + |
|| sabREEEEEEEEES I e + |
|| I === - +
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Figure 7: Session structure for Milti-Unicast Setup

Lets review how t he RTP sessions | ooks from A s perspective by
considering both how the media is a handl ed and what Peer Connecti ons
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and RTP sessions that are set-up in Figure 7. A s mcrophone is
captured and the digital audio can then be feed into two different
encoder instances each beeing associated with two different

Peer Connecti ons (PeerCl and Peer C2) each containing i ndependent RTP
sessions (RTP1 and RTP2). The SSRCs in each RTP session wll be
compl etely i ndependent and the nmedia bit-rate produced by the encoder
can al so be tuned to address any congestion control requirenents
between A and B differently then for the path Ato C

For nedi a encodi ngs which are nore resource consumi ng, |ike video,
one could expect that it will be comon that end-points that are
resource constrained will use a different inplenentation strategy
where the encoder is shared between the different PeerConnections as
shown bel ow Fi gure 8.

B L e e + +-B-----e e e - - +
| +---+ [ | |
| | CAM +- Peer Cl------ | | - PeerCl------ +
| +---+ | +-UDP1------ [ | - UDP1------ + ] |
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| Vv | | | +-Video-| |-Video-+ | | | |
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[|ENC | ----+-4-+-4--->SAV]| - - - - - - oo oo - - >| [ 111 |
e S B BN ESEEERS | [EEEREEE 10
| IRESEEETEEES | [EEEREEEEE 10
| | e | EEREEEEERED 1
| R RERREEEE | [EEEEEEEREEEES + |
| | |- +
|| I
| | +-C - - +
| +- PeerC2------ [ | - PeerC2------ +
| ] | +-UDP2------ [ | - UDP2- - - - - - + ] |
| | | +-RTP2----| | - RTP2----+ | | |
| | | | +-Video-| |-Video-+ | | | |
| +------- R S i AV I >| [ ] ]
I L] | <----mmmmmmoiie | Cv1 (O
I [ I |------- L I
I e I |--------- ]
I e I | === + ]
I Lab bbbl I |- oo +
o e e e e e e e o oo + Fom e e e oo +
Fi gure 8: Single Encoder Milti-Unicast Setup
This will clearly save resources consumed by encodi ng but does

i ntroduce the need for the end-point A to make decisions on how it
encodes the nmedia so it suites delivery to both B and C. This is not
limted to congestion control, also preferred resolution to receive
based on dispaly area avail able is another aspect requiring
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consideration. The need for this type of decision |ogic does arise
in several different topol ogies and inplenentation

A. 3. M xer Based

An mixer (Figure 9) is a centralised point that selects or mixes
content in a conference to optinise the RTP session so that each end-
poi nt only needs connect to one entity, the mixer. The m xer can

al so reduce the bit-rate needed fromthe nm xer down to a conference
participants as the nedia sent fromthe mxer to the end-point can be
optinised in different ways. These optim sations include nethods
like only choosing nedia fromthe currently nost active speaker or

ni xi ng together audio so that only one audio streamis needed instead
of 3 in the depicted scenario (Figure 9).

+- - -+ T + +- - -+

| Al<--->] |<---->| B|

+---+ | | +---+
[ M xer [

+---+ | | +---+

| Cl<---> |<---->| D|

+- - -+ T + +- - -+

Figure 9: RTP M xer with Only Unicast Paths

M xers have two downsides, the first is that the mxer has to be a
trusted node as they either perfornms nedia operations or at |east re-
packetize the nedia. Both type of operations requires when using
SRTP that the mixer verifies integrity, decrypts the content, perform
its operation and form new RTP packets, encrypts and integrity
protect them This applies to all types of nixers described bel ow

The second downside is that all these operations and optim zation of
the session requires processing. How nuch depends on the
i mpl ementation as will becone evident bel ow

The inplenmentation of an m xer can take several different forns and
we wWill discuss the main thenmes avail able that doesn’'t break RTP

Pl ease note that a M xer could al so contain translator
functionalities, like a nedia transcoder to adjust the nedia bit-rate
or codec used on a particular RTP nedia stream

A.3.1. Media Mxing
This type of mixer is one which clearly can be called RTP m xer is

likely the one that nost thinks of when they hear the term m xer
Its basic patter of operation is that it will receive the different
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partici pants RTP nedia stream Select which that are to be included
in a nmedia domain nmix of the incom ng RTP nmedia streanms. Then create
a single outgoing streamfromthis m x

Audio nmixing is straight forward and comonly possible to do for a
nunber of participants. Lets assunme that you want to m x N nunber of
streans fromdifferent participants. Then the m xer need to perform
decoding Ntimes. Then it needs to produce N or N+1 m xes, the
reasons that different m xes are needed are so that each contributing
source get a mix which don't contain thenselves, as this would result
in an echo. Wwen Nis lower than the nunber of all participants one
can produce a Mx of all N streans for the group that are curently
not included in the nmix, thus N+1 mixes. These audio streans are
then encoded again, RTP packetized and sent out.

Video can't really be "m xed" and produce sonething particul ar useful
for the users, however creating an conposition out of the contributed
video streans can be done. |In fact it can be done in a nunber of
ways, tiling the different streans creating a chessboard, selecting
someone as nore inportant and showi ng them | arge and a number of
other sources as smaller is another. Also here one commonly need to
produce a nunber of different conpositions so that the contributing
part doesn’'t need to see thenselves. Then the nixer re-encodes the
created video stream RTP packetize it and send it out

The problemwith media mixing is that it both consume |arge amount of
medi a processing and encodi ng resources. The second is the quality
degradation created by decodi ng and re-encodi ng the RTP nedia stream
Its advantage is that it is quite sinplistic for the clients to
handl e as they don't need to handl e |ocal m xing and conposition
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Fi gure 10: Session and SSRC details for

From an RTP perspective nedia mxing can be very straight forward as

The m xer present one SSRC towards the

can be seen in Figure 10.

peer client,

which is the nedia m x of the other

As each peer receives a different version produced by

MAL to Peer A,

e.g.

rel ati on between the different RTP

the m xer there are no actua

partici pants.
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sessions in the actual nmedia or the transport |evel information.
There is however one connection between RTP1-RTP3 in this figure. It
has to do with the SSRC space and the identity information. Wen A
receives the MAL stream which is a conbination of BA1 and CAl streans
in the other PeerConnections RTP could enable the mixer to include
CSRC information in the MAL streamto identify the contributing
source BAl1 and CA1l.

The CSRC has in its turn utility in RTP extensions, like the in
Section 5.2.3 discussed Mxer to Cient audio |evels RTP header
extension [ RFC6465]. |If the SSRC from one PeerConnection are used as
CSRC i n anot her Peer Connection then RTP1, RTP2 and RTP3 becomes one
joint session as they have a conmon SSRC space. At this stage one

al so need to consider which RTCP informati on one need to expose in
the different I egs. For the above situation commonly nothing nore
than the Source Description (SDES) information and RTCP BYE for CSRC
need to be exposed. The nmain goal would be to enable the correct

bi ndi ng against the application |ogic and other information sources.
This also enables |l oop detection in the RTP session

A 3.1.1. RTP Session Term nation

There exi st an possible inplenentation choice to have the RTP
sessions bei ng separated between the different legs in the nulti-
party communi cation session and only generate RTP nedia streans in
each without carrying on RTP/RTCP |l evel any identity information
about the contributing sources. This renoves both the functionality
that CSRC can provide and the possibility to use any extensions that
build on CSRC and the | oop detection. It mght appear a
sinplification if SSRC collision would occur between two different
end- points as they can be avoided to be resolved and instead remapped
bet ween the independent sessions if at all exposed. However, SSRC/
CSRC renmappi ng requires that SSRC/ CSRC are never exposed to the
WebRTC JavaScript client to use as reference. This as they only have
| ocal inportance if they are used on a nmulti-party session scope the
result would be nmis-referencing. Al so SSRC collision handling wll
still be needed as it can occur between the nixer and the end- point.

Session term nati on m ght appear to resolve sone issues, it however
creates other issues that needs resolving, |ike |oop detection
identification of contributing sources and the need to handl e napped
identities and ensure that the right one is used towards the right
identities and never used directly between nultiple end-points.

A.3.2. Media Switching

An RTP M xer based on nedia swi tching avoids the nedi a decodi ng and
encoding cycle in the mxer, but not the decryption and re-encryption
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cycle as one rewites RTP headers. This both reduces the amount of
comput ati onal resources needed in the nixer and increases the nmedia
quality per transmitted bit. This is achieve by letting the m xer
have a nunmber of SSRCs that represents conceptual or functiona
streans the mixer produces. These streans are created by selecting
nmedi a fromone of the by the ni xer received RTP media streans and
forward the nmedia using the nmixers own SSRCs. The mi xer can then

swi tch between avail able sources if that is needed by the concept for
the source, like currently active speaker

To achi eve a coherent RTP nmedia streamfromthe mxer’s SSRC t he
nmxer is forced to rewite the incom ng RTP packet’s header. First
the SSRC field has to be set to the value of the Mxer’'s SSRC
Secondl y, the sequence nunber is set to the next in the sequence of
out goi ng packets it sent. Thirdly the RTP tinmestanp val ue needs to
be adjusted using an offset that changes each tinme one switch nedia
source. Finally depending on the negotiation the RTP payl oad type
val ue representing this particular RTP payl oad configuration night
have to be changed if the different PeerConnections have not arrived
on the sane nunbering for a given configuration. This also requires
that the different end-points do support a conmon set of codecs,
otherw se nedia transcoding for codec conpatibility is still needed.

Lets consider the operation of nedia switching m xer that supports a
vi deo conference with six participants (A-F) where the two | atest
speakers in the conference are shown to each participants. Thus the
m xer has two SSRCs sending video to each peer
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Figure 11: Media Switching RTP M xer

reduce the bit-rate needed towards the different peers by sel ecting
and switching in a sub-set of RTP nedia streans out of the ones it

The Media Switching RTP nmixer can simlar to the Media M xing one
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receives fromthe conference participations.

To ensure that a nmedia receiver can correctly decode the RTP nedia
streamafter a switch, it becones necessary to ensure for state
saving codecs that they start fromdefault state at the point of
switching. Thus one common tool for video is to request that the
encoding creates an intra picture, sonething that isn't dependent on
earlier state. This can be done using Full Intra Request RTCP codec
control nessage as discussed in Section 5.1.1

Also in this type of m xer one could consider to terminate the RTP
sessions fully between the different PeerConnection. The sane
argunents and consi derations as discussed in Appendix A 3.1.1 applies
here.

A . 3.3. Media Projecting

Anot her nethod for handling nedia in the RTP nixer is to project al
potential sources (SSRCs) into a per end-point independent RTP
session. The m xer can then select which of the potential sources
that are currently actively transmtting nedia, despite that the

m xer in another RTP session receives nedia fromthat end-point.
This is simlar to the nmedia switching M xer but have sone inportant
differences in RTP details.
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Figure 12: Media Projecting M xer

So in this six participant conference depicted above in (Figure 12)
one can see that end-point Awll in this case be aware of 5 inconing
SSRCs, BV1-FV1. |If this nixer intend to have the same behavior as in
Appendi x A 3.2 where the mixer provides the end-points with the two

| at est speaking end-points, then only two out of these five SSRCs
will concurrently transmt nedia to A. As the mixer selects which
source in the different RTP sessions that transmit nmedia to the end-
poi nts each RTP nedia streamw || require sonme rewiting when being
projected fromone session into another. The main thing is that the
sequence nunmber will need to be consecutively increnented based on
the packet actually being transmitted in each RTP session. Thus the
RTP sequence nunber offset will change each time a source is turned
on in RTP session

As the RTP sessions are independent the SSRC nunbers used can be
handl ed i ndependently al so thus working around any SSRC col li sions by
havi ng remappi ng tabl es between the RTP sessions. However the

rel ated WebRTC Medi aStream signalling need to be correspondi ngly
changed to ensure consi stent WbRTC Medi aStream to SSRC mappi ngs

bet ween the different PeerConnections and the sane conment that

hi gher functions MJST NOT use SSRC as references to RTP nedia streans
applies al so here.

The m xer will also be responsible to act on any RTCP codec contro
requests conming froman end-point and decide if it can act on it
locally or needs to translate the request into the RTP session that
contains the nedia source. Both end-points and the mxer will need
to inplement conference related codec control functionalities to
provi de a good experience. Full Intra Request to request fromthe
medi a source to provide swi tching points between the sources,
Tenporary Maxi mnum Media Bit-rate Request (TMVBR) to enable the m xer
to aggregate congestion control response towards the nmedia source and
have it adjust its bit-rate in case the limtationis not in the
source to m xer |ink.

This version of the mixer also puts different requirenents on the
end- poi nt when it conmes to decoder instances and handling of the RTP
medi a streans providing nedia. As each projected SSRC can at any
tinme provide nedia the end-point either needs to handl e having thus
many al | ocat ed decoder instances or have efficient swtching of
decoder contexts in a nore limted set of actual decoder instances to
cope with the switches. The WbRTC application also gets nore
responsibility to update how the nedia provides is to be presented to
t he user.
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A.4. Transl ator Based

There is also a variety of translators. The core commonality is that
they do not need to nake thenselves visible in the RTP | evel by
havi ng an SSRC t hensel ves. Instead they sit between one or nore end-
point and performtranslation at sone level. It can be nmedia
transcodi ng, protocol translation or covering mssing functionality
for a |l egacy end-point or sinply relay packets between transport
domains or to realize nulti-party. W will go in details bel ow.

A 4.1. Transcoder

A transcoder operates on nedia level and really used for two
purposes, the first is to allow two end-points that doesn’'t have a
common set of nedia codecs to communi cate by translating from one
codec to another. The second is to change the bit-rate to a | owner
one. For WebRTC end-points conmunicating with each other only the
first one is relevant. In certain |egacy depl oynent nedia transcoder
will be necessary to ensure both codecs and bit-rate falls within the
envel ope the | egacy end-point supports.

As transcoding requires access to the nmedia, the transcoder has to be
within the security context and access any nedia encryption and
integrity keys. On the RTP plane a nedia transcoder will in practice
fork the RTP session into two different domains that are highly
decoupl ed when it cones to nedia paraneters and reporting, but not
identities. To maintain signalling bindings to SSRCs a transcoder is
likely needing to use the SSRC of one end-point to represent the
transcoded RTP nedia streamto the other end-point(s). The
congestion control loop can be termnated in the transcoder as the
medi a bit-rate being sent by the transcoder can be adjusted

i ndependently of the incomng bit-rate. However, for optimzing
performance and resource consunption the translator needs to consider
what signals or bit-rate reductions it needs to send towards the
source end-point. For exanple receiving a 2.5 Mps video stream and
then send out a 250 kbps video stream after transcoding is a waste of
resources. In nost cases a 500 kbps video streamfromthe source in
the right resolution is likely to provide equal quality after
transcoding as the 2.5 Mps source stream At the sane tine
increasing nedia bit-rate further than what is needed to represent
the incomng quality accurate is al so wasted resources.
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Fi gure 13: Media Transcoder

Fi gure 13 exposes sone inportant details. First of all you can see
the SSRC identifiers used by the translator are the correspondi ng
end-points. Secondly, there is a relation between the RTP sessions
in the two different PeerConnections that are represented by having
both parts be identified by the same | evel and they need to share
certain contexts. Also certain type of RTCP nessages will need to be
bri dged between the two parts. Certain RTCP feedback nessages are
likely needed to be sourced by the translator in response to actions
by the translator and its medi a encoder.

A 4.2. Gateway / Protocol Transl ator

Gat eways are used when sone protocol feature that are needed are not
supported by an end-point wants to participate in session. This RTP
translator in Figure 14 takes on the role of ensuring that fromthe
perspective of participant A participant B appears as a fully
conmpl i ant WebRTC end-point (that is, it is the conbination of the
Transl ator and participant B that |ooks |like a WebRTC end point).
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For WebRTC there are a nunber of
need for a gateway if a WDbRTC end- poi nt
such as support of
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Fi gure 15: RTP/ RTCP Protocol Transl ator
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The | egacy gateway can be inplenmented in several ways and what it
need to change is highly dependent on what functions it need to proxy
for the | egacy end-point. One possibility is depicted in Figure 15
where the RTP nedia streans are conpatible and forward wi t hout
changes. However, their RTP header values are captured to enable the
RTCP transl ator to create RTCP reception information related to the

| eg between the end-point and the translator. This can then be
conmbined with the nore basic RTCP reports that the | egacy endpoi nt
(B) provides to give conpatible and expected RTCP reporting to A
Thus enabling at |east full congestion control on the path between A
and the translator. |If B has |limted possibilities for congestion
response for the nedia then the translator mght need the capability
to perform nedia transcoding to address cases where it otherw se
woul d need to term nate nedia transm ssion

As the translator are generating RTP/RTCP traffic on behalf of Bto A
it will need to be able to correctly protect these packets that it
transl ates or generates. Thus security context infornmation are
needed in this type of translator if it operates on the RTP/ RTCP
packet content or nmedia. |In fact one of the nore likely scenario is
that the translator (gateway) will need to have two different
security contexts one towards A and one towards B and for each RTP/
RTCP packet do a authenticity verification, decryption followed by a
encryption and integrity protection operation to resolve nmismatch in
security systens.

A 4.3. Relay

There exist a class of translators that operates on transport |eve
bel ow RTP and thus do not effect RTP/RTCP packets directly. They
cone in two distinct flavours, the one used to bridge between two
different transport or address domains to nore function as a gateway
and the second one which is to to provide a group comunication
feature as depicted belowin Figure 16

+-- -+ S + +-- -+

| Al<--->| |<----> B |

+---+ | | +---+
| Translator |

+---+ [ [ +---+

| Cl<---->| |<---->| D|

+-- -+ S + +-- -+

Figure 16: RTP Translator (Relay) with Only Uni cast Paths
The first kind is straight forward and is likely to exist in WbRTC

context when an | egacy end-point is conpatible with the exception for
I CE, and thus needs a gateway that ternminates the |ICE and then

Perkins, et al. Expi res August 29, 2013 [ Page 56]



Internet-Draft RTP for WebRTC February 2013

forwards all the RTP/RTCP traffic and key nanagenent to the end-point
only rewiting the IP/UDP to forward the packet to the | egacy node.

The second type is useful if one wants a | ess conpl ex central node or
a central node that is outside of the security context and thus do
not have access to the nedia. This relay takes on the role of
forwarding the nmedia (RTP and RTCP) packets to the other end-points
but doesn’t performany RTP or nedia processing. Such a device
simply forwards the nedia fromeach sender to all of the other
participants, and is sonetines called a transport-layer translator

In Figure 16, participant Awll only need to send a nedia once to
the relay, which will redistribute it by sending a copy of the stream
to participants B, C, and D. Participant Awll still receive three
RTP streans with the nedia fromB, Cand Dif they transmt

simul taneously. This is froman RTP perspective resulting in an RTP
session that behaves equivalent to one transporter over an |P Any
Source Multicast (ASM.

This results in one common RTP session between all participants

despite that there will be independent Peer Connections created to the
transl ator as depicted bel ow Figure 17
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As the Relay RTP and RTCP packets between the UDP fl ows as indicated
et al.

by the arrows for the nedia fl ow a gi ven WbRTC end- poi nt,
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different network paths between A, and B or C. This results in that
the client A has to be capable of handling that when deternining
congestion state that there might exist nultiple destinations on the
far side of a PeerConnection and that these paths have to be treated
differently. It also results in a requirenent to conbine the
different congestion states into a decision to transnmt a particular
RTP nedia stream suitable to all participants.

It is also inportant to note that the relay can not perform sel ective
rel ayi ng of sonme sources and not others. The reason is that the RTCP
reporting in that case becones inconsistent and without explicit

i nformati on about it being blocked has to be interpreted as severe
congesti on.

In this usage it is also necessary that the sessi on nanagenent has
configured a common set of RTP configuration including RTP payl oad
formats as when A sends a packet with pt=97 it will arrive at both B
and C carrying pt=97 and havi ng the sane packetizati on and encodi ng,
no entity will have nmani pul ated the packet.

When it conmes to security there exist sone additional requirenents to
ensure that the property that the relay can't read the nedia traffic
is enforced. First of all the key to be used has to be agreed such
so that the relay doesn't get it, e.g. no DTLS- SRTP handshake with
the relay, instead sone other method needs to be used. Secondly, the
keying structure has to be capable of handling multiple end-points in
the sane RTP session.

The second problem can basically be solved in two ways. Either a
common master key fromwhich all derive their per source key for

SRTP. The second alternative which night be nore practical is that
each end-point has its own key used to protects all RTP/ RTCP packets
it sends. Each participants key are then distributed to the other
participants. This second nethod could be inplenented using DILS
SRTP to a special key server and then use Encrypted Key Transport
[I-Dietf-avt-srtp-ekt] to distribute the actual used key to the
other participants in the RTP session Figure 18. The first one could
be achi eved using M KEY nmessages in SDP
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A 5.

+---4 +---4
| booeoooones + |
| A<------- >| DTLS-SRTP | <------- > C

| l<- --> HOST < -3
+---+  \ e + \ +- -+

X X

+---+ 0\ R + 0\ +-- -+
| |<- --> RP <o -o>] |
| B|<------- >| RELAY |<------- > D |
o oo + |
+---4 +---4

Fi gure 18: DTLS- SRTP host and RTP Rel ay Separat ed

The relay can still verify that a given SSRC isn’'t used or spoofed by
anot her participant within the nulti-party session by bindi ng SSRCs
on their first usage to a given source address and port pair.

Packets carrying that source SSRC from ot her addresses can be
suppressed to prevent spoofing. This is possible as long as SRTP is
used which | eaves the SSRC of the packet originator in RTP and RTCP
packets in the clear. |If such packet |evel nethod for enforcing
source authentication within the group, then there exi st

crypt ographi ¢ net hods such as TESLA [ RFC4383] that could be used for
true source authentication

End- poi nt Forwardi ng

An WebRTC end-point (B in Figure 19) will receive a WbhRTC

Medi aStream (set of SSRCs) over a PeerConnection (fromA). For the
monent is not decided if the end-point is allowed or not toinits
turn send that WebRTC Medi aStream over anot her Peer Connection to C
This section discusses the RTP and end-point inplications of allow ng
such functionality, which on the APl level is extrenely sinplistic to
perform

oo+ oo+ oo+
| Al---> B|---> C|
R R R

Fi gure 19: Medi aStream Forwardi ng

There exist two nmain approaches to how B forwards the nedia fromA to
C. The first one is to sinply relay the RTP media stream The second
one is for Bto act as a transcoder. Lets consider both approaches.

A relay approach will result in that the WebRTC end-points will have
to have the sanme capabilities as being discussed in Relay
(Appendix A 4.3). Thus A wll see an RTP session that is extended
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beyond t he Peer Connection and see two different receiving end-points
with different path characteristics (B and C). Thus A s congestion
control needs to be capable of handling this. The security solution
can either support nechanismthat allows A to inform C about the key
A is using despite B and C having agreed on another set of keys.
Alternatively B will decrypt and then re-encrypt using a new key.
The relay based approach has the advantage that B does not need to
transcode the nmedia thus both maintaining the quality of the encoding
and reducing B's conplexity requirenents. |If the right security
solutions are supported then also Cwll be able to verify the
authenticity of the nmedia coming fromA. As downside A are forced to
take both B and C into consideration when delivering content.

The medi a transcoder approach is simlar to having B act as M xer
term nating the RTP session conmbined with the transcoder as discussed
in Appendix A.4.1. A wll only see B as receiver of its nedia. B
will responsible to produce a RTP nedia streamsuitable for the Bto
C PeerConnection. This nmight require media transcoding for
congestion control purpose to produce a suitable bit-rate. Thus

| oosing media quality in the transcoding and forcing B to spend the
resource on the transcoding. The nmedia transcoding does result in a
separation of the two different |egs renoving al nost all
dependencies. B could choice to inplenent logic to optimze its
nmedi a transcodi ng operation, by for exanple requesting nedia
properties that are suitable for C also, thus trying to avoid it
having to transcode the content and only forward the nedi a payl oads
between the two sides. For that optimzation to be practical WbRTC
end- poi nts have to support sufficiently good tools for codec control

A. 6. Sinul cast

This section discusses simulcast in the neaning of providing a node,
for exanple a streamswitching Mxer, with multiple different encoded
version of the same nedia source. |In the WbRTC context that appears
to be nost easily acconplished by establishing multiple

Peer Connection all being feed the sane set of WbRTC Medi aStreans.
Each Peer Connection is then configured to deliver a particular nedia
quality and thus nedia bit-rate. This will work well as long as the
end- poi nt inplements nmedi a encodi ng according to Figure 7. Then each
Peer Connection will receive an independently encoded version and the
codec paraneters can be agreed specifically in the context of this
Peer Connecti on.

For simulcast to work one needs to prevent that the end-point deliver
content encoded as depicted in Figure 8. If a single encoder
instance is feed to nultiple PeerConnections the intention of
performng sinulcast will fail.
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Thus it needs to be considered to explicitly signal which of the two
i npl ementation strategies that are desired and which will be done.

At | east making the application and possible the central node
interested in receiving sinulcast of an end-points RTP nedia streans
to be aware if it will function or not.
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