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Abst ract

Thi s docunment proposes an update to RFC 5681 to address issues that
ari se when TCP is used to support traffic that exhibits periods where
the sending rate is limted by the application rather than the
congestion window. It updates TCP to allow a TCP sender to restart
qui ckly following either an idle or rate-limted interval. This

met hod i s expected to benefit applications that send rate-linited
traffic using TCP, while also providing an appropriate response if
congestion is experienced.

It al so eval uates TCP Congestion W ndow Validation, CW, an | ETF
experinental specification defined in RFC 2861, and concl udes t hat
CW sought to address inportant issues, but failed to deliver a

wi dely used solution. This docunent therefore proposes an update to
the status of RFC 2861 by recommrending it is noved from Experi nental
to Historic status, and that it is replaced by the current

speci fication.

NOTE: The standards status of this W5 docunent is under review for
consi deration as either Experinental (EXP) or Proposed Standard (PS).
This decision will be nade | ater as the docunent is finalised.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (IETF). Note that other groups may also distribute

wor ki ng docunents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunments valid for a maxi num of six nonths
and may be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."
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This Internet-Draft will expire on August 18, 2013.
Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD Li cense.
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1.

I nt roducti on

TCP is used to support a range of application behaviours. The TCP
congestion wi ndow (cwnd) controls the nunber of unacknoel edged
packets/bytes that a TCP flow may have in the network at any tinme, a
val ue known as the FlightSize [ RFC5681]. A bulk application wll

al ways have data available to transnmit. The rate at which it sends
is therefore limted by the maxi mumpernitted by the receiver and
congestion windows. |In contrast, a rate-limted application wll
experience periods when the sender is either idle or is unable to
send at the maximumrate permtted by the cwnd. This latter case is
called rate-limted. The focus of this docunment is on the operation
of TCP in such an idle or rate-limted case.

Standard TCP [ RFC5681] requires the cwnd to be reset to the restart

wi ndow (RW when an application becones idle. [RFC2861] noted that
this TCP behavi our was not always observed in current

i mpl ement ati ons. Recent experinents [Bis08] confirmthis to still be
t he case.

St andard TCP does not inpose additional restrictions on the growth of
the cwnd when a TCP sender is rate-limted. A rate-limted sender
may therefore grow a cwnd far beyond that corresponding to the
current transnit rate, resulting in a value that does not reflect
current information about the state of the network path the flowis
using. Use of such an invalid cwnd may result in reduced application
performance and/or could significantly contribute to network
congesti on.

[ RFC2861] proposed a solution to these issues in an experinmental

met hod known as Congestion Wndow Validation (CW). CW was intended
to hel p reduce cases where TCP accunul ated an invalid cwnd. The use
and drawbacks of using CW with an application are discussed in
Section 2.

Section 3 defines relevant term nol ogy.

Section 4 specifies an alternative to CW that seeks to address the
same issues, but does this in a way that is expected to mtigate the
i mpact on an application that varies its sending rate. The nethod
described applies to both a rate-limted and an idle condition.

Revi ewi ng experience with TCP- CW
RFC 2861 described a sinple nodification to the TCP congestion

control algorithmthat decayed the cwnd after the transition to a
"sufficiently-long" idle period. This used the slowstart threshold
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(ssthresh) to save information about the previous value of the
congestion wi ndow. The approach rel axed the standard TCP behavi our
[ RFC5681] for an idle session, intended to inprove application
performance. CW al so nodified the behaviour for a rate-limted
session where a sender transnmitted at a rate |l ess than all owed by
cwnd.

RFC 2861 has been inplenented in some mai nstream operating systems as
the default behaviour [Bis08]. Analysis (e.g. [Bisl0] [Fail2]) has
shown that a TCP sender using CW is able to use avail abl e capacity
on a shared path after an idle period. This can benefit sone
applications, especially over |ong delay paths, when conpared to the
slowstart restart specified by standard TCP. However, CW woul d
only benefit an application if the idle period were |less than severa
Retransmi ssion Tinme Qut (RTO intervals [RFC6298], since the

behavi our woul d otherw se be the sane as for standard TCP, which
resets the cwnd to the RTCP Restart Wndow (RW after this period.

Experience with CW suggests that although CW benefits the network
inarate-limted scenario (reducing the probability of network
congestion), the behaviour can be too conservative for many conmon
rate-limted applications. This nechani sm does not therefore offer
the desirable increase in application performance for rate-linited
applications and it is unclear whether applications actually use this
mechani smin the general |nternet.

It is therefore concluded that CAW is often a poor solution for many
rate-limted applications. It has the correct notivation, but has
the wong approach to solving this problem

3. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this

docunment are to be interpreted as described in [ RFC2119].

The docunent assumes familiarity with the term nol ogy of TCP
congestion control [RFC5681].

The followi ng new termnol ogy is introduced:

Val i dat ed phase: The phase where the cwnd reflects a current estinmate
of the available path capacity.

Non-val i dat ed phase: The phase where the cwnd reflects a previous
measur enent of the avail able path capacity.
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Non-val i dated period, NVP: The maxi num period for which cwnd is
preserved in the non-validated phase.

Rate-limted: A TCP flow that does not consune nore than one half of
cwnd, and hence operates in the non-validated phase.

pi pe ACK: The measured volune of data that was acknow edged by the
net wor k per RITT.

4. An updated TCP response to idle and application-limted periods

This section proposes an update to the TCP congestion contro

behavi our during an idle or rate-limted period. The new et hod
permts a TCP sender to preserve the cwnd when an application becones
idle for a period of tine (to be known as the non-validated peri od,
NVP, see section 5). The period where actual usage is |ess than

all omed by cwnd, is naned as the non-validated phase. This method
allows an application to resune transmi ssion at a previous rate

wi t hout incurring the delay of slowstart. However, if the TCP
sender experiences congestion using the preserved cwnd, it is
required to imedi ately reset the cwnd to an appropriate val ue
specified by the nethod. |f a sender does not take advantage of the
preserved cwnd within the NVP, the value of cwnd is reduced, ensuring
the val ue better reflects the capacity that was recently actually
used.

The nmet hod requires that the TCP SACK option [ RFC3517]is enabl ed.
This allows the sender to select an appropriate value for the cwnd
following a congestion event that is based on the measured path
capacity, and better reflects the fair-share. A simlar approach was
proposed by TCP Junp Start [LiuO7], as a congestion response after
nmore rapi d opening of a TCP connection

It is expected that this update will satisfy the requirenents of nany
rate-limted applications and at the same tinme provide an appropriate
nmet hod for use in the Internet. |t also reduces the incentive for an
application to send data sinply to keep transport congestion state.
(This is sonetinmes known as "paddi ng").

The new nmet hod does not differentiate between tinmes when the sender
has becone idle or rate-limted. This is partly a response to
recognition that sonme applications wish to transmit at a rate less
than all owed by the sender cwnd, and that it can be hard to make a
di stinction between rate-limted and idle behaviour. This is
expected to encourage applications and TCP stacks to use standards-
based congestion control nethods. It nay al so encourage the use of
I ong-lived connections where this offers benefit (such as persistent
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http).
The method is specified in foll owi ng subsecti ons.

4.1. A nethod for preserving cwnd during the idle and application-
limted periods.

The met hod described in this document updates [RFC5681]. Use of the
met hod REQUI RES a TCP sender and the correspondi ng receiver to enable
the TCP SACK option [ RFC3517].

[ RFC5681] defines a variable, FlightSize, that indicates the anmount
of outstanding data in the network. This is assuned to be equal to
the val ue of Pipe cal cul ated based on the pipe algorithm][RFC3517].
In RFC5681 this value is used during | oss recovery, whereas in this
met hod a new variable "pi peACK" is introduced and used to determ ne
if the sender has validated the cwnd.

The value of pipeACK is initialised to the maxi umvalue. This value
is used to inhibt entering the nonvalidated phase until the first
measur enent of pi peACK conpl et es.

A sender is not required to continuously track the pi peACK val ue, but
MUST set this variable to the volune of data that was acknow edged by
the network per nmeasured Round Trip Time (RTT), with a sanpling
peri od of not |ess than one neasurenment for Mn(RTT, 1 second).

Using the variables defined in [ RFC3517]. This could be inpl emented
by caching the val ue of H ghACK and after one RTT assigning pi peACK
to the difference between the cached H ghACK val ue and the current

H ghACK val ue. O her equival ent nmethods may be used.

4.2. The nonvalidated phase

The updated nethod creates a new TCP sender phase that captures
whet her the cwnd reflects a validated or non-validated value. The
phases are defined as:

0 Validated phase: pipeACK >=(1/2)*cwnd. This is the normal phase,
where cwnd i s expected to be an approxi mate indication of the
avai |l abl e capacity currently avail able along the network path, and
the standard nethods are used to increase cwnd (currently
[ RFC5681]). The rule for transitioning to the non-validated phase
is specified in section 4.3.

0 Non-validated phase: pipeACK <(1/2)*cwnd. This is the phase where
the cwnd has a val ue based on a previous neasurenent of the
avai |l abl e capacity, and the usage of this capacity has not been
validated in the previous RTT. That is, when it is not known
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whet her the cwnd reflects the currently avail able capacity al ong
the network path. The mechanisms to be used in this phase seek to
determ ne a safe value for cwnd and an appropriate reaction to
congestion. These nechanisns are specified in section 4. 3.

A sender starts a TCP connection in the Validated phase.

The value 1/2 was selected to reduce the effects of variations in the
measur ed pi peACK, and to allow the sender sone flexibility in when it
sends dat a.

4.3. TCP congestion control during the nonvalidated phase

A TCP sender MJST enter the non-validated phase when the nmeasured
pi peACK is |l ess than (1/2)*cwnd

A TCP sender that enters the non-validated phase will preserve the
cwnd (i.e., this neither grows nor reduces while the sender renains
in this phase). The phase is concluded after a fixed period of tine
(the NVP, as explained in section 4.3.2) or when the sender transnits
sufficient data so that pipeACK > (1/2)*cwnd (i.e. it is no |onger
rate-limted).

The behavi our in the non-validated phase is specified as:

o The cwnd is not increased when ACK packets are received in this
phase.

o |If the sender receives an indication of congestion while in the
non-val i dat ed phase (i.e. detects loss, or an Explicit Congestion
Notification, ECN, mark [RFC3168]), the sender MJST exit the non-
val i dat ed phase (reducing the cwnd as defined in section 4.3.1).

o If the Retransnission Tine Qut (RTO) expires while in the non-
val i dat ed phase, the sender MJST exit the non-validated phase. It
then resunes using the Standard TCP RTO nechani sm [ RFC5681]. (The
resulting reduction of cwnd described in section 4.3.2 is
appropriate, since any accunul ated path history is considered
unrel i abl e).

0 A sender that neasures a pi peACK greater than (1/2)*cwnd SHOULD
enter the validated phase. (A rate-linmted sender will not
normally be inpacted by whether it is in a validated or non-
val i date phase, since it will normally not consune the entire
cwnd. However a change to the validated phase will rel ease the
sender fromconstraints on the growth of cwnd, and restore the use
of the standard congesti on response.)
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4.3.1. Response to congestion in the nonvalidated phase

Recepti on of congestion feedback while in the non-validated phase is
interpreted as an indication that it was inappropriate for the sender
to use the preserved cwnd. The sender is therefore required to

qui ckly reduce the rate to avoid further congestion. Since the cwnd
does not have a validated value, a new cwnd val ue nust be sel ected
based on the utilised rate.

A sender that detects a packet-drop or receives an ECN narked packet
MUST cal cul ate a safe cwnd, by setting it to the value specified in
Section 3.2 of [RFC5681].

At the end of the recovery phase, the TCP sender MJST reset the cwnd
usi ng the nethod bel ow
cwnd = ((FlightSize - R/2).

Where, R is the volune of data that was reported as unacknow edged by
the SACK information. This follows the nmethod proposed for Junp
Start [Liu07].

The inclusion of the termR nakes this adjustnent nore conservative
than standard TCP. (This is required, since the sender may have sent
nmore segnments than a Standard TCP sender woul d have done. The

addi tional reduction is beneficial when the FlightSize significantly
overshoots the avail able path capacity incurring significant |oss,
for instance an intense traffic burst follow ng a non-validated

peri od.)

If the sender inplements a method that allows it to identify the
number of ECN marked segnments within a wi ndow that were observed by
the receiver, the sender SHOULD use the nethod above, further
reduci ng R by the nunber of narked segnents.

The sender MUST also re-initialise the pipeACK variable to the maxi um
value. This ensures that standard TCP nethods are used i mediately
after conpleting | oss recovery.

4.3.2. Adjustnent at the end of the nonvalidated phase

During the non-validated phase, a sender can produce bursts of data
of up to the cwnd in size. Wile this is no different to standard
TCP, it is desirable to control the maxi num burst size, e.g. by
setting a burst size limt, using a pacing algorithm or sone other
met hod [ HugO01].

An application that remains in the non-validated phase for a period
greater than the NVP is required to adjust its congestion contro
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state. |If the sender exits the non-validated phase after this
period, it MJST update the ssthresh

ssthresh = max(sst hresh, 3*cwnd/4).

(This adjustnment of ssthresh ensures that the sender records that it
has safely sustained the present rate. The change is beneficial to
rate-limted flows that encounter occasional congestion, and could
ot herw se suffer an unwanted additional delay in recovering the
sending rate.)

The sender MJST then update cwnd to be not greater than

cwnd = max(1/2*cwnd, |IW.

Where IWis the TCP inital w ndow [ RFC5681].

(This adjustnment ensures that sender responds conservatively at the
end of the non-validated phase by reducing the cwnd to better reflect
the current sending rate of the sender. The cwnd update does not
take into account FlightSize or pi peACK because these val ues only
reflect data during the last RTT and do not reflect the average or
peak sending rate.)

After conpleting this adjustnment, the sender MAY re-enter the non-
val i dated phase, if required (see section 4.2).

5. Determning a safe period to preserve cwnd

This section docunments the rationale for selecting the naxi mum peri od
that cwnd rmay be preserved, known as the non-validated period, NVP.

Limting the period that cwnd nmay be preserved avoi ds undesirabl e
side effects that would result if the cwnd were to be kept
unecessarily high for an arbitrary |ong period, which was a part of
the problemthat CW originally attenpted to address. The period a
sender may safely preserve the cwnd, is a function of the period that
a network path is expected to sustain the capacity reflected by cwnd.
There is no ideal choice for this tine.

A period of five mnutes was chosen for this NVP. This is a
conmprom se that was larger than the idle intervals of comon
applications, but not sufficiently larger than the period for which
the capacity of an Internet path may commonly be regarded as stable.
The capacity of wired networks is usually relatively stable for
periods of several minutes and that load stability increases with the
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capacity. This suggests that cwnd nay be preserved for at |east a
few mi nut es.

There are cases where the TCP t hroughput exhibits significant
variability over a tine less than five mnutes. Exanples could

i nclude wirel ess topol ogies, where TCP rate variations may fluctuate
on the order of a few seconds as a consequence of medi um access
protocol instabilities. Mbility changes may al so i nmpact TCP
performance over short tine scales. Senders that observe such rapid
changes in the path characteristic may al so experience increased
congestion with the new nethod, however such variation would |ikely
al so inpact TCP's behavi our when supporting interactive and bul k
appl i cations.

Routing algorithnms may nodify the network path, disrupting the RTT
measur enent and changi ng the capacity available to a TCP connecti on
however such changes do not often occur within a tine frame of a few
ni nut es.

The value of five minutes is therefore expected to be sufficient for
nmost current applications. Sinulation studies (e.g. [Bisll]) also
suggest that for nmany practical applications, the perfornance using
this value will not be significantly different to that observed using
a non-standard nethod that does not reset the cwnd after idle.

Finally, other TCP sender nechani sns have used a 5 minute tiner, and
there could be sinmplifications in sonme inplenentations by reusing the
sane interval. TCP defines a default user tinmeout of 5 minutes
[ RFCO793] i.e. howlong transnmitted data nay renmai n unacknow edged
before a connection is forcefully closed.

6. Security Considerations
General security considerations concerning TCP congestion control are
di scussed in [RFC5681]. This docunent describes an al gorithmthat
updat es one aspect of the congestion control procedures, and so the
consi derations described in RFC 5681 also apply to this al gorithm

7. |1 ANA Consi derations

There are no | ANA consi derati ons.
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9. Author Notes
9.1. COher related work
There are several issues to be discussed nore widely:

0 Should the nmethod explicitly state a procedure for limting
burstiness or pacing?

This is often regarded as good practice, but is not presently a
formal part of TCP. draft-hughes-restart-00.txt provides some
di scussion of this topic.

0 There are potential interactions with the proposal to raise the
TCP initial Wndow to ten segnents, do these cases need to be
el abor at ed?

This relates to draft-ietf-tcpminitcwnd.

The two met hods have different functions and different response
to | oss/ congesti on.

| WE10 proposes an experinental update to TCP that would al |l ow
faster opening of the cwnd, and also a |large (sane size)
restart window. This approach is based on the assunption that
many forward paths can sustain bursts of up to ten segnents

wi t hout (appreciable) loss. Such a significant increase in
cwnd nust be matched with an equally |arge reduction of cwnd if
| oss/congestion is detected, and such a congestion indication
is likely to require future use of | W10 to be disabled for
this path for sone tine. This guards agai nst the unwanted
behavi our of a series of short flows continuously flooding a
networ k path w thout network congestion feedback

In contrast, new CW proposes a standards-track update with a

rationale that relies on recent previous path history to sel ect
an appropriate cwnd after restart.
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The behaviour differs in three ways:

1) For applications that send little initially, newcw may
constrain nore than I W10, but would not require the connection
to reset any path information when a restart incurred loss. In
contrast, newcw would allow the TCP connection to preserve
the cached cwnd, any |oss, would inpact cwnd, but not inpact

ot her fl ows.

2) For applications that utilise nore capacity than provided by
a cwnd=10, this nmethod would permt a larger restart w ndow
conpared to a restart using |W10. This is justified by the
recent path history.

3) newCW is attended to al so be used for rate-limted
applications, where the application sends, but does not seek to
fully utilise the cwnd. In this case, newcw constrains the
cwnd to that justified by the recent path history. The
performance trade-offs are hence different, and it would be
possi ble to enabl e newcw when al so using | W10, and yield the
benefits of this.

0 There is potential overlap with the Lam nar proposa
(draft-mathis-tcpmtcp-|am nar)

The current draft was intended as a standards-track update to
TCP, rather than a new transport variant. At least, it would
be good to understand how the two interact and whether there is
a possibility of a single nethod.

0 There is potential performance loss in loss of a short burst
(off list with MAII man)

A sender can transmit several segnments then becone idle. |If
the first segnents are all ACK ed the ssthresh collapses to a
smal | value (no new data is sent by the idle sender). Loss of
the later data results in congestion (e.g. nmaybe a RED drop or
sone ot her cause, rather than the peak rate of this flow).
When perforns | oss recovery it may have an appreci abl e pi peACK
and cwnd, but a very low flight size - the Standard al gorithm
results in an unusually low cwnd (1/2 Flight size).

A constant rate fl ow would have naintained a flight size
appropriate to pipeACK (cwnd if it is a bulk flow).
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9. 2.

This could be fixed by adding a new state variable? It could
al so be argued this is a corner case (e.g. loss of only the

| ast segments woul d have resulted in RTO, the inpact could be
significant.

Revi si on notes

RFC- Edi tor note: please renpve this section prior to publication

Draft 03 was submitted to | CCRG to receive comments and feedback

Draft 04 contained the first set of clarifications after feedback:

0

(0]

(0]

(0]

Changed nane to application limted and used the termrate-limted
in all places.

Added justification and nany m nor changes suggested on the |ist.
Added text to tie-in with nmore accurate ECN narki ng.

Added ref to HugOl1

Draft 05 contai ned vari ous updates:

(0]

(0]

New text to redefine how to neasure the acknow edged pi pe,
differentiating this fromthe FlightSize, and hence avoi di ng
previous issues with infrequent |arge bursts of data not being
validated. A key point new feature is that pipeACK only triggers
| eaving the NVP after the size of the pipe has been acknow edged.
This renoved the need for hysteresis.

Reducti on val ues were changed to 1/2, follow ng anal ysis of
suggestions fromI|ICCRG This also sets the "target” cwnd as tw ce
the used rate for non-validated case.

I ntroduced a synbolic name (NVP) to denote the 5 minute period.

Draft 06 contai ned various updates:

(0]

(0]

(0]

Required reset of pipeACK after congestion

Added comment on the effect of congestion after a short burst (M
Al'l man) .

Correction of mnor Typos.

WG draft 01 contai ned vari ous updates:
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0 Updaed initialisation of pipeACK to maxi num val ue.

0o Added note on intended status still to be determ ned.
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