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What we're doing

Joint optimization of rate control and routing
taking into account application performance
constraints and business priority



Some Selected Motivations

e Make efficient use of network resources
e Globally optimize throughput taking into account relative
traffic characteristics and priority
e Datacenters may be run by single operator
o we control the horizontal and the vertical
o if optimization control loop is not too flabby, there
may not as much need to encode priorities in
packets
e protocols running inter-datacenter may not implement
fairness objectives
o that play well with TCP
m at all, either implicitly or explicitly
e there may be many demand priority levels (> 8)



Investigation
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http://www.cs.princeton.edu/~jrex/papers/conext07-long.pdf
http://www.cs.princeton.edu/~jrex/papers/davinci.pdf
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Two Layer Architecture
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Two Layer Decomposition
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Message Passing
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Three Layer Architecture
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Simulation

Abilene Topology

Two Classes of traffic, randomized flows



Convergence

Results
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Results: Message Passing
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Backup



GLOBAL optimization used for
experiments

maximize U = Zzw kfk k) bk k(u?)

k seFk
subject to Z ZAszfp zfp <yF, VI

SEFk P
Zylkgcl, Vi

variables z >0, Vk,s,p
yl 2 0, Vk,l

1, if link { lies on path p F Set of all flows across all classes.
Aip = { 0, otherwise. FF Set of flows in class k.
c Capacity of link [.
wk Weight of flow s of class k.
Rk — { 1, if flow s of class k uses path p z¥, Rate of flow s of class k on its pt™ path.
sp 0, otherwise. ylk Bandwidth allocated for class k on link [.




Two Tier Message Passing

optimal lagrange multiplier subject to
constraints of Class(k)
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MASTER-PRIMAL: CLASS(k):
maximize U = zu*k (yk) maximize uk = Z wf [CI,kf}C (:E}:) — bkglc (uf“)]
SEFk
subject to Zyl’“ <e¢, Vi subject to Y > ApRE, 2 <yf, VI
seJ-‘k D
variables %k >0, Vk,l variables z >0, Vse FF p




Rate of Convergence vs Class Level
Step Size
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Message Passing
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