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Abst r act

Thi s docunent defines a set of test scenarios and nmetrics that can be
used to benchmark content-aware network devices. The scenarios in
the follow ng document are intended to nore accurately predict the
performance of these devices when subjected to dynamic traffic
patterns. This docunent will operate within the constraints of the
Benchmar ki ng Worki ng Group charter, nanely black box characterization
in a |laboratory environnent.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 5, 2013.
Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these documents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
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include Sinplified BSD Li cense text as described in Section 4.e of
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1.

I nt roducti on

Cont ent - awar e and deep packet inspection (DPl) device depl oyments
have grown significantly in recent years. No |onger are devices
simply using Ethernet and | P headers to nake forwardi ng deci sions.
This class of device now uses application-specific data to nmake these
deci sions. For exanple, a web-application firewall (WAF) may use
search criteria upon the HTTP uni formresource indicator (URI)[1] to
deci de whether a HITP GET nmethod may traverse the network. 1In the
case of lawful/legal intercept technol ogy, a device could use the
phone nunber within the Session Description Protocol[14] to determ ne
whet her a voi ce-over-1P phone may be allowed to connect. |In addition
to the devel opnent of entirely new classes of devices, devices that
could historically be classified as ’'stateless’ or raw forwarding
devices are now perform ng DPlI functionality. Devices such as core
and edge routers are now being devel oped with DPI functionality to
make nore intelligent routing and forwardi ng deci sions.

The Benchmar ki ng Working G oup (BMAG has historically produced
Internet Drafts and Requests for Comment that are focused
specifically on creating output netrics that are derived froma very
specific and wel |l -defined set of input paraneters that are conpletely
and unequi vocally reproducible fromtest bed to test bed. The end
goal of such methodologies is to, in the words of the RFC 2544 [2],
reduce "specsmanship” in the industry and hold vendors account abl e
for performance cl ai ns.

The end goal of this nethodology is to generate performance netrics
inalab environnment that will closely relate to actual observed
performance on production networks. By utilizing dynamic traffic
patterns relevant to nodern networks, this nethodol ogy should be able
to closely tie laboratory and production metrics. It should be
further noted than any netrics acquired from production networks
SHOULD be captured according to the policies and procedures of the

| PPM or PMOL wor ki ng groups.

An explicit non-goal of this docunent is to replace existing

met hodol ogy/term nol ogy pairs such as RFC 2544 [2]/RFC 1242 [3] or
RFC 3511 [4]/RFC 2647 [5]. The explicit goal of this docunment is to
create a nethodol ogy nore suited for nodern devices while

conmpl enenting the data acquired using existing BMAG net hodol ogi es.
Thi s docunent does not assune conpletely repeatable input stinulus.
The nature of application-driven networks is such that a single
dropped packet inherently changes the input stimulus froma network
perspective. While application flows will be specified in great
detail, it sinply is not practical to require totally repeatable

i nput stimul us.
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1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [6].

2. Scope

Cont ent - awar e devi ces take many fornms, shapes and architectures.
These devi ces are advanced network interconnect devices that inspect
deep into the application payload of network data packets to do
classification. They nay be as sinple as a firewall that uses
application data inspection for rule set enforcenent, or they may
have advanced functionality such as perform ng protocol decoding and
validation, anti-virus, anti-spam and even application exploit
filtering. The docunent will universally call these devices

ni ddl eboxes, as defined by RFC 3234 [7].

This docunment is strictly focused on exam ni ng performance and

robust ness across a focused set of nmetrics: throughput(m n/ max/avg/
sanpl e std dev), transaction rates(successful/failed), application
response tines, concurrent flows, and unidirectional packet |atency.
None of the metrics captured through this nethodol ogy are specific to
a device and the results are DUT inplenentation i ndependent.
Functional testing of the DUT is outside the scope of this

met hodol ogy.

Devi ces such as firewalls, intrusion detection and prevention
devices, wireless LAN controllers, application delivery controllers,
deep packet inspection devices, w de-area network(WAN) optini zation
devices, and unified threat managenent systems generally fall into
the content-aware category. VWhile this Iist nay becone obsol ete,
these are a subset of devices that fall under this scope of testing.

3. Test Setup

This docunment will be applicable to nost test configurations and will
not be confined to a discussion on specific test configurations.

Si nce each DUT/SUT will have their own unique configuration, users
SHOULD configure their device with the same paranmeters that woul d be
used in the actual deploynment of the device or a typical deploynent,
if the actual deploynent is unknown. A summary of the DUT
configuration MIST be published with the final benchmarking results.
In order to inprove repeatability, the published configuration

i nformati on SHOULD i ncl ude command-1ine scripts used to configure the
DUT, if any, and SHOULD al so i nclude any configuration information
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for the test equiprment used."
3.1. Test Considerations
3.2. dients and Servers

Cont ent - aware device testing SHOULD i nvolve nmultiple clients and
multiple servers. As with RFC 3511 [4], this nethodol ogy will use
the ternms virtual clients/servers because both the client and server
will be represented by the tester and not actual clients/servers.
Simlarly defined in RFC 3511 [4], a data source nay enulate nmultiple
clients and/or servers within the context of the same test scenario.
The test report SHOULD indicate the nunmber of virtual clients/servers
used during the test. |ANA has reserved address ranges for

| aboratory characterization. These are defined for |1Pv4 and | Pv6 by
RFC 2544 Appendix C [2] and RFC 5180 Section 5.2 [8] respectively and
SHOULD be consulted prior to testing.

3.3. Traffic Generation Requirenments

The explicit purposes of content-aware devices vary w dely, but these
devi ces use infornmation deeper inside the application flow to nmake
decisions and classify traffic. This methodology will utilize
traffic flows that resenble real application traffic w thout
utilizing captures fromlive production networks. Application Flows,
as defined in Section 1.1 RFC 2724 [9] are able to be well-defined
without sinply referring to a network capture. An exanple traffic
tenplate is defined and listed in Appendix A of this docunent. A
user of this methodology is free to utilize the exanple mx as
provided in the appendix. |If a user of this methodol ogy understands
the traffic patterns in their production network, that user MAY use
the tenplate provided in Appendix A to describe a traffic mx
appropriate for their environment. 1In all cases, users MJST report
the traffic mx used in the test, and SHOULD report this using a
tenplate simlar to that in Appendi x A

The test tool SHOULD be able to create application flows between
every client and server, regardless of direction. The tester SHOULD
be able to open TCP connections on multiple destination ports and
SHOULD be able to direct UDP traffic to nmultiple destination ports.

3.4. Discussion of Network Limtations

Prior to executing the nethodol ogy as outlined in the foll ow ng
sections, it is inperative to understand the inplications of
utilizing representative application flows for the traffic content of
the benchmarking effort. One interesting aspect of utilizing
application flows is that each flowis inherently different from
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every other application flow The content of each floww Il vary
fromapplication to application, and in npbst cases, even varies
within the same type of application flow The follow ng description
of the methodology will individually benchrmark every individual type
and subset of application flow, prior to performng sinilar tests
with a traffic mix as specified either by the exanple nix in
Appendi x A, or as defined by the user of this methodol ogy.

The purpose of this process is to ensure that any performance

inplications that are discovered during the mxed testing aren’t due
to the inherent physical network limtations. As an exanple of this
phenonmena, it is useful to examine a network device inserted into a

single path, as illustrated in the foll ow ng di agram
Fom e - +

+---+ 1gE | DUt/ | 1g +---+

|C/ |- | suT [------ | C S|

+-- -+ S - + +-- -+

Simple Inline DUT Configuration
Figure 1: Sinple M ddle-box Exanple

For the purpose of this discussion, let’'s take a hypothetica
application flowthat utilizes UDP for the transport |layer. Assune
that the sanple transaction we will be using to nodel this particul ar
flow requires 10 UDP datagrans to conplete the transaction. For
simplicity, each datagramwithin the flowis exactly 64 bytes

i ncludi ng associ ated Ethernet, IP, and UDP overhead. Wth any
networ k device,there are always three netrics which interact with
each other: nunber of concurrent application flows, nunber of
application flows per second, and |layer-7 throughput.

Qur exanple test bed is a single-path device connected by 1 gigabit
Et hernet links. The purpose of this benchmark effort is to quantify
the nunber of application flows per second that may be processed

t hrough our device under test. Let’'s assune that the result from our
scenario is that the DUT is able to process 10,000 application flows
per second. The question is whether that ceiling is the actua
ceiling of the device, or if it is actually being limted by one of
the other nmetrics. |If we do the appropriate nath, 10000 flows per
second, with each flow at 640 total bytes neans that we are achieving
an aggregate bitrate of roughly 49 Mops. This is dramatically |ess

than the 1 gigabit physical link we are using. W can conclude that
10,000 flows per second is in fact the performance limt of the
devi ce.

I f we change the exanple slightly and increase the size of each
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3.

3.

3.

datagramto 1312 bytes, then it becomes necessary to recompute the

| oad. Assuming the sanme observed DUT limtation of 10,000 flows per
second, it nust be ensured that this is an artifact of the DUT, and
not of physical limtations. For each flow, we'll require 104, 960
bits. 10,000 flows per second inplies a throughput of roughly 1 Gbps.
At this point, we cannot definitively answer whether the DUT is
actually limted to 10,000 fl ows per second. |If we are able to

nmodi fy the scenario, and utilize 10 G gabit interfaces, then perhaps
the flow per second ceiling will be reached at a hi gher nunber than
10, 000.

This exanple illustrates why a user of this nmethodol ogy SHOULD
benchmark each application variant individually to ensure that the
cause of a measured limt is fully understood

5. Framework for Traffic Specification

The follow ng tabl e SHOULD be specified for each application flow
vari ant.

o Data Exchanged By Flow, Bits

0 Ofered Percentage of Total Flows
o Transport Protocol (s)

0 Destination Port(s)

6. Miltiple dient/Server Testing

In actual network deploynments, connections are being established
between multiple clients and multiple servers simultaneously. Device
vendors have been known to optim ze the operation of their devices
for easily defined patterns. The connection sequence ordering
scenarios a device will see on a network will |ikely be nuch |ess
deterministic. |In fact, many application flows have nultiple |layer 4
connections within a single flow, with client and server reversing
roles. Flowinitiation SHOULD be in a pseudo-random manner across

i ngress ports.

7. Device Configuration Considerations
The configuration of the DUT nmay have an effect on the observed

results of the follow ng nethodol ogy. A conprehensive, but certainly
not exhaustive, list of potential considerations is |isted bel ow.
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3.7.1. Network Addressing

The 1 ANA has issued a range of |IP addresses to the BMAG for purposes
of benchmarking. Please refer to RFC 2544 [2] and RFC 5180 [8] for
nmore details. |If nore |IPv4 addresses are required than the RFC 2544
al l ot rent provides, then allocations fromthe private address space
as defined in RFC 1918 [10] nay be used.

3.7.2. Net wor k Addr ess Transl ati on

Many content-aware devi ces are capabl e of perform ng Network Address

Translation (NAT)[5]. |If the final deploynent of the DUT will have
this functionality enabled, then the DUT SHOULD al so have it enabl ed
during the execution of this methodology. It MAY be beneficial to

performthe test series in both nodes in order to determ ne the
performance differential when using NAT. The test report SHOULD
i ndi cate whet her NAT was enabl ed during the testing process.

3.7.3. TCP Stack Considerations

The 1 ETF has historically provided guidance and information on TCP
stack considerations. This nmethodology is strictly focused on
performance netrics at |ayers above 4, thus does not specifically
define any TCP stack configuration paraneters of either the tester or
the DUTs. The TCP configuration of the tester MJST remai n constant
across all DUTs in order to ensure conparable results. VWile the
following list of references is not exhaustive, each docunent
contains a rel evant discussion on TCP stack consi derations.

The general |ETF TCP roadmap is defined in RFC 4614 [11] and
congestion control algorithns are discussed in Section 2 of RFC 3148
[12] with even nore detailed references. TCP receive and congestion
wi ndow si zes are discussed in detail in RFC 6349 [13].

3.7.4. Oher Considerations

Various content-aware devices will have wi dely varying feature sets.
In the interest of representative test results, the DUT features that
will likely be enabled in the final deploynent SHOULD be used. This
met hodol ogy is not intended to advise on which features should be
enabl ed, but to suggest using actual deploynent configurations.

4. Benchmar ki ng Tests
Each of the follow ng benchmark scenari os SHOULD be run with each of

the single application flow tenplates. Upon conpletion of all
iterations, the mixed test SHOULD be conpl eted, subject to the
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traffic m x as defined by the user.
4.1. Maxi mum Application Session Establishment Rate
4.1.1. Objective

To determ ne the maxi numrate through which a device is able to
establish and conplete application flows as defined by
draft-ietf-bmg-ca-bench-term 00.

4.1.2. Setup Paraneters
The foll owi ng paranmeters SHOULD be used and reported for all tests:

For each application protocol in use during the test run, the table
provided in Section 3.5 SHOULD be publi shed.

4.1.3. Procedure

The test SHOULD generate application network traffic that neets the
conditions of Section 3.3. The traffic pattern SHOULD begin with an
application flow rate of 10% of expected maxi mum The test SHOULD be
configured to increase the attenpt rate in units of 10% up through
110% of expected maximum |n the case where expected maxi mumis
limted by physical link rate as discovered through Appendix A the
maximumrate will attenpted will be 100% of expected maxi num or

"wi re-speed performance”. The duration of each | oadi ng phase SHOULD
be at |least 30 seconds. This test MAY be repeated, each subsequent
iteration beginning at 5% of expected nmaxi num and i ncreasi ng session
establishnent rate to 110% of the nmaxi num observed fromthe previous
test run.

This procedure MAY be repeated any reasonabl e nunber of tines with
the results being averaged together.

4.1.4. Measur enment

The following netrics MAY be determined fromthis test, and SHOULD be
observed for each application protocol within the traffic m x:

4.1.4.1. Maxi num Application Flow Rate
The test tool SHOULD report the maxi mumrate at which application
flows were conpleted, as defined by RFC 2647 [5], Section 3.7. This

rate SHOULD be reported individually for each application protocol
present within the traffic mx.
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4.1.4.2. Application Flow Duration

The test tool SHOULD report the m nimum nmaxi num and aver age
application duration, as defined by RFC 2647 [5], Section 3.9. This
duration SHOULD be reported individually for each application
protocol present within the traffic nix.

4.1.4.3. Application Efficiency

The test tool SHOULD report the application efficiency, simlarly
defined for TCP by RFC 6349 [13].

Transmitted Bytes - Retransnitted Bytes
Efficiency %= ----------------mm oo X 100
App y
Transmitted Bytes

Figure 2: Application Efficiency Percent Cal culation

Note than cal cul ation | ess than 100% does not necessarily inply
noti ceably degraded performance since certain applications utilize
algorithnms to maintain a quality user experience in the face of data
| oss.

4.1.4.4. Application Flow Latency
The test tool SHOULD report the m nimum maxi num and average anount
of tinme an application flow nmenber takes to traverse the DUT, as
defined by RFC 1242 [3], Section 3.8. This value SHOULD be reported
individually for each application protocol present within the traffic
m x.

4.2. Application Throughput

4.2.1. Objective
To determ ne the maxi numrate through which a device is able to
forward bits when using application flows as defined in the previous
secti ons.

4.2.2. Setup Paraneters

The sane paraneter reporting procedure as described in Section 4.1.2
SHOULD be used for all tests.
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4.2.3. Procedure

This test will attenpt to send application flows through the device
at a flowrate of 30% of the maxi num as observed in Section 4. 1.
This procedure MAY be repeated with the results fromeach iteration
aver aged toget her.

4. 2. 4. Measur enent

The following netrics MAY be determined fromthis test, and SHOULD be
observed for each application protocol within the traffic mx:

4.2.4.1. WNMaxi mum Thr oughput

The test tool SHOULD report the m nimum nmaxi num and aver age
application throughput.

4.2.4.2. Maxi mum Application Flow Rate

The test tool SHOULD report the maxi numrate at which application
flows were conpleted, as defined by RFC 2647 [5], Section 3.7. This
rate SHOULD be reported individually for each application protocol
present within the traffic mx.

4.2.4.3. Application Flow Duration
The test tool SHOULD report the m nimum nmaxi num and aver age
application duration, as defined by RFC 2647 [5], Section 3.9. This
duration SHOULD be reported individually for each application
protocol present within the traffic nix.

4.2.4.4. Application Efficiency

The test tool SHOULD report the application efficiency as defined in
Section 4.1.4. 3.

4.2.4.5. Packet Loss

The test tool SHOULD report the nunber of packets |ost or dropped
fromsource to destination.

4.2.4.6. Application Flow Latency

The test tool SHOULD report the m nimum maxi num and average anount
of time an application flow nmenber takes to traverse the DUT, as
defined by RFC 1242 [3], Section 3.13. This value SHOULD be reported
i ndividually for each application protocol present within the traffic
m X.
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4.3. Ml formed Traffic Handling
4.3.1. bjective

To determine the effects on performance and stability that mal forned
traffic may have on the DUT

4.3.2. Setup Paranmeters

The sane paraneters SHOULD be used for Transport-Layer and
Application Layer Parameters previously specified in Section 4.1.2
and Section 4.2.2.

4. 3. 3. Pr ocedur e

This test will utilize the procedures specified previously in
Section 4.1.3 and Section 4.2.3. Wen performng the procedures
listed previously, the tester should generate nalformed traffic at
all protocol layers. This is comonly known as fuzzed traffic.
Fuzzi ng techni ques generally nodify portions of packets, including
checksum errors, invalid protocol options, and inproper protoco
conf or mance.

The process by which the tester SHOULD generate the mal forned traffic
is outlined in detail in Appendix B

4.3.4. Measurenent
For each protocol present in the traffic mx, the nmetrics specified
by Section 4.1.4 and Section 4.2.4 MAY be determ ned. This data may
be used to ascertain the effects of fuzzed traffic on the DUT

5. | ANA Consi derati ons
This meno includes no request to | ANA
Al'l drafts are required to have an | ANA consi derations section (see
the update of RFC 2434 [15] for a guide). |If the draft does not
require 1ANA to do anything, the section contains an explicit
statenent that this is the case (as above). |If there are no
requi renents for | ANA, the section will be renoved during conversion
into an RFC by the RFC Editor.

6. Security Considerations

Benchmarki ng activities as described in this meno are linmted to
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technol ogy characterization using controlled stinuli in a |aboratory
environment, wth dedi cated address space and the other constraints
RFC 2544 [2].

The benchmar ki ng network topology will be an independent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network, or mis-route traffic to the test
managenent networ k
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Appendi x A,  Exanple Traffic Mx

Thi s appendi x shows an exanpl e case of a protocol m x that may be
used with this nethodology. This mx closely represents the research
publ i shed by Sandvine [16] in their biannual report for the first

hal f of 2012 on North Anerican fixed access service provider

net wor ks.
Fom e e o Fom e e e e e e m e e e e e e oo - Fom e e e - - +
| Direction | Application Flow | Opti ons | Value |
S e S Fommnaann +
|  Upstream | Bi t Torrent | | |
[ [ | Avg Flow Size (L7) | 512 MB |
| | | Fl ow Percentage | 44.4%|
| | HTTP | | |
[ [ | Avg Flow Size (L7) | 128 kB |
| | | Fl ow Percentage | 7.3% |
I I Skype I I I
[ [ | Avg Flow Size (L7) | 8 MB |
| | | Fl ow Percentage | 4.9% |
[ [ SSL/ TLS [ [ [
[ [ | Avg Flow Size (L7) | 128 kB |
| | | Fl ow Percentage | 3.2% |
[ [ Netflix | | |
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Avg Flow Size (L7)
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Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

Avg Flow Size (L7)
Fl ow Per cent age

5, 2013

Feb

500 kB
3. 1%

500 MB
2.2%

4 VB
1. 9%

128 kB
28. 8% |

I
512 MB |
32.9% |

I
5 M |
13. 8% |

I
1 M8 |
12.1% |

500 MB
6. 3%

32 MB
3. 8%

100 MB
2.6%

100 MB
2. 0%

50 MB
2. 0%

300 MB

I
I
I
|
I
I
I
I
I
|
I
I
I
I
I
|
I
1.8% |
I
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| | | Avg Flow Size (L7) | 256 kB |
| | | Fl ow Percentage | 1.6% |
[ [ Bul k TCP [ [ [
[ [ | Avg Flow Size (L7) | 500 kB |
| | | Fl ow Percentage | 21.1%|
N . . - Fommamenn +

Table 1: Exanmple Traffic Pattern

Appendix B. Malforned Traffic Al gorithm

Each application flow will be broken into nmultiple transport
segrments, | P packets, and Ethernet franes. The malforned traffic
al gorithm | ooks very simlar to the IP Stack Integrity Checker
project at http://isic.sourceforge. net.

The algorithmis very sinple and starts by defining each of the
fields within the TCP/IP stack that will be mal forned during

transm ssion. The following table illustrates the Ethernet, |Pv4,

| Pv6, TCP, and UDP fields which are able to be nal formed by the
algorithm The first colum lists the protocol, the second col um
shows the actual header field nane, with the third colum showi ng the
percent age of packets that should have the field nodified by the

mal f ormati on al gorithm
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I T T T . +
| Pr ot ocol | Header Field | Malforned % |
S o e e e e e e e e e TSRS +
| Total Frames | [ 1% [
| Et her net | | |
| | Destinati on MAC | 0% |
[ [ Source MAC [ 1% |
| | Et hertype | 1% |
| | CRC | 1% |
| 1P Version 4 | [ [
| | Ver si on | 1% |
[ [ | HL [ 1% [
[ | Type of Service | 1% |
| | Total Length | 1% |
| | I dentification | 1% |
[ [ FI ags [ 1% [
| | Fragnent O fset | 1% |
[ [ Time to Live [ 1% [
[ [ Pr ot ocol [ 1% [
| | Header Checksum | 1% |
| | Sour ce Address | 1% |
[ [ Destination Address [ 1% [
| | Options | 1% |
[ [ Paddi ng [ 1% [
I ubP I I I
| | Source Port | 1% |
| | Destination Port | 1% |
[ [ Lengt h [ 1% [
| | Checksum | 1% |
I TcP I I I
[ [ Sour ce Port [ 1% |
| | Destination Port | 1% |
| | Sequence Number | 1% |
[ | Acknow edgenment Nunber | 1% [
| | Data O f set | 1% |
[ | Reserved(3 bhit) | 1% |
[ [ Fl ags(9 bit) [ 1% [
| | W ndow Si ze | 1% |
| | Checksum | 1% |
[ [ Ur gent Poi nter [ 1% [
| | Options(Variable Length) | 1% |
. T . +

Tabl e 2: Ml forned Header Val ues
This algorithmis to be used across the regular application flows

used t hroughout the rest of the nethodology. As each frane is
emitted fromthe test tool, a pseudo-random nunber generator will
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i ndi cate whether the frame is to be nal formed by creating a nunber

between 0 and 100. |If the nunber is less than the percentage defined
in the table, then that frame will be malformed. |If the frame is to
be nmal forned, then each of the headers in the table present within
the frane will follow the sane process. |If it is determined that a

header field should be nal fornmed, the same pseudo-random nunber
generator will be used to create a random nunber for the specified
header field.
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