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Abst ract

Mobile I P protocols provide | P session continuity to Mobile Nodes at
the expense of creating triangular routes via a centralized Hone
Agent. Increased | atency and network resource use, introduction of a
single point of failure and a network choke point are anong the
undesirabl e side effects of the current protocols. This docunent
describes an alternative approach where the Mbil e Node nakes use of
dynani cal | y- assi gned Home Agent that is located close to the

Cor r espondi ng Node.
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1. Introduction

In the context of Mbile | P [ RFC5563] [ RFC6275] [ RFC5213] [ RFC5944]
following two attributes are defined for the IP service provided to
the nobil e hosts:

| P session continuity: The ability to nmaintain an ongoing |IP session
by keeping the sanme | ocal end-point |IP address throughout the session
despite noving anong different I P networks. The |IP address of the
host may change between two independent |P sessions, but that does
not jeopardize the |P session continuity. [P session continuity is
essential for nobile hosts to nmaintain ongoing |IP sessions without
any interruption.

| P address reachability: The ability to maintain the sane | P address
for an extended period of tinme. The IP address shall stay the sane
across i ndependent |P sessions, and even in the absence of any IP
session. The I P address nay be published in a long-termregistry
(e.g., DNS), and it shall be available for serving inconing
connections. | P address reachability is essential for nobile hosts
to use specific/published | P addresses.

Mobile IP is designed to provide both | P session continuity and IP

address reachability to nobile hosts. The basic operation of Mbile
I P involves the followi ng: Network assigning a fixed | P address to
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the Mobil e Node (the Honme Address, HoA) froma fixed node (the Home
Agent, HA), the HA receiving | ocation updates fromthe Mbile Node
(M\), and the HA intercepting | P packets on behalf of the MN and
tunneling themto the MN\. That way the MN ensures it can keep
receiving | P packets irrespective of its novenent and | ocation in the
net wor k.

One obvious side effect of this approach is the creation of sub-
optimal routing paths between the MN and the other nodes it is
communi cating with (the Correspondi ng Nodes, CN). The routing path
between the MN and a CN has to traverse the HA. Unless the HAis

al ready | ocated on the path between the MN and the CN, the path
traversing the HA would create a so-called triangular route which is
| onger than the direct path between the two end-points. Longer path
yi el ds additional transm ssion |atency and use of network resources
[I-D.ietf-dmmrequirenments].

Furthermore, forcing all MNtraffic via the HA would al so create a
bottl eneck in the network by overloading a single network el ement.
The cost of building and operating such a network woul d increase,
whereas the overall network reliability would decrease
[I-D.ietf-dmmrequirenments].

The objective of the solution described in this docunent is to
provide I P session continuity to MNs without creating the
af orenmenti oned side effects.

The sol ution does not cover support for |IP address reachability.

This is considered to be acceptable, because only a very snall set of
applications really need I P address reachability. Those are the
applications that are running as servers. Such applications cannot
avoi d using standard Mobile I P since they need to accept incom ng
connections at a specific/published |IP address.

2. Notational Conventions

The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

3. Solution in a Nutshell

The negative side effects of Mobile IP can be renedied if the HA were
positioned on the direct path between the MN and the CN. That way
the I P packets would naturally flow thru the HA and not follow a
triangular route. But, this is not possible when a single/fixed IP
address is assigned to the MNand it is served by a single HA at a
fixed location [ RFC5563] [ RFC6275] [ RFC5213] [ RFC5944] while the MNis
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conmuni cating with CNs that are located in nmultiple different
| ocations in the Internet.

The solution proposed in this docunent utilizes HAs | ocated near CNs
(Correspondi ng Hone Agent, CHA) to dynamically allocate a HoA to the
MN (Correspondi ng Home Address, CHoA). Such an address will be used
t hroughout the I P session between the MN and the CN. G ven the
topol ogi cal proximty of the CHA to the direct path between the M
and the CN, it is expected that this solution would not have the
negative side effects of providing | P session continuity.

CHA may be co-located with the CN, or located in the sane site as the
CN, or located in an ISP serving that site. Not all CNs may be
served by a CHA. In case there is no CHA serving the CN, the MN and
the CN may communi cate using the HoA via the HA. It is expected that
CHAs woul d be depl oyed for domi nant content sites on the Internet
(e.g., YouTube, Facebook, Netflix, etc.)

The MN nmay be using multiple applications at the sanme tine, and each

application may be using a different CHA. For exanple, the MN may be
configured to use CHoAl for Appl with CN1 via CHAl, and use CHoA2 for
App2 with CN2 via CHA2 at the sane tine.

Figure 1 depicts the high-level nmessage flow for setting up data path
between the MN and the CN using a CHA

WN

Homm - - - +

I I

App St ack DNS CHA CN
I I I I I
| -[1]->| I I I
I | <--[2]-->]| I I
I I I I I
I | <---------- [3]--->| I
I I I I I
I I [4] I I
I I I I I
o e

Figure 1. Data path setup

Assume the MN is already configured with an | P address all ocated from
the access network it is attached to. Let this |IP address be call ed
| Pxs.
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Step 1:

Application on the WMN attenpts to initiate conmunication with the CN

Step 2:

Net wor k stack on the MN resol ves the CN hostnanme to the | P address of
CN. In parallel with that, the stack also tries to resolve the

cha. CN_hostnane in order to discover the CHA serving the CN, if there
i s any.

Step 3:

If a CHA is discovered at Step 2, then the network stack sends a

Bi nding Update to the CHA. The HoA in the Binding Update is set to
unspecified I P address (0.0.0.0/::) in order to request a
dynani cal | y-al | ocated CHoA fromthe CHA

Step 4:

A tunnel is setup between the MN and the CHA as a result of Step 3.
The tunnel end-points are IPxs and I P address of CHA (IPcha).

Step 5:
The socket used by the application is bound to the CHoA. The end-to-

end conmuni cati on between the App and the CN uses CHoA and | P address
of CN (I1Pcn). Those |IP packets are tunnel ed between the MN and the
CHA.

Fi gure 2 depicts the high-1evel nessage flow for re-establishing the
MN- CHA tunnel when the MN performs an | P handover.

WN

Homm e +

I I

App St ack CHA CN
I I I I
| [1] | |
I I I I
I | <---------- [2]---> I
I I I I
I I [3] I I
I I I I
< AT 7

Fi gure 2. | P handover.
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Step 1:

I P stack of MN configures a new | P address fromthe new access
network (IPxs2).

Step 2:
MN sends a Binding Update to the CHA, binding CHoA to | Pxs2.
Step 3:

A new tunnel is setup between the MN and the CHA (between the | Pxs2
and | Pcha).

Step 4:

The application and the CN continue their end-to-end conmmuni cation

usi ng the new tunnel. The end point |IP addresses stay the sanme (CHoA
and | Pcn), therefore the underlying routing change is transparent to
t he conmuni cati on end- poi nts.

Figure 3 depicts the high-level nmessage flow for tearing down the M\
CHA tunnel when the application closes the connection.

WN

Fomm - - - +

I I

App St ack CHA CN
I I I I
|-[1]->| I I
I I I I
| | <- [2] ====------- >|
I I I I
| <o [3]--->| |
I I I

Fi gure 2. Tear down.

Step 1:
The application attenpts to close the session with the CN
Step 2:

The network stack closes the connection with the CN (e.g., TCP FIN).
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Step 3:

The MN sends a Binding Update to the CHA in order to de-register the
bi ndi ng between the | Pxs and the CHoA. Dynanically-allocated CHoA
and the tunnel between the MN and the CHA are released at this step.

4. Details

This section provides a nore detail ed description of the proposed
solution. The solution utilizes the standard Mbile | P protoco
signaling. Unless otherw se stated, the protocol details in

[ RFC6275] [ RFC5944] apply to the Mobile I P processing described in the
foll owi ng sections.

4.1. Setup

Figure 4 depicts the detail ed nessage flow for setting up data path
between the MN and the CN using a CHA

MN
Foeee +
| |
App St ack DNS CHA CN AAA

| | | | | |
|-[1]->] | | | |
I |--[2a]-->| I I I
| | --[2b]-->| | | |
| | | | | |
| <----- | <-[3a]---| | | |
| | | | |
| | <-[3b]---| | | |
|-[4]->| | | | |
| |----------- [5]--->| | |
| | | [-------- [6]->|
| | | | | |
| | | | <------- [7]--]
| | <---------- [8]----| | |
| | | | | |
| | [9] | | |
| | | |
| | <- :::::::::[ 10] [T >| |
| | | | | |
| <-[11] - ===================------ >| |

Figure 4. Detail ed setup
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Step 1:

Application attenpts to resolve the | P address of the CN by issuing a
Socket APl call (e.g., gethostbyname, getaddrinfo).

Step 2a:

DNS client on the MN sends a DNS request to the DNS server in order
to resolve the | P address of the CN

Step 2b:

In parallel with Step 2a, DNS client on the MN should al so send a DNS
request to the DNS server in order to resolve the | P address of

cha. CN_host nane.

Steps 3a and 3b:

DNS server returns the results.

Step 4:

At sone point, the application attenpts to send its first packet to
the CN by issuing a Socket APl call (e.g., connect, sendto).

Step 5:

If Step 3b has produced an I P address for the CHA (which indicates
availability of a CHA for the CN), then the MN shall send a Binding
Update to the CHA. The Binding Update shall include a HoA that is
set to the unspecified |IP address (0.0.0.0 for I1Pv4, :: for |Pv6).
Steps 6 and 7:

The CHA may need to authenticate the inconing Binding Update in order
to authorize it. This step may require AAA [ RFC2865] [ RFC3588]

bet ween the CHA and a AAA server.

Step 8:

The CHA shall return a Binding Acknow edgenent to the MN. This
message shoul d contain a dynamically-allocated HOA. This HoA is
regarded as a CHoA.

Step 9:

The MN shall configure the received CHoA on its stack. The M and
the CHA shall also setup a tunnel between the care-of address in the
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Bi nding Update (the IPxs) and | Pcha. The MN shall setup a routing
table entry to forward any | P packet whose source address is CHoA to
the CHA via the tunnel. The CHA shall setup a routing table entry to
forward any | P packet whose destination address is CHoA to the MN via
t he tunnel

Step 10:

The MN shall assign the new y-configured CHoA as the source address
for the socket used by the application. |If a connection-oriented
transport protocol is used, then a connection shall be established
bet ween (e.g., via TCP 3-way handshake) the CHoA and the IPcn (as
obtained in Step 3a) via the tunnel between the MN and the CHA

Step 11:
The conmuni cati on between the application and the CN shall use CHoA
and the | Pcn as the end-points, and go via the tunnel between the M
and the CHA

4.2. Handover

Figure 5 depicts the detail ed nessage flow for re-establishing the
M\- CHA tunnel when the MN perforns an | P handover.

MN
- +
I

Figure 5. Detail ed handover

Step 1:

The MN configures a new | P address fromthe new access network
(1 Pxs2).

Step 2:
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When the | P address of the MN changes, the MN shall send a Binding
Update to the CHA for inform ng the CHA about this change and binding
the CHoA to the new | P address. The Binding Update shall include a
CoA set to the IPxs2 and the HoA set to the CHoA.

Step 3:

The CHA shall process the incom ng Binding Update according to
[ RFC6275] [ RFC5944] and return a Bindi ng Acknow edgenent .

Step 4:

The MN and the CHA shall setup a new tunnel with each other upon
successful execution of Steps 3 and 4. The tunnel end-points shal

be set to IPxs2 and | Pcha. The CHA shall forward any incom ng packet
whose destination is CHoA towards the MN via the tunnel. The M
shal |l forward any out goi ng packet whose source address is CHoA
towards the CN via the tunnel

4.3. Teardown

Figure 6 depicts the detailed nessage flow for tearing down the M\
CHA tunnel when the application closes the connection.

WN

Fomm - - - +

I I

App St ack CHA CN
I I I I
|-[1]->| I I
I I I I
| | <- [2]====------- >
I I I I
| EEREEEEEEEE [3]--->] |
I I I I
| ESRREEEERED [4]---- |

Figure 6. Detailed tear down.

Step 1:

The application attenpts to close the session with the CN

Step 2:
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8.

8.

The M shall close the connection with the CN, if a connection-
oriented transport is used (e.g., TCP, SCTP)

Step 3:

The MN shall send a Binding Update to CHA with lifetine set to O.
Step 4:

The CHA shall send a Bi ndi ng Acknowl edgenent back to the MN. The CHA
and the MN shall release the tunnel, renove the forwarding entries
for the CHoA. The CHA shall return the CHoA to the pool of available
| P addresses. The MN shall unconfigure the CHoA on its stack.

If a connectionless protocol is used (e.g., UDP) between the MN and
the CN, then the tear down nay be triggered based on an inactivity
timer or other indications.

Vari ation

A PM P-based variation of this solution is under construction and
will appear in a future version of this docunent.

Security Considerations

If the Binding Update nmessage is not origin authenticated, then it
may be | everaged for a DoS attack depleting the CHoA pool on the CHA

This threat may be nitigated by allocating the CHoA froma very |arge
address pool, such as 10.0.0.0/8 for IPv4, or a /64 prefix for |Pv6.
Depl eting such a | arge address pool requires a significant brute-
force attack. At that point the type of attack and its mitigations
change and fall outside the scope of this docunent.
Another mitigation is to use origin authentication, replay and
integrity protection on the Mbile |IP nessages
[ RFC6275] [ RFC5944] [ RFCA285]

| ANA Consi derations
TBD
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