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1. Introduction

Exi sting network-layer nobility managenent protocols have primarily
enpl oyed a nobility anchor to ensure connectivity of a nobile node by
forwardi ng packets destined to, or sent from the nobile node after
the node has noved to a different network. The nobility anchor has
been centrally deployed in the sense that the traffic of nmillions of
mobi | e nodes in an operator network is typically managed by the sane
anchor. This centralized deploynent of nobility anchors to manage |IP
sessions poses several problems. |n order to address these probl ens,
a distributed nobility managenment (DMM) architecture has been
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proposed. This docunent investigates whether it is feasible to
deploy current IP nobility protocols in a DVM scenario in a way that
can fulfill the requirements as defined in [RFC7333]. It discusses
current depl oynent practices of existing nobility protocols and
identifies the limtations (gaps) in these practices fromthe
standpoi nt of satisfying DM requirenments. The analysis is primarily
towards | Pv6 depl oynent, but can be seen to also apply to | Pv4
whenever there are | Pv4 counterparts equivalent to the IPv6 nmobility
pr ot ocol s.

The rest of this docunent is organized as follows. Section 3

anal yzes existing IP nmobility protocols by exam ning their functions
and how these functions can be configured and used to work in a DV
environment. Section 4 presents the current practices of IP wireless
net wor ks and 3GPP architectures. Both network- and host-based
mobility protocols are considered. Section 5 presents the gap

anal ysis with respect to the current practices.

2. Term nol ogy

Al'l general mobility-related terns and their acronyns used in this
docunent are to be interpreted as defined in the Mbile | Pv6 base
specification [ RFC6275], in the Proxy Mbile | Pv6 specification

[ RFC5213], and in the Distributed Mbility Managenent Requirenents

[ RFC7333]. These terms include nobile node (MN), correspondent node
(CN), home agent (HA), Local Mbility Anchor (LMA), Mobile Access
Gateway (MAG), centrally depoyed nobility anchors, distributed
nmobi | ity managenent, hierarchical nobile network, flatter nobile
network, and flattening nobile network.

In addition, this docunent also introduces sone definitions of IP
mobility functions in Section 3.

In this docunent there are also references to a "distributed nmobility
managenent environnent." By this term we refer to a scenario in
which the IP nobility, access network and routing solutions allow for
setting up IP networks so that traffic is distributed in an opti nal
way, without relying on centrally deployed nobility anchors to manage
IP nmobility sessions.

3. Functions of existing nobility protocols

The host-based Mbile IPv6 (M Pv6) [ RFC6275] and its network-based
ext ensi on, Proxy Mbile IPv6 (PM Pv6) [RFC5213], as well as

Hi erarchical Mbile IPv6 (HM Pv6) [ RFC5380] are logically centralized
nmobi | i ty managenent approaches addressing prinmarily hierarchica
nmobi | e networks. Al though these approaches are centralized, they
have inmportant nobility management functions resulting fromyears of
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extensive work to develop and to extend these functions. It is
therefore useful to take these existing functions and exam ne themin
a DWMM scenario in order to understand how to depl oy the existing
nmobility protocols to provide distributed nobility nmanagenent.

The main nobility managenment functions of MPv6, PMPv6, and HM Pv6
are the follow ng:

1. Anchoring Function (AF): allocation to a nobile node of an IP
address, i.e., Hone Address (HoA), or prefix, i.e., Home Network
Prefix (HNP) topologically anchored by the advertising node.

That is, the anchor node is able to advertise a connected route
into the routing infrastructure for the allocated IP prefixes.
This function is a control plane function.

2. Internetwork Location Information (LI) function: nmanagi ng and
keeping track of the internetwork | ocation of an MN. The
location information may be a binding of the | P advertised
address/prefix, e.g., HoA or HNP, to the IP routing address of
the MN or of a node that can forward packets destined to the M\
It is a control plane function.

In a client-server protocol nodel, |ocation query and update
messages may be exchanged between a | ocation information client
(LIc) and a location information server (LIS).

3. Forwardi ng Managenent (FM function: packet interception and
forwarding to/fromthe | P address/prefix assigned to the M\,
based on the internetwork |l ocation information, either to the
destination or to sonme other network el enent that knows how to
forward the packets to their destination.

FM may optionally be split into the control plane (FM CP) and
data plane (FM DP).

In Mbile | Pv6, the home agent (HA) typically provides the anchoring
function (AF); the location information server (LIs) is at the HA
whereas the location information client (LIc) is at the M\; the
Forwar di ng Managenent (FM function is distributed between the ends
of the tunnel at the HA and the M\

In Proxy Mbile IPv6, the Local Mbility Anchor (LMA) provides the
anchoring function (AF); the location information server (LIs) is at
the LMA whereas the location information client (LIc) is at the

mobi | e access gateway (MAG; the Forwardi ng Managenent (FM function
is distributed between the ends of the tunnel at the HA and the MAG
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In Hierarchical Mbile I Pv6 (HM Pv6) [RFC5380], the Mbility Anchor
Poi nt (MAP) serves as a location information aggregator between the
LIs at the HA and the LIc at the MN. The MAP al so provides the FM
function to enable tunneling between HA and itself as well as
tunnel i ng between MN and itself.

4. DW practices

This section documents depl oynent practices of existing mobility
protocols to satisfy distributed nobility nmanagenent requirenents.
This description considers both IP wireless, e.g., evolved W-Fi
hot spots, and 3GPP fl attening nobile network

Whi | e describing the current DMM practices, the section provides
references to the generic nmobility managenent functions described in
Section 3 as well as sone initial hints on the identified gaps with
respect to the DMM requirenents docunented in [ RFC7333].

4.1. Assunptions

There are many different approaches that can be considered to

i npl ement and deploy a distributed anchoring and nobility solution
The focus of the gap analysis is on certain current nobile network
architectures and standardized IP nobility solutions, considering any
ki nd of depl oyment options which do not violate the original protoco
specifications. 1In order to linmt the scope of our analysis of DWW
practices, we consider the following list of technical assunptions:

1. Both host- and network-based sol utions are consi dered.

2. Solutions should allow selecting and using the nost appropriate
I P anchor anmobng a set of avail abl e candi dat es.

3. Mbility nmanagenent should be realized by the preservation of the
| P address across the different points of attachnent (i.e.
provision of |IP address continuity). This is in contrast to
certain transport-layer based approaches such as Stream Contro
Transm ssi on Protocol (SCTP) [ RFC4960] or application-|ayer
mobi lity.

Appl i cations which can cope with changes in the M\'s | P address do
not depend on | P nobility managenent protocols such as DW

Typically, a connection nanager together with the operating system
wi Il configure the source address sel ection mechanismof the IP
stack. This might involve identifying application capabilities and
triggering the nobility support accordingly. Further considerations
on application managenent and source address selection are out of the
scope of this docunent, but the reader night consult [RFC6724].
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4.2. P flat wirel ess network

This section focuses on comon | P wireless network architectures and
how they can be flattened froman IP nobility and anchoring point of
vi ew usi ng common and standardi zed protocols. W take W-Fi as an
useful wireless technology, since it is widely known and depl oyed
nowadays. Some representative exanples of W-Fi depl oynent
architectures are depicted in Figure 1.

Fommm e e e e e ea s + IR
+-- -+ | Access | ( )
| AAAl. . . . . . | Aggregation [---------- ( I'nternet )
+o- -t I Gateway | (_ 2)
Fom e e e e e e e e n + oo
|| |
[ [ e e e - +
|| I
| | e +
Fomm e e e e e e e e a o + | AR |
| | +--+- -+
Fomm - - + Fomm - - + [ S
| RG | | WC | ( LAN )
Fom o + Fom o + * oo *
/ \ / \
/[ \ [ + 4----- +  4----- + [ +
/ \ |W-Fi| |W-Fi| | W-Fi| | W-Fi|
MN1 MN2 | AP1 | | AP2 | | AP3 | | AP4
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I\ I\
/ \ / \
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Figure 1: IP W-F network architectures

In Figure 1, three typical deploynent options are shown
[1-D.gundavel li-v6ops-community-wifi-svcs]. On the left hand side of
the figure, mobile nodes MN1 and MN2 directly connect to a
Residential Gateway (RG at the customer prem ses. The RG hosts the
802. 11 Access Point (AP) function to enable wireless |ayer-2 access
connectivity and al so provides layer-3 routing functions. 1In the

m ddl e of the figure, nobile nodes MN3 and M\¥ connect to W-Fi
Access Points (APs) APl and AP2 that are nmanaged by a Wreless LAN
Controller (WC), which performs radi o resource managenent on the
APs, domai n-wi de mobility policy enforcenent and centralized
forwarding function for the user traffic. The W.C could al so

i mpl ement | ayer-3 routing functions, or attach to an access router
(AR). Last, on the right-hand side of the figure, access points AP3
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and AP4 are directly connected to an access router. This can also be
used as a generic connectivity nodel

IP nobility protocols can be used to provi de heterogeneous network
mobi l ity support to users, e.g., handover fromW-Fi to cellular
access. Two kinds of protocols can be used: Proxy Mbile | Pv6

[ RFC5213] or Mobile I Pv6 [ RFC5555], with the role of nobility anchor
e.g., Local Mbility Anchor or home agent, typically being played by
the edge router of the nobile network [SDO 3GPP. 23. 402].

Al t hough this section has made use of the exanple of W-Fi networks,
there are other flattening nobile network architectures specified,
such as W MAX [ | EEE. 802-16. 2009], which integrates both host- and
net wor k- based I P nmobility functions.

Existing IP nobility protocols can al so be deployed in a flatter
manner, so that the anchoring and access aggregation functions are
distributed. W next describe several practices for the depl oynent
of existing nmobility protocols in a distributed nobility managenent
environment. The analysis in this sectionis limted to protoco

sol utions based on existing IP nmobility protocols, either host- or
net wor k- based, such as Mbile | Pv6 [ RFC6275], [ RFC5555], Proxy Mobile
| Pv6 (PM Pv6) [RFC5213], [RFC5844] and Network Mbility Basic Support
protocol (NEMO [RFC3963]. Extensions to these base protoco
solutions are also considered. The analysis is divided into two
parts: host- and network-based practices.

4.2.1. Host-based |IP DW practices

Mobile IPv6 (M Pv6) [RFC6275] and its extension to support nobile

net wor ks, the NEMO Basic Support protocol (hereafter, sinmply referred
to as NEMD [RFC3963] are well-known host-based IP mobility
protocols. They depend on the function of the Honme Agent (HA), a
centralized anchor, to provide nobile nodes (hosts and routers) wth
mobi l ity support. |In these approaches, the Hone Agent typically
provi des the Anchoring Function (AF), Forwardi ng Managenent (FM, and
Internetwork Location Information server (LIs) functions. The nobile
node possesses the Location Information client (LIc) function and the
FM function to enabl e tunneling between HA and itself. W next
descri be sone practices that show how M Pv6/ NEMO and several other
protocol extensions can be deployed in a distributed nmobility
managenent environnent.

One approach to distribute the anchors can be to depl oy several HAs

(as shown in Figure 2), and assign the topol ogically closest anchor

to each MN [ RFC4640], [RFC5026], [RFC6611]. In the exanple shown in
Figure 2, the nobile node MN1 is assigned to the hone agent HA1 and

uses a honme address anchored by HAlL to comrunicate with the
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correspondent node CN1. Simlarly, the nobile node M2 is assigned
to the home agent HA2 and uses a home address anchored by HA2 to
communi cate with the correspondent node CN2. Note that M Pv6/ NEMO
specifications do not prevent the sinultaneous use of nultiple hone
agents by a single nobile node. 1In this deploynent nodel, the nobile
node can use several anchors at the sane tine, each of them anchoring
IP flows initiated at a different point of attachnent. However,
there is currently no nmechani smspecified in | ETF standard to enabl e
an efficient dynanmi c discovery of available anchors and the sel ection
of the nobst suitable one.

<-| NTERNET- > <- HOME NETWORK -> <------- ACCESS NETWORK ------- >
+o-- - + +o-- - + Fomme - +
| CN1 | - ===| ARl | :::::::l VN1 |
+o---- + 0\ R + 1 +----- + | (FM LMe) |
- | HA1 | === o — - - +
| (CAF, FM LMs) | +----- + (anchored
R + | ARZ | at HA1)
+o-- - + +o-- - +
| CN2 |--------------
+----- + \ +----- + [ SR +
————————————— | AR3 |-------] M\2
R + +----- + | (FM LMe) |
HA2 | Ty +
| (CAF, FM LMs) | +o---- + (anchored
to-em e + | AR4 | at HA2)
R +
CNL CN2 HA1 HA2 ARL AR3 MN1 VN2
I I I I I I I
| emmmmieea o >| <======t unnel + >| | BT node
I I I I I I I I
| I T T >| RO node
I I I

Figure 2: Distributed operation of Mbile IPv6 (BT and RO / NEMO

One goal of the deploynent of nobility protocols in a distributed
mobi | ity managenent environment is to avoid the suboptinmal routing
caused by centralized anchoring. Here, the Route Optim zation (RO
support provided by Mbile | Pv6 can be used to achieve a flatter IP
data forwarding. By default, Mbile IPv6 and NEMO use the so-called
Bi di rectional Tunnel (BT) node, in which data traffic is always
encapsul ated between the MN and its HA before being directed to any
other destination. The RO node allows the MN to update its current

| ocation on the CNs, and then use the direct path between them
Usi ng the exanple shown in Figure 2, MNL is using BT node with CNi1,
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while M2 is in ROnobde with CN2. However, the RO nobde has severa
dr awbacks:

0 The RO node is only supported by Mobile IPv6. There is no route
optinization support standardi zed for the NEMO protocol because of
the security probl ens posed by extending return routability tests
for prefixes, although many different solutions have been proposed
[ RFC4889] .

0 The RO node requires signaling that adds sonme protocol overhead.

0 The signaling required to enable RO invol ves the hone agent and is
repeated periodically for security reasons [ RFC4225]. Therefore
the HA remains a single point of failure.

0 The RO node requires support fromthe CN

Not wi t hst andi ng t hese consi derati ons, the RO node does offer the
possibility of substantially reducing traffic through the Home Agent,
in cases when it can be supported by the rel evant correspondent

nodes. Note that a nobile node can al so use its care-of-address
(CoA) directly [ RFC5014] when communicating with CNs on the sane |ink
or anywhere in the Internet, although no session continuity support
woul d be provided by the IP stack in this case.

Hi erarchical Mbile IPv6 (HM Pv6) [ RFC5380] (as shown in Figure 3),

i s another host-based IP nobility extension which can be consi dered
as a conplenent to provide a less centralized nobility depl oynent.

It allows the reduction of the anmount of nmobility signaling as well
as inproving the overall handover performance of Mbile | Pv6 by

i ntroduci ng a new hierarchy level to handle local nobility. The
Mobility Anchor Point (MAP) entity is introduced as a local nobility

handl i ng node depl oyed cl oser to the nobile node. It provides LI
intermedi ary function between the LI server (LIs) at the HA and the
LI client (LIc) at the MN. It also perforns the FMfunction to

tunnel with the HA and also with the M
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Figure 3: Hierarchical Mbile |IPv6

When HM Pv6 is used, the MN has two different tenporary addresses:
the Regi onal Care-of Address (RCoA) and the Local Care-of Address
(LCoA). The RCoA is anchored at one MAP, which plays the role of

| ocal home agent, while the LCoA is anchored at the access router

I evel . The nobil e node uses the RCoA as the CoA signaled to its hone
agent. Therefore, while roaming within a |l ocal domain handled by the
same MAP, the nobil e node does not need to update its hone agent,
i.e., the nobile node does not change its RCoA.

The use of HM Pv6 enables a formof route optinization, since a

mobi | e node may decide to directly use the RCoA as source address for
a conmuni cation with a given correspondent node, particularly if the
MN does not expect to nove outside the |ocal donmain during the
lifetinme of the communication. This can be seen as a potential DWW
nmode of operation, though it fails to provide session continuity if
and when the MN noves outside the local domain. |In the exanple shown
in Figure 3, MNL is using its global HoA to comrunicate with CNL1,
while it is using its RCoA to conmunicate with CN2.

Furthernore, a local domain mght have several MAPs depl oyed,
enabling therefore a different kind of HM Pv6 depl oynents which are
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flattening and distributed. The HM Pv6 specification supports a
flexible selection of the MAP, including those based on the distance
between the MN and the MAP, or taking into consideration the expected
mobility pattern of the M\

Anot her extension that can be used to help with distributing nmobility
managenent functions is the Hone Agent switch specification

[ RFC5142], which defines a new nobility header for signaling a nobile
node that it should acquire a new hone agent. [RFC5142] does not
specify the case of changing the nobile node’'s hone address, as that
m ght inply loss of connectivity for ongoing persistent connections.
Nevert hel ess, that specification could be used to force the change of
home agent in those situations where there are no active persistent
data sessions that cannot cope with a change of hone address.

There are other host-based approaches standardi zed that can be used
to provide nobility support. For exanple MBI KE [ RFC4555] allows a
nmobi | e node encrypting traffic through I KEv2 [ RFC5996] to change its
poi nt of attachnent while maintaining a Virtual Private Network (VPN)
session. The MOBIKE protocol allows updating the VPN Security

Associ ations (SAs) in cases where the base connection initially used
is lost and needs to be re-established. The use of the MBI KE
protocol avoids having to performan |KEv2 re-negotiation. Simlar
considerations to those nade for Mbile I Pv6 can be applied to

MOBI KE; though MOBIKE is best suited for situations where the address
of at |east one endpoint is relatively stable and can be di scovered
usi ng exi sting nechani sns such as DNS

Ext ensi ons have been defined to the nobility protocol to optinize the
handover perfornance. Mbile |Pv6 Fast Handovers (FM Pv6) [ RFC5568]
is the extension to optinize handover |atency. It defines new access
rout er di scovery nechani sm before handover to reduce the new network
di scovery latency. It also defines a tunnel between the previous
access router and the new access router to reduce the packet |oss
during handover. The Candi date Access Router Discovery (CARD)

[ RFC4066] and Context Transfer Protocol (CXTP) [RFC4067] protocols
wer e standardized to inprove the handover performance. The DWM

depl oynent practice discussed in this section can al so use those
extensions to inprove the handover performance.

4.2.2. Network-based IP DW practices

Proxy Mobile I Pv6 (PM Pv6) [RFC5213] is the nain network-based |IP
mobility protocol specified for 1Pv6. Proxy Mbile | Pv4d [ RFC5844]
defines some | Pv4 extensions. Wth network-based IP nobility
protocols, the Local Mbility Anchor (LMA) typically provides the
Anchoring Function (AF), Forwarding Managenent (FM function, and
Internetwork Location Information server (LIs) function. The nobile
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access gateway (MAG provides the Location Information client (LIc)
function and Forwardi ng Managenent (FM function to tunnel with LMA
PMPv6 is architecturally alnost identical to MPv6, as the nobility
signaling and routing between LMA and MAGin PMPv6 is sinmlar to
those between HA and MN in MPv6. The required nmobility
functionality at the MN is provided by the MAG so that the

i nvol venent in nobility support by the MNis not required.

We next describe sone practices that show how networ k-based nmobility
protocol s and several other protocol extensions can be deployed in a
di stributed nobility nmanagenent environnent.

One way to decentralize Proxy Mobile | Pv6 operation can be to depl oy
several Local Mbility Anchors and use sonme selection criteria to
assign LMAs to attaching nobile nodes. An exanple of this type of
assignnent is shown in Figure 4. As with the client based approach,
a nmobil e node may use several anchors at the sane tine, each of them
anchoring IP flows initiated at a different point of attachment.

Thi s assignnent can be static or dynamic. The nmain advantage of this

simpl e approach is that the I P address anchor, i.e., the LMA could
be placed closer to the nobile node. Therefore the resulting paths
are close-to-optinal. On the other hand, as soon as the nobile node

nmoves, the resulting path will start deviating fromthe optimal one.

<I NTERNET> <--- HOVE NETWORK ---> <------ ACCESS NETWORK - - - - - - - >
o + ot
:::::::I VAGL I ______ I NN]_I

+----- + L + /1 | (FM LM) | +---+

| CN1 | ------- | LVAL | —====== oo oo +

Foomm - + | (CAF, FM LM5) |

o + e +

Fommnn + | MR |

| o |- | (FM LM) |

+-- - - - + \ [ S + Hom e e oo - +

--- | LVA2 | —======

PR + | (AF, FM LMs) | \ b + T—

| ON3 | E e ¥ =======| MAG3 |------ | M2

P + | (FM LMs) | to--
R +

CN1 CN2 LMAL LMA2 MAGL MAG3 MNL  MN2

| | | | | | | |

| Cmmmm e >| <===========t unnel ::::::::>| Cmmmm e m = >| |

| | | | | |

|

|

I I
| <-------mmae--- >| <=====t unnel S| <----------- >|
| |

Figure 4: Distributed operation of Proxy Mbile | Pv6
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In a similar way to the host-based IP nobility case, network-based IP
mobility has sone extensions defined to mitigate the subopti nal
routing issues that nmay arise due to the use of a centralized anchor
The Local Routing extensions [ RFC6705] enable optinmal routing in
Proxy Mobile IPv6 in three cases: i) when two comunicating MNs are
attached to the sane MAG and LMA, ii) when two comunicating M\Ns are
attached to different MAGs but to the same LMA, and iii) when two
comruni cating MNs are attached to the sane MAG but have different
LMAs. In these three cases, data traffic between the two nobile
nodes does not traverse the LMA(s), thus providing sonme formof path
optinmization since the traffic is locally routed at the edge. The
mai n di sadvantage of this approach is that it only tackles the M\-to-
MN conmuni cati on scenario, and only under certain circunstances.

An interesting extension that can also be used to facilitate the

depl oynent of network-based nobility protocols in a distributed
nmobi | ity managenent environment is the support of LMA runtine

assi gnnent described in [ RFC6463]. This extension specifies a
runtime Local Mobility Anchor assignnent functionality and
corresponding nobility options for Proxy Mobile IPv6. This runtime
Local Mobility Anchor assignment takes place during the Proxy Binding
Update / Proxy Binding Acknow edgnent nessage exchange between a
nmobi | e access gateway and a |ocal nobility anchor. Wile this
mechanismis mainly aimed for |oad-bal ancing purposes, it can also be
used to select an optimal LMA fromthe routing point of view A
runti me LMA assignnment can be used to change the assigned LMA of an
M\, for example, in cases when the nobile node does not have any
active session, or when the running sessions can survive an |IP
address change. Note that several possible dynam c Local Mbility
Anchor di scovery solutions can be used, as described in [ RFC6097].

4.3. Flattening 3GPP nmobil e network approaches

The 3rd Generation Partnership Project (3GPP) is the standards

devel opnent organi zation that specifies the 3rd generation nobile
network and the Evol ved Packet System (EPS) [ SDO 3GPP. 23.402], which
mai nly conprises the Evol ved Packet Core (EPC) and a new radi o access
network, usually referred to as LTE (Long Term Evol ution).

Architecturally, the 3GPP Evol ved Packet Core (EPC) network is
simlar to an P wirel ess network running PMPv6 or MPv6, as it
relies on the Packet Data Network Gateway (PGW anchoring services to
provi de nmobil e nodes with nmobility support (see Figure 5). There are
client-based and network-based mobility solutions in 3GPP, which for
simplicity will be anal yzed together. W next describe how 3GPP
nmobility protocols and several other conpl eted or ongoi ng extensions
can be depl oyed to neet sone of the DMMrequirenents [ RFC7333].
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Fi gure 5: EPS (non-roaning) architecture overview

The GPRS Tunneling Protocol (GIP) [SDO 3GPP.29.060] [SDO 3GPP.29.281]
[ SDO 3GPP. 29. 274] is a network-based nobility protocol specified for

3GPP networks (S2a, S2b, S5 and S8 interfaces). In a simlar way to
PM Pv6, it can handle nobility without requiring the invol venent of
the nobile nodes. In this case, the nobile node functionality is

provided in a proxy manner by the Serving Data Gateway (SGW, Evolved
Packet Data Gateway (ePDG, or Trusted Wrel ess Access Gateway (TWAG
[ SDO- 3GPP. 23. 402])

3GPP specifications also include client-based nobility support, based

on adopting the use of Dual-Stack Mbile I Pv6 (DSM Pv6) [ RFC5555] for
the S2c interface [SDO 3GPP.24.303]. In this case, the User
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Equi prent (UE) inplenments the binding update functionality, while the
hone agent role is played by the PGW

A Local IP Access (LIPA) and Selected IP Traffic Ofload (SIPTO
enabl ed network [ SDO 3GPP. 23.401] all ows of fl oading sone | P services
at the local access network above the Radi o Access Network (RAN)

wi t hout the need to travel back to the PGW (see Figure 6).

| User S (Operator’s CN)

Fomee oo - + . Local IP traffic

| Resi denti al |
| enterprise |
| 1P network |

Figure 6: LIPA scenario
SI PTO enabl es an operator to offload certain types of traffic at a
network node close to the UE's point of attachnent to the access
network, by selecting a set of GM (SGWand PGN that are

geographically/topologically close to the UE s point of attachment.

SI PTO Traffic

Ho- e - + T +
| L-PGW | ---- | MVE |
[ SR + |/ - - - - - +
[ /
e + H--mnn + H--mnn +/ H--mnn +
| UE |..... | eNB|....|] SGN|........ | PGW]|.... CN Traffic
T + +----- + +----- + +----- +

Figure 7: SIPTO architecture

LI PA, on the other hand, enables an | P addressable UE connected via a
Honme eNB (HeNB) to access other | P addressable entities in the sane
residential/enterprise IP network without traversing the nobile
operator’s network core in the user plane. |In order to achieve this,
a Local GW (LGN collocated with the HeNB is used. LIPAis
established by the UE requesting a new Public Data Network (PDN)
connection to an access point nane for which LIPAis pernitted, and
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the network selecting the Local GWassociated with the HeNB and
enabling a direct user plane path between the Local GWand the HeNB.

Fom e e e oo Homm - - - + - m- - + - mm e e + =====
| Residential | | HeNB | | Backhaul | |Mbile | (1P )
| Enterprise |..[------ [ .. | .. | Operator | .. (Networ k)
| Net wor k | | Lew | | | | Core network | =======
B Fomm - - - B S, B SR +
/
I
/
Foomo - +
| UE |
+----- +

Figure 8: LIPA architecture

The 3GPP architecture specifications also provide nechanisns to allow
di scovery and sel ection of gateways [SDO 3GPP.29.303]. These
mechani sms enabl e deci sions taking into consideration topol ogi ca

| ocati on and gateway col |l ocati on aspects, relying upon the DNS as a
"l ocation database."

Both SI PTO and LI PA have a very linited nobility support, especially
in 3GPP specifications up to Rel-12. Briefly, LIPA nobility support
is limted to handovers between HeNBs that are managed by the sane
LGW (i.e., mobility within the |ocal domain). There is no guarantee
of I P session continuity for SIPTO

5. Gap analysis

This section identifies the limtations in the current practices,
described in Section 4, with respect to the DM requirenents |isted
in [ RFC7333].

5.1. Distributed nobility nmanagenent - REQL

According to requirenment REQL stated in [RFC7333], IP nobility,
networ k access and forwardi ng solutions provided by DVMM nust make it
possible for traffic to avoid traversing a single nobility anchor far
fromthe optinmal route.

Fromthe analysis perforned in Section 4, a DWM depl oynent can neet
the requirenent "REQL Distributed nobility managenment" usually
relying on the follow ng functions:

o Miltiple (distributed) anchoring: ability to anchor different
sessions of a single nobile node at different anchors. |In order
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to provide inproved routing, some anchors m ght need to be placed
closer to the nobile node or the correspondi ng node.

0 Dynam c anchor assignnment/re-location: ability to i) assign the
initial anchor, and ii) dynam cally change the initially assigned
anchor and/or assign a new one (this may al so require the transfer
of mobility context between anchors). This can be achi eved either
by changi ng anchor for all ongoing sessions or by assigning new
anchors just for new sessions.

GAP1-1: Both the main client- and network-based IP nobility
protocols, namely (DS)M Pv6 and PM Pv6 al | ow depl oyi ng
mul ti ple anchors (i.e., home agents and localized nobility
anchors), thereby providing the nultiple anchoring function.
However, existing solutions only provide an initial anchor
assignnent, thus the lack of dynam ¢ anchor change/ new
anchor assignnent is a gap. Neither the HA switch nor the
LMA runtime assignment allows changi ng the anchor during an
ongoi ng session. This actually conprises several gaps:
ability to performanchor assignment at any tine (not only
at the initial M\N's attachnment), ability of the current
anchor to initiate/trigger the relocation, and ability to
transfer registration context between anchors.

GAP1-2: Dynamnic anchor assignment rmay |ead the MN to nanage
different mobility sessions served by different nobility
anchors. This is not an issue with client based mobility
managenent where the nobility client natively knows the
anchor associated with each of its nobility sessions.
However, there is one gap, as the MN shoul d be capabl e of
handling | P addresses in a DWW friendly way, meaning that
the MN can perform smart source address selection (i.e.
deprecating | P addresses from previous nobility anchors, so
they are not used for new sessions). Besides, managi ng
different nobility sessions served by different nobility
anchors may raise issues with network based nobility
management. In this case, the nobile client located in the
network, e.g., MAG usually retrieves the MN's anchor from
the MN's policy profile as described in Section 6.2 of
[ RFC5213]. Currently, the MN's policy profile inplicitly
assunes a single serving anchor and thus does not maintain
t he associati on between home network prefix and anchor

GAP1-3: The consequence of the distribution of the nmobility anchors
is that there might be nore than one avail abl e anchor for a
nmobi | e node to use, which | eads to an anchor di scovery and
sel ection issue. Currently, there is no efficient nechani sm
specified to allow the dynanic discovery of the presence of
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nodes that can play the anchor role, discovering their
capabilities and selecting the nost suitable one. There is
al so no nmechanismto allow selecting a node that is
currently anchoring a given hone address/prefix (capability
sonetines required to neet REQ#2). However, there are sone
mechani sms that could help to discover anchors, such as the
Dynami ¢ Hone Agent Address Discovery (DHAAD) [RFC6275], the
use of the home agent flag (H) in Router Advertisements
(which indicates that the router sending the Router
Advertisenent is also functioning as a Mbile | Pv6 hone
agent on the link) or the MAP option in Router
Advertisenments defined by HM Pv6. Note that there are 3GPP
mechani sms providing that functionality defined in

[ SDO- 3GPP. 29. 303] .

Regarding the ability to transfer registration context between
anchors, there are already sonme solutions that could be reused or
adapted to fill that gap, such as Fast Handovers for Mbile | Pv6

[ RFC5568] -- to enable traffic redirection fromthe old to the new
anchor --, the Context Transfer protocol [RFC4067] -- to enable the
required transfer of registration information between anchors --, or
t he Handover Keying architecture solutions [ RFC6697], to speed up the
re-aut hentication process after a change of anchor. Note that sone
extensions night be needed in the context of DVW as these protocols
were designed in the context of centralized client IP mobility,
focusing on the access re-attachnent and aut hentication

GAP1-4: Also note that REQL is intended to prevent the data pl ane
traffic fromtaking a suboptinmal route. Distributed
processing of the traffic may then be needed only in the
data plane. Provision of this capability for distributed
processi ng should not conflict with the use of a centralized
control plane. Qher control plane solutions such as
charging, lawful interception, etc. should not be
constrained by the DMM solution. On the other hand
conbi ning the control plane and data pl ane forwarding
managenent (FM function may linit the choice of solutions
to those that distribute both data plane and control plane
together. In order to enable distribution of only the data
pl ane without distributing the control plane, it would be
necessary to split the forwardi ng managenent function into
the control plane (FM CP) and data plane (FM DP) conponents
there is currently a gap here.
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5.2.

Bypassabl e network-1ayer nobility support for each application
session - REQ

The requirenent REQ2 for "bypassabl e network-layer nobility support
for each application session" introduced in [RFC7333] requires
flexibility in determnining whether network-1ayer nmobility support is
needed. This requirenment enables one to choose whether or not to use
net wor k-1 ayer nmobility support. The following two functions are al so
needed:

(0]

Dynamical |y assign/relocate anchor: a nmobility anchor is assigned
only to sessions which use the network-Ilayer nobility support.
The MN rmay thus nanage nore than one session; sonme of them nmay be
associ ated with anchored | P address(es), while the others may be
associated with local |IP address(es).

Multiple | P address managenent: this function is related to the
preceding and is about the ability of the nobile node to

sinul taneously use nmultiple | P addresses and sel ect the best one
(froman anchoring point of view) to use on a per-
session/application/service basis. This requires MN to acquire
i nformati on regarding the properties of the available IP

addr esses.

GAP2-1: The dynani c anchor assignment/rel ocati on needs to ensure

that | P address continuity is guaranteed for sessions that
uses such nobility support (e.g., in some scenarios, the
provision of nobility locally within a limted area nmight be
enough fromthe nobile node or the application point of
view) at the relocated anchor. Inplicitly, when no
applications are using the network-Ilayer nobility support,
DWMM rmay rel ease the needed resources. This may inply having
the know edge of which sessions at the nobile node are
active and are using the nobility support. This is

sonmet hing typically known only by the M\, e.g., by its
connecti on manager, and would also typically require sone
signaling support such as socket APl extensions from
applications to indicate to the I P stack whether mobility
support is required or not. Therefore, (part of) this

know edge night need to be transferred to/shared with the
net wor k.

GAP2-2: Miltiple I P address managenment provides the MN with the

Li u,

choice to pick the correct address, e.g., fromthose

provi ded or not provided with nobility support, depending on
the application requirenents. Wen using client based
nmobi | ity managenent, the nobile node is itself aware of the
anchoring capabilities of its assigned |IP addresses. This
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is not necessarily the case with network based IP mobility
managenent ; current nechani sns do not allow the MN to be
aware of the properties of its |IP addresses. For exanple,
the MN does not know whether the allocated | P addresses are
anchored. However, there are proposals, such as

[I-D. bhandari - dhc-cl ass-based- prefi x],

[1-D. korhonen- 6nman- prefix-properties] and
[1-D.ani pko-m f-nmpvd-arch] that the network could indicate
such | P address properties during assignnent procedures.

Al t hough these individual efforts exist and they could be
considered as attenpts to fix the gap, there is no solution
adopted as a work itemw thin any | ETF worki ng group.

GAP2-3: The handling of nobility managenent to the granularity of an
i ndi vi dual session of a user/device needs proper session
identification in addition to user/device identification

5.3. I Pv6 deploynment - REQ®

This requirement states that DMM sol utions should primarily target
I Pv6 as the primary depl oynent environment. |Pv4 support is not
consi dered mandatory and sol utions should not be tailored
specifically to support |Pv4.

Al'l analyzed DWM practices support |Pv6. Sonme of them such as

M Pv6/ NEMO i ncl udi ng t he support of dynam c HA sel ecti on, MOBI KE

SI PTO al so have | Pv4 support. Sone solutions, e.g., PMPv6, also
have sone limted I Pv4 support. In conclusion, this requirenent is
met by existing DWM practices.

5.4. Considering existing nobility protocols - REQ4

A DW sol ution nust first consider reusing and extending | ETF-
st andardi zed protocols before specifying new protocols.

As stated in [RFC7333], a DWM solution could reuse existing | ETF and
standardi zed protocols before specifying new protocols. Besides,
Section 4 of this docunent discusses various ways to flatten and
distribute current nobility solutions. Actually, nothing prevents
the distribution of nobility functions within IP nobility protocols.
However, as discussed in Section 5.1 and Section 5.2, limtations
exi st.

The 3GPP data pl ane anchoring function, i.e., the PGN can al so be
distributed, but with limtations; e.g., no anchoring relocation, no
context transfer between anchors and centralized control plane. The
3GPP architecture is also going in the direction of flattening with
SI PTO and LI PA, though they do not provide full mobility support.
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For exanple, nobility support for SIPTO traffic can be rather

limted, and offl oaded traffic cannot access operator services.

Thus, the operator nust be very careful in selecting which traffic to
of f| oad.

5.5. Coexistence with depl oyed networks/hosts and operability across
di fferent networks - REQ

According to [ RFC7333], DWMWMinpl enentations are required to co-exi st
with existing network depl oynents, end hosts and routers.
Additionally, DMM solutions are expected to work across different

net wor ks, possi bly operated as separate adninistrative donmains, when
the necessary nobility managenent signaling, forwarding, and network
access are allowed by the trust relationship between them All
current nobility protocols can co-exist with existing network

depl oynents and end hosts. There is no gap between existing nobility
protocol s and this requirenent.

5.6. (Operation and nmanagenent considerations - REQG

This requirement actually conprises several aspects, as sunmarized
bel ow.

0o A DW solution needs to consider configuring a device, nonitoring
the current operational state of a device, responding to events
that inpact the device, possibly by nodifying the configuration
and storing the data in a format that can be anal yzed | ater.

o A DW solution has to describe in what environnment and how it can
be scal ably depl oyed and nanaged.

0 A DW solution has to support mechanisns to test if the DVM
solution is working properly.

o0 A DWsolution is expected to expose the operational state of DWM
to the admnistrators of the DM entiti es.

0 A DW solution, which supports flow nmobility, is also expected to
support nmeans to correlate the flow routing policies and the
observed forwardi ng actions.

o0 A DWsolution is expected to support mechani snms to check the
liveness of the forwarding path.

o0 A DW solution has to provide fault managenent and nonitoring

mechani sns to manage situations where update of the nobility
session or the data path fails.
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5.

5.

o0 ADWsolution is expected to be able to nmonitor the usage of the
DMM pr ot ocol

o DWM sol utions have to support standardi zed configuration with
NETCONF [ RFC6241], using YANG [ RFC6020] nodul es, which are
expected to be created for DMM when needed for such configuration

GAP6-1: Existing nobility managenent protocols have not thoroughly
docunent ed how, or whether, they support the above |ist of
operation and managenent considerations. Each of the above
needs to be considered fromthe beginning in a DMM sol ution

GAP6- 2: Managenent information base (MB) objects are currently
defined in [ RFC4295] for M Pv6 and in [ RFC6475] for PM Pv6.
St andar di zed configuration with NETCONF [ RFC6241], using
YANG [ RFC6020] nodul es is | acking.

7. Security considerations - REQ7/

As stated in [RFC7333], a DWM solution has to support any security
prot ocol s and nmechani sms needed to secure the network and to nake
continuous security inmprovenents. In addition, with security taken
into consideration early in the design, a DW sol uti on cannot

i ntroduce new security risks, or privacy concerns, or anplify
existing security risks, that cannot be mitigated by existing
security protocols and mechani sns.

Any solutions that are intended to fill in gaps identified in this
docunent need to neet this requirenent. At present, it does not
appear that using existing solutions to support DWM has introduced
any new security issues. For exanple, Mbile | Pv6 defines security
features to protect binding updates both to home agents and
correspondent nodes. It also defines nechanisns to protect the data
packets transm ssion for Mbile |Pv6 users. Proxy Mbile |Pv6 and
other variations of nobile IP also have similar security

consi derati ons.

8. Milticast - REQ8

It is stated in [RFC7333] that DWMM sol utions are expected to all ow
t he devel opnent of nulticast solutions to avoid network inefficiency
in nulticast traffic delivery.

Current IP nobility solutions address mainly the nobility problemfor
unicast traffic. Solutions relying on the use of an anchor point for
tunneling multicast traffic dowmn to the access router, or to the
nmobi | e node, introduce the so-called "tunnel convergence problem™
This neans that multiple instances of the same nulticast traffic can
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converge to the sane node, dimnishing the advantage of using
mul ti cast protocol s.

[ RFC6224] docunents a baseline solution for the previous issue, and
[ RFC7028] a routing optinization solution. The baseline solution
suggests deploying a Miulticast Listener Discovery (MD) proxy
function at the MAG and either a nulticast router or another MD
proxy function at the LMA. The routing optimnization solution
describes an architecture where a dedicated nulticast tree mobility
anchor or a direct routing option can be used to avoid the tunne
conver gence probl em

Besi des the solutions highlighted before, there are no other
mechani sms for nobility protocols to address the nulticast tunne
conver gence problem

5.9. Summary

W next list the main gaps identified fromthe anal ysis perforned
above:

GAP1-1: Existing solutions only provide an optinmal initial anchor
assignnent, a gap being the I ack of dynam ¢ anchor change/
new anchor assignnment. Neither the HA switch nor the LMA
runtime assignment allows changing the anchor during an
ongoi ng session. MOBIKE all ows change of GNbut its
applicability has been scoped to a very narrow use case.

GAP1-2: The MN needs to be able to perform source address sel ection
Proper mechanismto informthe MNis |acking to provide the
basis for the proper selection.

GAP1-3: Currently, there is no efficient mechani sm specified by the
| ETF that allows the dynamic discovery of the presence of
nodes that can play the role of anchor, discover their
capabilities and allow the selection of the nost suitable
one. However, the follow ng mechani sms could help
di scovering anchors:

Dynam ¢ Hone Agent Address Discovery (DHAAD): the use of the
hone agent (H) flag in Router Advertisenents (which

i ndi cates that the router sending the Router Advertisenent
is also functioning as a Mbile I Pv6 hone agent on the I|ink)
and the MAP option in Router Advertisenments defined by

HM Pv6.

GAP1-4: \While existing network-based DVMM practices nay all ow the
depl oynent of nultiple LMAs and dynamically sel ect the best
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GAP2- 1:

GAP2- 2:

GAP2- 3:

GAPG- 1:

Li u,

et al.

one, this requires to still keep sone centralization in the
control plane, to access the policy database (as defined in
RFC5213). Although [I-D.ietf-netext-pm p-cp-up-separation]
allows a MMAGto performsplitting of its control and user

pl anes, there is a lack of solutions/extensions that support
a clear control and data plane separation for | ETF IP
mobility protocols in a DVM cont ext.

The informati on of which sessions at the nobil e node are
active and are using the nobility support need to be
transferred to or shared with the network. Such nechani sm
has not been defi ned.

The mobil e node needs to sinultaneously use multiple IP
addresses with different properties. There is a |lack of
mechani smto expose this information to the nobil e node
whi ch can then update accordingly its source address

sel ection nechani sm

The handling of nobility managenent has not been to the
granularity of an individual session of a user/device
before. The conbination of session identification and user/
device identification nmay be | acking.

Mobi l'ity management protocols have not thoroughly docunented
how, or whether, they support the following |ist of
operation and nanagenent consi derati ons:

* A DWM sol ution needs to consider configuring a device,
nmonitoring the current operational state of a device,
responding to events that inpact the device, possibly by
nmodi fying the configuration and storing the data in a
format that can be anal yzed | ater

* A DWM solution has to describe in what environnment and
how it can be scal ably depl oyed and nanaged.

* A DWM solution has to support mechanisnms to test if the
DMM sol ution is working properly.

* A DW solution is expected to expose the operationa
state of DMMto the adnmi nistrators of the DV entities.

* A DW sol ution, which supports flow nmobility, is also

expected to support nmeans to correlate the flow routing
policies and the observed forwarding actions.

Expires May 8, 2015 [ Page 24]



Internet-Draft DMMt best - practi ces-gap-anal ysi s Novenber 2014

* A DW solution is expected to support mechani snms to check
the liveness of the forwarding path.

* A DW solution has to provide fault managenent and
nmoni t ori ng nmechani sns to nanage situations where update
of the nobility session or the data path fails.

* A DW solution is expected to be able to nonitor the
usage of the DWM protocol

*  DMM sol utions have to support standardi zed configuration
with NETCONF [ RFC6241], using YANG [ RFC6020] nodul es,
whi ch are expected to be created for DVM when needed for
such configuration

GAP6- 2: Managenent information base (MB) objects are currently
defined in [RFC4295] for MPv6 and in [ RFC6475] for PM Pv6.
St andar di zed configuration with NETCONF [ RFC6241], using
YANG [ RFC6020] modul es is | acking.

6. Security Considerations

The depl oynent of DWM using existing IP nobility protocols raises
simlar security threats as those encountered in centralized nobility
managenment systenms. W thout authentication, a nalicious node could
forge signaling nessages and redirect traffic fromits legitimte
path. This would anount to a denial of service attack against the
specific node or nodes for which the traffic is intended.

Distributed nobility anchoring, while keeping current security
mechani sms, mght require nore security associations to be nanaged by
the mobility managenent entities, potentially leading to scalability
and performance issues. Mreover, distributed nobility anchoring
makes nobility security problens nore conplex, since traffic
redirection requests mght conme from previously unconsi dered ori gins,
thus leading to distributed points of attack. Consequently, the DWW
security design needs to account for the distribution of security
associ ati ons between additional nobility entities and fulfill the
security requirenment of [RFC7333].
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