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Abst ract

Thi s docunment introduces SARP, an architecture that uses proxy
gateways to scale large data center networks. SARP is based on
fast proxies that significantly reduce switches' FDB (MAC tabl e)
sizes and ARP/ ND i npact on network el enents in an environnent
where hosts within one subnet (or VLAN) can spread over various
|l ocations. SARP is targeted for nmassive data centers with a
significant nunber of VMs that can nove across various physical
| ocati ons.

Status of this Meno

This Internet-Draft is submitted to |ETF in full conformance with
the provisions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunments as Internet-
Drafts.

Internet-Drafts are draft docunents valid for a nmaxi num of six
nmont hs and nay be updated, replaced, or obsol eted by other
docunents at any tine. It is inappropriate to use Internet-
Drafts as reference material or to cite themother than as "work
in progress.”

The list of <current Internet-Drafts can be accessed at
http://ww.ietf.org/ietf/lid-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow. htm .

This Internet-Draft will expire on January 15, 2014.
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1. Introduction

This docunment describes a proxy gateway technique, called
Scal able Address Resolution Protocol (SARP), which reduces
switches” Filtering Data Base (FDB) size and ARP/ Neighbor
Di scovery inpact on network elenents in an environnment where
hosts within one subnet (or VLAN) can spread over various access
domains in data centers.

The main idea of SARP is to represent all VMs (or hosts) under
each access domain by their corresponding access (or aggregation)
node’ s MAC address regardl ess whether the access (or aggregation)
node is the VMs (hosts)’ gateway or not. For exanple, when a host
"a" under access domain "S" needs to comunicate with peers on
the same VLAN but connected to different access domai ns, SARP
requires "a" to use renote access node’s MAC address rather than
peers’ MAC addresses. By doing so, switches in each domain do not
need to maintain a list of MAC addresses for all the VMs (hosts)
in different access domains in their FDBs. Therefore, the
switches’ FDB size is |limted regardl ess how VLAN i s spread.

1.1. SARP Mbdtivation

[ RFC6820] has docunmented various inmpacts and scaling issues to
data center networks when subnets span across nultiple L2/13
boundary routers.

Note: The L2/L3 boundary routers in this draft are capabl e of
forwardi ng | EEE802. 1 Ethernet franes (layer 2) wi thout MAC header
change. When subnets span across nultiple ports of those routers,

they are still under the category of a single link, or a multi-
access |ink nodel reconmmended by [ RFC4903]. They are different
fromthe "multi-link" subnets described in [Milti-Link] and

[ RFC4903] which refer to a different physical nedia with the sanme
prefix connected to a router and the layer 2 franmes cannot be
natively forwarded w thout header change.

Unfortunately, when the conbi ned nunber of VMs (or hosts) in all
those subnets is large, this can lead to switches’ MAC table size
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expl osi on and heavy inpact on network el ements. There are four

maj or issues associated with subnets spanning across multiple

L2/ L3 boundary router ports:

1) Internediate switches’ MAC address table (FDB) expl osion:
When hosts in a VLAN (or subnet) span across nultiple access
domai ns and each access domain has hosts bel onging to different
VLANs, each access switch has to enable nultiple VLANs. Then,
those access switches will be exposed to all MAC addresses
anong all the VLANs enabl ed.

For exanple, for an access switch with 40 physical servers
attached, where each server has 100 VMs, there are 4000 hosts
under the access switch. |If indeed hosts/VMs can be noved
anywhere, the worst case for the Access Switch is when all
those 4000 VMs belong to different VLANs, i.e. the access

swi tch has 4000 VLANs enabled. If each VLAN has 200 hosts, this
access switch’s MAC tabl e potentially has 200*4000 = 800, 000
entries.

It is inportant to note that the exanple above is rel evant
regardl ess of whether |Pv4 or |Pv6 are used.

The exanple illustrates a scenario that is worse than what
today’s L2/3 Gateway has to face. In today’ s environment where
each subnet is limted to a few access sw tches, the nunber of
MAC addresses the gateway has to learn is of a significantly
smal | er scal e.

2) the ARP/ ND processing load inpact to the L2/L3 boundary
routers;
All VMs periodically send NDs to their correspondi ng Gat eway
nodes to get gateway nodes’ MAC addresses. \Wen the conbi ned
nunber of VMs across all the VLANs is |arge, processing the
responses to the ND requests fromthose VMs can easily exhaust
the gateway’s CPU utilization.
A L2/L3 boundary router could be hit with ARP/ND twi ce when the
originating and destination stations are in different subnets
attached to the sane router and when those hosts do not
conmmuni cate with external peers very frequently. The first hit
is when the originating station in subnet-A initiates an ARP/ ND
request to the L2/L3 boundary router if the router’s MAC i s not
in the host’s cache; and the second hit is when the L2/L3

Nachum et al. Expi res January 15, 2014 [ Page 4]



Internet-Draft SARP July 2013

boundary router initiates an ARP/ND request to the target in
subnet-B if the target is not in router’s ARP/ND cache.

3) In IPv4, every end station in a subnet receives ARP broadcast
messages fromall other end stations in the subnet. |1 Pv6 ND
has elimnated this issue by using nulticast.

However, nost devices support a linited nunber of nulticast
addresses, due to multicast filtering scaling. Once the nunber
of multicast addresses exceeds the nulticast filter limt, the
mul ti cast addresses have to be processed by devices’ CPU (i.e.
the sl ow path).

It is less of an issue in DC without VM nobility because each
port is only dedicated to one (or a few number of) VLANs. Thus,
the nunber of nulticast addresses hitting each port is
significantly | ower.

4) The ARP/ ND nessages are flooded to many physical |ink segnents
whi ch can reduce the bandwi dth utilization for user traffic;
ARP/ ND fl ooding is probably an insignificant issue in today’s
data center because the majority of data center servers are
movi ng towards 1G or 10G ports. The bandw dth taken by ARP/ ND
even when flooded to all physical |inks, becones negligible
conpared to the link bandwidth. In addition, the | Gvw/ M.D
snhoopi ng [ RFC4541] can further reduce the ND nulticast traffic
to some physical |ink segnments.

Statistics done by Merit Network [ ARVD-Statistics] has shown that
the major inpact of a |large nunber of nobile VMs in Data Centers
is to the L2/L3 boundary routers, i.e., issue 2 above. A L2/L3
boundary router could be hit with ARP/ND twice when the
originating and destination stations are in different subnets
attached to the sanme router and those hosts do not conmunicate
with external peers often enough. The first hit is when the
originating station in subnet-Ainitiates an ARP/ND request to
the L2/L3 boundary router if the router’s MACis not in the
host’ s cache; and the second hit is when the L2/L3 boundary
router initiates ARP/ND requests to the target in subnet-B if the
target is not in router’s ARP/ND cache.
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Overl ay approaches, e.g. [NVo3-PROBLEM, can hide hosts (VM)
addresses in the core but does not prevent the MAC table
expl osi on problem (Issue 1) unless the NVE is on a server.

The scaling practices docunented in [ ARP-ND PRACTI CE] can only
reduce sonme ARP inpact to L2/L3 boundary routers in sone
scenarios, but not all.

In order to protect router CPUs from being overburdened by target
resol ution requests, sone routers rate linit the target MAC
resol ution requests to CPU. Wen the rate lint is exceeded, the
i ncom ng data franes are dropped.

In traditional Data Centers, it is less of an issue because the
nunber of hosts attached to one L2/L3 boundary router is limted
by the nunber of physical ports of the switches/routers. Wen
Servers are virtualized to support 30 plus VMs, the nunber of
hosts under one router can grow 30 plus tinmes. In addition, the
traditional data center has each subnet nicely placed in a
limted nunber of server racks, i.e., switches under router only
need to deal with MAC addresses of those |limted subnets. Wth
subnets bei ng spread across many server racks, the switches are
exposed to VLAN MAC of many subnets, greatly increasing the size
of the FDB.

The solution proposed in this draft can elininate or reduce the
I'i kelihood of inter-subnet data frames being dropped and reduce
the host MAC addresses exposed to FDB on internedi ate switches.

1.2. SARP Overvi ew

SARP is a proxy gateway technique to reduce switches’' FDB (MAC
tabl e) sizes and ARP/ND i npact on network el enents in an

envi ronnment where hosts within one subnet (or VLAN) can spread
over various access donains in data centers.

Not e: The Cuidelines to proxy devel opers [ RFC4389] have been
carefully considered for the SARP protocols. Section 3.3 has
denonstrat ed how SARP wor ks when VMs are noved from one segnent
to anot her.

In order to enable VMs to be noved across greater nunber of

servers while maintaining their MAC/ I P addresses unchanged, the
| ayer-2 network (e.g. VLAN) which interconnect those VMs nmay
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spread across different server racks, different rows of server
racks, or even different data centers.

For ease of description, let’s break the entire network which
i nterconnects all those VMs into two segnents: interconnecting
segnment and "access" segnents. Wiile the "Access" network is
mostly likely Layer 2, the "interconnecting" segnent m ght be
not .

The SARP proxies are |ocated at the boundaries where the "Access"
segnment connects to its "Interconnecting" segnent. The boundary
node coul d be a Hypervisor virtual switch, a Top of Rack switch
an Aggregation switch (or end of row switch), or a data center
core switch. Figure 1 depicts an exanple of two renote data
centers that are managed as a single flat Layer 2 domain. SARP
proxies are inplenented at the edge devices connecting the data
center to the transport network. SARP significantly reduces the
ARP/ ND transm ssions over the "interconnection" network. The
ARP/ ND broadcast/multi cast nessages are bounded by the SARP

pr oxi es.
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Figure 1 SARP Networking Architecture Exanple.

1. 3. SARP Depl oynent Options

SARP deploynment is tightly coupled with the data center
architecture. SARP proxies are |ocated at the point where the
Layer 2 infrastructure connects to its Layer 2 cloud using

overl ay networks. SARP proxies can be located at the data center
edge (as Figure 1 depicts), data center core, or data center
aggregation. SARP can al so be inplenented by the hypervisor (as
Figure 2 depicts).

To sinplify the description, we will focus on data centers that
are nanaged as a single flat Layer 2 network, where SARP proxies
are located at the boundary where the data center connects to the
transport network (as Figure 1 depicts).
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Fi gure 2 SARP depl oynent options.
2. Ternms and Abbreviations Used in this Docunent

ARP:  Address Resol ution Protocol

FDB: Filtering Data Base, which is used for Layer-2 sw tches
(I EEEB02.1Q . Layer 2 switches flood data frames when DA
is not in FDB, whereas routers drop data frames when the
DA is not in the Forwarding Information Base (FIB). That
is why Filtering Data Base (FDB) is used for Layer 2
swi t ches.

FI B: Forwarding Information Base

| P-D: | P address of the destination virtual nachine

IP-S: I P address of the source virtual nachine

MAC-D: MAC address of the destination virtual nachine

MAC- E: MAC address of the East Proxy SARP Device
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MAC-S: MAC address of the source virtual machine
NA: I Pv6 ND s Nei ghbor Advertisenent

ND: | Pv6 Nei ghbor Discovery Protocol. In this docunent, ND
al so refers to Neighbor Solicitation, Neighbor
Advertisenment, Unsolicited Neighbor Adverti senent nessages
defined by RFC4861

NS: [ Pv6 ND's Neighbor Solicitation

SARP Proxy: The conponents that participates in the SARP
pr ot ocol .

UNA: IPv6 ND s Unsolicited Neighbor Advertisenent

VM Virtual WMachine

3. SARP Description

3.1. Control Plane: ARP/ ND

This section describes the ARP/ND procedure scenarios. In the
first scenario, VMs share the sane Access Segnent. In the second
scenario, the source VM is local Access Segnent and the
destination VMis located at the renpte Access Segnent.

In all scenarios, the VMs (source and destination) share the sane
L2 broadcast donain.

3.1.1. ARP/NS Request for a Local VM

When source and destination VMs are |ocated at the sane Access
Segnent, the Address Resolution process is as described in [ ARP]
and [ND]. Wen the VM sends an ARP request or |1Pv6 s Nei ghbor
Solicitation (NS) to learn the IP to MAC mappi ng of another | ocal
VM it receives areply fromthe other local VMwith the IP-Dto
MAC- D mappi ng.

3.1.2. ARP/NS Request for a Renpte VM

VWhen the source and destination VMs are |ocated at different
Access Segnents, the Address Resol ution process is as follows.
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In our exanple, the source VMis |located at the west Access
Segnment and the destination VMis |ocated at the east Access
Segnent .

When the source VM sends an ARP/ NS request to find out the IP to
MAC rmapping of a rembte VM if the | ocal SARP proxy doesn’t have
the ARP cache for the target | P address or the cache entry has
expired, the ARP/NS request is propagated to all Access Segnents
whi ch mi ght have VMs in the same virtual network as the
originating VM including the east Access Segnent.

The destination VM responds to the ARP/NS request and transnits
an ARP reply (1 Pv4) or Neighbor Advertisenent (IPv6) having the
| P-D to MAG- D mappi ng.

The east SARP proxy functions as the proxy ARP of its Local VM.

The east SARP proxy nodifies the ARP reply or NA nessage’s source
MAC-D to MAC-E and forwards the nodified ARP reply or NA nessage
to all the SARP proxies.

The West SARP Proxy forwards the nodified ARP reply nmessage to
the source VM

The west SARP proxy can al so functions as an | P<->MAC cache of
the Renote VMs. By doing so, it significantly reduces the vol unme
of the ARP/ND transm ssion over the network.

When t he west SARP proxy caches the | P<-> MAC napping entries for
renote VMs, the tinmers for the entries to expire should be set
relatively small to prevent stale entries due to renote VMs being
noved or del eted. For environment where VMs nove nore frequently,
it is not recormended for SARP Proxy to cache the | P<-> MAC

mappi ng entries of renote VM.

3.1.3. Gatuitous ARP and Unsolicited Nei ghbor Advertisenent (UNA)
Hosts (or VMs) send out Gratuitous ARP (1Pv4) and Unsolicited
Nei ghbor Advertisenent - UNA (I Pv6) for other nodes to refresh
| P<->MAC entries in their cache.

The | ocal SARP processes the Gratuitous ARP or UNA in the sane

way as the ARP reply or IPv6 NA i.e. replace the source MAC with
its own MAC.

Nachum et al. Expi res January 15, 2014 [ Page 11]



Internet-Draft SARP July 2013

3.2. Data Pl ane: Packet Transm ssion
3.2.1. Local Packet Transm ssion

When a VM transnmits packets to a destination VMthat is | ocated
at the sanme site, there is no change in the data plane. The
packets are sent from (IP-S, MAC-S) to (IP-D, MAC D).

3.2.2. Packet Transm ssion Between Sites

Packets that are sent between sites traverse the SARP proxy of
both sites. In our exanple, all packets sent fromthe VM| ocated
at the west site to the destination VM| ocated at the east site
traverse the west SARP proxy and the east SARP proxy.

The source VM follows its ARP table and sends packets to (I1P-D,
MAC- E) destination addresses and with (IP-s, MAC-S) as the source
addr esses.

The west SARP proxy can either 1) sinply forward the data frane
to MAG-E, or 2)replace the packet source address to its own
source address (MAC-W, keeps the destination address to be (MACG
E), and forwards the packet to the east proxy SARP.

It is recomended for west SARP proxy to replace Source Address
with its own if the "interconnecting segnent” has address

|l earning enabled. Oherwise nodes in the "interconnecting
segnent” can’'t learn the address of the switch on which west SARP
proxy is running unless the switch sends out franes periodically.

When the east proxy SARP receives the packet, it replaces the
destination MAC address to be (MAC-D) based on the packet
destination IP (i.e., IP-D), but it does not change the source
MAC addresses. When the destination VMreceives the packet, the
Source Address field would be the MAC address of the VMon the
west side or the MAC address of the west side SARP proxy,

Noted: it is common for data center network to have security
policies to enforce some VMs can comuni cate with each other, and
some VMs can't. Mbst likely, those policies are configured by
VM's | P addresses. Even though the originating VMs MAC address
m ght be | ost when the packet arrives at the destination VM the
originating VMs |IP address is still present in the data packets
for security policy to be enforced.

Not ed: for the option which doesn’t need west SARP to change
source MAC of the data franes, the originating VMs MAC will be
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present when the data franes arrive at the destination VM.
Therefore, this option is val uable when hosts/VMs need to
val i date source VMs MAC addresses to conply any policies inposed.

Not ed: Mbst hosts/VMs refresh its | P<->MAC nmappi ng cache, with
the Source MAC and Source |P of a received data frame. For the
option which west SARP changes data frame’'s source MAC with its
own MAC address, the destination VM s | P<->MAC cache can be
refreshed with the valid mapping of the Source-VMIP <->West -
SARP- MAC. For the option of Wst SARP not changi ng source MAC,
the destination VWM has to turn off the |learning of |P<->NMAC
mappi ng fromthe received data franes.

3.3. VM Mgration

3.3.1. VM Local Mgration
Wen a VM nmigrates locally within its Access segnent, the SARP
protocol is not required to performany action. VMmigration is
resolved entirely by the Layer 2 nechani sns.

3.3.2. VM Mgration fromOne Site to Another

In our exanple, the VM migrates fromthe west site to the east
site while maintaining its MAC and | P addresses.

VM m gration mght affect networking el enents based on their
respective | ocation:

- Oigin site (west site)

- Destination site (east site)
- Oher sites

Oigin site:

The Oigin site is the site where the VMis before mgration. It
is the west site in our exanple.

Before the VM (I P=I P-D, MACEMAC-D) is noved, all VMs at the west
site that have an ARP entry of IP-Din their ARP table have the

(IP-Dto MAC-D) mapping. VMs on any other "Access Segrments" will

have ARP entry of (IP-Dto MACW mappi ng where MAC-Wis the MAC
address of the SARP proxy on the West Access Segnent.
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After the VM (IP-D) in the Wst Site noves to East Site, if there
is gratuitous ARP (I1Pv4) or Unsolicited Nei ghbor Advertisenent

(I Pv6) sent out by the destination hypervisor for the VM (IP-D),
then the | P<->MAC mappi ng cache of VMs on all Access Segnents
will be updated by (IP-Dto MAC-E) where MAC-E is the MAC address
of the SARP proxy on the East Site. If there isn't any gratuitous
ARP or Unsolicited Neighbor Advertisenent sent out by the
destination hypervisor, the | P<->MAC cache on the VMs in west
site (and other sites) will eventually aged out.

Until | P<->MAC mappi ng cache tabl es are updated, the source VMs
fromthe west site continue sending packets to MAC-D. Switches at
the west site are still configured with the old I ocation of MAG

D. This can be resol ved by VM manager sending out a fake
gratuitous ARP or Unsolicited Nei ghbor Advertisenent on behal f of
destination Hypervisor, shorter aging tinmer configured for |P<-
>MAC cache table, or by redirecting the packets to the proxy SARP
of the west site.

Destination Site:

The destination site is the site to which the VM nigrated, the
east site in our exanple.

Bef ore any gratuitous ARP or Unsolicited Neighbor Advertisenent
nmessages are sent out by the destination hypervisor, all VMs at
the east site (and all other sites) might have (IP-D to MACW
mapping in their | P<->MAC mappi ng cache. |P<->MAC nmappi ng cache
is updated by aging or by a gratuitous ARP or UNA nessage sent by
the destination hypervisor. Until |P<->MAC mappi ng caches are
updat ed, the source VMs fromthe east site continue to send
packets to MAC-W This can be resolved by VM manager sendi ng out
a fake gratuitous ARP/UNA inmedi ately after the VM nigration, or
redirecting the packets fromthe SARP proxy of the east site to
the mgrated VM by updating the destination MAC of the packets to
MAC- D.

QG her Sites:

All VMs at the other sites that have an ARP entry of IP-Din
their ARP table have the (IP-D to MAGCW napping. ARP nmapping is
updated by aging or by a gratuitous ARP nessage sent by the
destination hypervisor of the mgrated VM and nodified by the
SARP proxy of the east site (IP-Dto MAGE) mapping. Until ARP
tabl es are updated, the source VMs fromthe west site continue
sendi ng packets to MACW This can be resolved by redirecting the
packets fromthe SARP proxy of the west site to the SARP proxy of
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the east site by updating the destination MAC of the packets to
MAC- E.

3.3.2.1. Inpact to |IP<->MAC Mappi ng Cache Table of VMs bei ng noved

Wen a VM (IP-D) is noved fromone site to another site, its |P<-
>MAC mapping entries for VMs |ocated at the other sites (i.e.

neither east site nor west site) are still valid, even though
nmost Quest OSs (or VMs) will refresh their | P<->MAC cache after
m gration.

The VM (IP-D)’s | P<->MAC nmapping entries for VMs |ocated at east
site, if not refreshed after migration, can be kept with no
change until the ARP aging time since they are mapped to MAC E
Al traffic originated fromthe VM (IP-D) in its newlocation to
VMs | ocated at the east site traverses the SARP proxy of the east
Site. The ARP/UNA sent by the SARP proxy of the east site or by
the VMs on east side can always refresh the corresponding entries
inthe VM (IP-D)’s | P<->MAC cache .

The VM (IP-D)’s ARP entries (i.e. IP to MAC mapping) for VMs

| ocated at west sites will not be changed either until the ARP
entries age out or new data franes are received fromthe renote
sites. Since all MAC addresses of the VMs |ocated at the west
site are unknown at the east site. Al unknown traffic fromthe
VMis intercepted by the SARP proxy of the east site and
forwarded to the SARP proxy of the west site (just for ARP aging
tinme). This can be resolved by the east SARP proxy havi ng nappi ng
entries for VMs in the west side. Upon receiving unknown packets,
it can update the nmigrating VMwith the new IP to MAC nappi ng by
sending a nodified gratuitous ARP with (IP-D to MAC-W mappi ng.

Note that overlay networks providing the Layer 2 network
virtualization services configure their Edge Device MAC agi ng
timers to be greater than the ARP request interval.

3.4. Milticast and Broadcast
To be added in a future version of this docunent

3.5. Non | P packet

To be added in a future version of this docunent
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3.6. | P<->MAC caching on SARP Proxy

ARP/ NS Requests for a VMlocated at a renote site require

fl oodi ng nmessages over the interconnecting network to all sites
whi ch have enabl ed the virtual network on which the VM bel ongs
to. This scenario is described in details at 3.1.2. In such
cases, SARP caching can reduce the nunber of ARP/ND transmni ssions
over interconnecting networKks.

In the exanple presented at section 3.1.2. the source VMis

| ocated at the west site and the destination VMis |located at the
east site. Wien the source VM sends an ARP or Neighbor
Solicitation request to discover the IP to MAC napping of the
renote VM the request can be intercepted by the west SARP proxy.

The west SARP proxy learns or refreshes the source IP to source
MAC rappi ng and | ooks up the IP to MAC transl ation of the
destination IP. If the destination IP entry is found and is
valid, the west SARP proxy replies with an ARP reply or Nei ghbor
Advertisenment w thout propagating the packet to other sites.

O herw se, the packet is propagated to all sites which have the
virtual network enabl ed including the east site.

The propagated ARP/ NS request is intercepted again by the east
SARP proxy. It learns or refreshes the source IP to source MAC
mappi ng and | ooks up the destination IP to MAC translation. If
the destination IP entry is found and is valid the SARP proxy
replies with an ARP reply or NA w thout propagating the ARP
request to the east site. herwise, the ARP/NS request is
broadcasted within the east site.

The destination VM responds to the ARP/NS request and transnits
an ARP reply or NA having the IP-D to MAC D nmappi ng.

The east side SARP proxy intercepts the ARP reply or NA and

| earns or refreshes the Destination | P to Destination MAC

mappi ng, replace the source MAC with its own MAC before sending
the ARP reply or NA to the west SARP proxy (so that requesting VM
can learn the IP-D to MAC E mappi ng).

The West SARP Proxy intercepts the ARP reply or NA and | earns or

refreshes the Destination |IP to Destination MAC mappi ng and
propagates the ARP reply to the source VM
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The SARP proxies nmaintain an ARP caching table of IP to MAC
mappi ng for all recent ARP/NS requests and replies. This table
all ows the SARP proxy to respond with low latency to the ARP/ NS
requests sent locally and avoi d the broadcast transm ssions of
such requests over the transport network and all over the
broadcast domains at the renpte sites.

3.7. High availability and | oad bal anci ng

The SARP proxy is |located at the boundary where the |ocal Layer 2
i nfrastructure connects to the interconnecting network. All
traffic fromthe local site to the renpte sites traverses the
SARP proxy. The SARP proxy is subject to high availability and
bandwi dt h requirenents.

The SARP architecture supports multiple SARP proxies connecting a
single site to the transport network. In SARP architecture all
proxi es can be active and can backup one anot her. The SARP
architecture is robust and allows the network admi nistrator to

al | ocate proxies according to the bandwi dth and high availability
requirenents.

Traffic is segregated between SARP proxies by using VLANs. An
SARP proxy is the Master-SARP proxy of a set of VLANs and the
Backup- SARP proxy of another set of VLANSs.

For exanple the SARP proxies of the west site (as Figure 1
depicts) are SARP proxy-1 and SARP proxy-2. The west site
supports VLAN-1 and VLAN-2 while SARP proxy-1 is the Master SARP
proxy of VLAN-1 and the Backup proxy of VLAN-2 and SARP proxy-2
is the Master SARP proxy of VLAN-2 and the Backup SARP proxy of
VLAN-1. Both proxies are nmenbers of VLAN-1 and VLAN- 2.

The Master SARP proxy updates its Backup proxy with all the ARP
reply nmessages. The Backup SARP proxy nmaintains a backup database
to all the VLANs that it is the Backup SARP proxy.

The Master and the Backup SARP proxies maintain a keepalive
mechanism | n case of a failure the Backup proxy becones the

Mast er SARP proxy. The failure decision is per VLAN. When the
Master and the Backup proxies sw tchover, the backup SARP proxy
can use the MAC address of the Master SARP proxy. The backup SARP
proxy sends locally a gratuitous ARP nessage with the MAC address
of the Master SARP proxy to update the forwarding tables on the
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| ocal switches. The backup SARP proxy al so updates the renote
SARP proxies on the change.

3.8. SARP Interaction with Overlay networks

SARP interaction with overlay networks providing L2 network
virtualization (such as IP, VPLS, Trill, OTV, NVCRE and VXLAN) is
efficient and scal abl e.

The mapping of SARP to overlay networks is straightforward. The
VM does the destination IP to SARP proxy MAC nappi ng. The nappi ng
of the proxy MACto its correct tunnel is done by the overlay
networ ks. SARP significantly scales down the conplexity of the
overlay networks and transport networks by reducing the napping
tables to the nunber of SARP proxies.

4. Concl usi ons

SARP distributes the Layer 2 Forwardi ng Informati on Base (FIB)
fromthe edge devices (functioning as SARP proxies) to the VM.
By doing so, it significantly reduces table sizes on the edge
devi ces. The source VM nmintains the mapping of its destination
VMs to the destination site/cloud in the ARP table. The
destination VMIP is translated to the destinati on MAC address of
the SARP proxy at the destination site. The SARP proxies only

mai ntain Layer 2 FIB of |ocal VMs and renote edge devices.

SARP proxi es can support FAST VM m gration and provi de nini num
transition phase. When SARP proxy indicates or is inforned of VM
mgration, it can update all its peers and trigger a fast update.

SARP seaml essly supports Layer 2 network virtualization services
over the overlay network and significantly reduces their
complexity in terns of table size and performance. The overl ay
networks are only required to map MAC addresses of the SARP
proxies to the correct tunnel

5. Security Considerations

The SARP proxies are |ocated at the boundaries where the |oca
Layer 2 infrastructure connects to its Layer 2 cloud. The SARP
proxies interoperate with overlay network protocols that extend
the Layer-2 subnet across data centers or between different
systens within a data center.
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SARP control plane and data plane are traversed by the overlay
net wor k hence SARP does not expose the network to additi onal
security threats.

SARP proxi es may be exposed to Denial of Service (DoS) attacks by
means of ARP/ ND nessage fl oodi ng. Thus, the SARP proxies nust
have sufficient resources to support the SARP control plane

wi t hout nmaking the network nmore vul nerable to DoS than wi thout
SARP proxi es.

SARP adds security to the data plane by hiding all the | ocal
| ayer 2 MAC addresses from potential attacker |ocated at the
renote clouds. The only MAC addresses that are exposed at renote
sites are the MAC addresses of the SARP proxies.

6. | ANA Consi derations
There are no | ANA actions required by this docunent.
RFC Editor: please delete this section before publication.
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