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Abst r act

Thi s docunent specifies a nmeasurenent nethod, the I P flow perfornmance
measurenent (IPFPM. Wth |PFPM data packets are marked into

di fferent bl ocks of markers by changing one or nore bits of packets.
No additional delimting packet is needed and the performance is
measured in-service and in-band without the insertion of additional
traffic.

Requi rement s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 18, 2016.
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1. Introduction

Per f ormance Measurement (PM is an inportant tool for service

provi ders, used for Service Level Agreement (SLA) verification

troubl eshooting (e.g., fault localization or fault delimtation) and
networ k visualization. Measurenent nethods could be roughly put into
two categories - active neasurenent nethods and passi ve neasurenent
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met hods. Active nethods neasure performance or reliability
paraneters by the exami nation of traffic (1P Packets) injected into
the network, expressly for the purpose of neasurenent by the intended
measurenent points. |In contrast, passive nethod neasures sone
performance or reliability parameters associated with the existing
traffic (packets) on the network. Both passive and active methods
have their strengths and shoul d be regarded as conplenentary. There
are certain scenari os where active neasurenent alone is not enough or
appl i cabl e and passi ve nmeasurenent is

desirabl e[ | - D. deng-i ppm passi ve-wi r el ess-usecase] .

Wth active measurement methods, the rate, nunbers and interva

bet ween the injected packets may affect the accuracy of the results.
Moreover, injected test packets are not al ways guaranteed to be in-
band with the data traffic in the pure I P network due to Equal Cost
Mul ti-Path (ECW).

The Mul tiprotocol Label Switching (MPLS) PM protocol [RFC6374] for
packet | oss could be considered an exanple of a passive perfornmance
measur enent nethod. By periodically inserting auxiliary Operations,
Adm ni stration and Mai ntenance (OAM packets, the traffic is
delinmted by OAM packets into consecutive blocks, and the receivers
count the packets and cal cul ate the packets lost in each bl ock
However, solutions |ike [RFC6374] depend on the fixed positions of
the delimting OAM packets for packets counting, and thus are

vul nerabl e to out-of-order arrival of packets. This could happen
particularly wth out-of-band OAM channel s, but m ght al so happen
with in-band OAM because of the presence of nmultipath forwarding
within the network. Qut of order delivery of data and the deliniting
OAM packets can give rise to inaccuracies in the performance
nmeasurenent figures. The scale of these inaccuracies will depend on
data speeds and the variation in delivery, but with out-of-band OAM
this could result in significant differences between real and
reported perfornance.

Thi s docunent specifies a different measurement method, the IP flow
performance nmeasurenent (IPFPM). Wth | PFPM data packets are nmarked
into different bl ocks of markers by changing one or nore bits of
packets w thout altering normal processing in the network. No
additional delimting packet is needed and the performance can be
measured in-service without the insertion of additional traffic.

Furt hernore, because narki ng-based | P perfornmance neasurenent does
not require extra OAM packets for traffic delimitation, it can be
used in situations where there is packet re-ordering. |P Flow
Information eXport (IPFIX) [RFC7011] is used for reporting the

measur enent data of IPFPMto a central calcul ation el ement for
performance netrics cal culation. Several new Information El enents of
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| PFI X are defined for | PFPM These are described in the conpani on
docunent [1-D.chen-ippmipfpmreport].

2. Term nol ogy
The acronynms used in this docunment will be listed here.
3. Overview and Concept

The concept of marking | P packets for performance neasurenent is
described in [I-D.tenpi a-opsawg-p3m . Marking of packets in a
specific IP flowto different colors divides the flows into different
consecutive bl ocks. Packets in a block have sane narking and
consecutive blocks will have different markings. This enables the
measuring node to count and cal cul ate packet |oss and/or del ay based
on each bl ock of nmarkers without any additional auxiliary OAM
packets. The following figure (Figure 1) is an exanple that
illustrates the different markings in a single IP flowin alternate O
and 1 bl ocks.

| O Block | 1 Block | 0 Block | 1 Block |
000000000000 1111112111111 000000000000 111111111111

Fi gure 1: Packet Marking

For packet | oss nmeasurenent, there are two ways to mark packets:

fi xed packet nunbers or fixed tine period for each bl ock of markers.
Thi s docunent considers only fixed tine period nethod. The sender
and receiver nodes count the transmitted and recei ved packets/octets
based on each bl ock of markers. By counting and conparing the
transmtted and received packets/octets, the packet |oss can be
comput ed.

For packet del ay neasurenent, there are three solutions. One is
simlar to the packet loss, it still marks the IP flows to different
bl ocks of nmarkers and uses the tine of the marking change as the
reference tine for delay calculations. This solution requires that
there nust not be any out-of-order packets; otherw se, the result

will not be accurate. Because it uses the first packet of each bl ock
of markers for delay neasurenent, if there is packet reordering, the
first packet of each block at the sender will be probably different
fromthe first packet of the block at the receiver. An alternate way
is to periodically mark a single packet in the IP flow Wthin a
given time period, there is only one packet that can be marked. The
sender records the tinmestanp when the marked packet is transmitted,
and the receiver records the tinmestanp when receiving the marked
packet. Wth the two tinestanps, the packet delay can be conput ed.
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An additional nethod consists of taking into account the average
arrival time of the packets within a single block (i.e. the same

bl ock of markers used for packet |oss neasurenment). The network
device locally suns all the tinestanps and divides by the total

nunber of packets received, so the average arrival tine for that

bl ock of packets can be calculated. By subtracting the average
arrival times of two adjacent devices it is possible to calculate the
aver age del ay between those nodes. This method is robust to out of
order packets and al so to packet loss (only an error is introduced
dependent fromthe nunber of |ost packets).

A centralized cal cul ati on el enent Measurenent Control Point (MCP) is
introduced in Section 5.2 of this docunent, to collect the packet
counts and tinmestanps fromthe senders and receivers for nmetrics
calculation. The IP Flow Information eXport (I1PFIX) [RFC7011]
protocol is used for collecting the performance neasurenent statistic
information [I-D.chen-ippmipfpmreport]. For the statistic

i nformati on collected, the MCP has to know exactly what packet pair
counts (one fromthe sender and the other is fromthe receiver) are
based on the sane bl ock of markers and a pair of tinestanps (one from
the sender and the other is fromthe receiver) are based on the sane
mar ked packet. | n case of average delay calculation the MCP has to
know in addition to the packet pair counters also the pair of average
ti mestanps for the sane bl ock of markers. The "Period Nunber" based
solution Section 6 is introduced to achieve this.

For a specific IP flow to be neasured, there may be one or nore
upstream and downstream Measurenent Agents (MAs)( Section 5.3). An
IP flow can be identified by the Source IP (SIP) and Destination IP
(DI P) addresses, and it may conbine the SIP and DIP with any or al
of the Protocol nunber, the Source port, the Destination port, and
the Type of Service (TOS) to identify an IP flow For each fl ow,
there will be a flowidentifier that is unique within a certain
adm nistrative domain. To sinplify the process description, the
flows discussed in this docunment are all unidirectional. A
bidirectional flow can be seen as two unidirectional flows.

| FPFM supports the measurenent of a Miltipoint-to-Miltipoint (MP2MP)
nmodel , which satisfies all the scenarios that include Point-to-Point
(P2P), Point-to-Miltipoint (P2MP), Miltipoint-to-Point (MP2P), and
MP2MP. The P2P scenario is obvious and can be used anywhere. P2MP
and MP2P are very conmmon in nobile backhaul networks. For exanple, a
Cell Site Gateway (CSG that uses multi-homing to two Radi o Network
Controller (RNC) Site Gateways (RSGs) is a typical network design
When there is a failure, there is a requirement to nmonitor the flows
bet ween the CSG and the two RSGs hence to determ ne whether the fault
is in the transport network or in the wireless network (typically
called "fault delimtation"). This is especially useful in the
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5.

5.

situation where the transport network bel ongs to one service provider
and the wireless network bel ongs to other service providers.

Consi deration on Marking Bits

The marking bits selection is encapsulation-related; different bits
for marking should be allocated by different encapsul ations. This
docunent does not define any marking bits. The marking bits

sel ection for specific encapsulations will be defined in the rel evant
docunents. In general, at |east one marking bit is required to
support | oss and del ay neasurenent. Specifically, if the second
del ay neasurenent solution is used (see Section 3), then at |least two
marki ng bits are needed; one bit for packet |oss nmeasurenent, the
other for packet delay measurenent.

In theory, so long as there are unused bits that could be allocated
for marking purpose, the marking-based neasurenent mechani sm can be
applied to any encapsulation. It is relatively easier for new
encapsul ations to allocate marking bits. An exanple of such a case
is Bit Indexed Explicit Replication (BIER). Two nmarking bits for
passi ve performance neasurenent has been allocated in the BIER
encapsul ation [I-D.ietf-bier-npls-encapsul ation] (Section 3.).
However, for sophisticated encapsulations, it is harder or even

i npossible to allocate bits for marking purpose. The |Pv4

encapsul ation is one of the exanples. The IPv6 encapsulationis in a
simlar situation, but for IPv6, an alternative solution is to

| everage the |1 Pv6 extension header for marking.

Since marking will directly change sone bits (of the header) of the
real traffic packets, the marking operations MJST NOT affect the
forwardi ng and processing of packets. Specifically, the marking bits
MUST NOT be used for ECMP hashing. In addition, to increase the
accuracy of neasurenent, hardware-based inplenentation is desired
Thus, the location of the marking bits SHOULD be easy for hardware

i mpl ementation. For exanple, the marking bits would be best |ocated
at fixed positions in a packet header.

Ref erence Mbdel and Functional Conponents
1. Reference Model

The outline of the neasurenent system of |arge-scal e neasurenent
platforns (LMAP) is introduced in [I-D.ietf-Imap-framework]. It
describes the main functional conponents of the LMAP neasurenent
system and the interactions between the conponents. The Measurenent
Agent (MA) of | PFPM could be considered equivalent to the MA of LMAP.
The Measurenent Control Point (MCP) of | PFPM could be considered as

t he conbi ned function of Controller and Collector. The IP Flow
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Information eXport (IPFIX) [RFC7011] protocol is used for collecting
the performance neasurenent data on the MAs and reporting to the MCP.
The details are specified in the conpani on docunent
[I-D.chen-ippmipfpmreport]. The control between MCP and MAs are
left for future study. Figure 2 presents the reference nodel of

| PFPM
+--- - - +

F------ | MCP |------ +

| oo |
H--mnn + | +---/ \---+ | H--mnn +
| MAL |---+ | | +--| MA3 |
[ + | | [ +
+----- + | | +----- +
| VA2 |- * ARRREEE | M|
+--- - - + +--- - - +

Fi gure 2: | PFPM Ref erence Mdel
5.2. Measurenent Control Point

The Measurenent Control Point (MCP) is responsible for collecting the
measur enent data fromthe Measurenent Agents (MAs) and cal cul ating
the performance netrics according to the collected nmeasurenent data.
For packet |oss, based on each bl ock of markers, the difference
between the total counts received fromall upstream MAs and the total
counts received fromall downstream MAs are the | ost packet numbers.
The MCP nust make sure that the counts fromthe upstream MAs and
downstream MAs are related to the same narking/ packets bl ock. For
packet delay (e.g., one way delay), the difference between the

ti mestanps fromthe downstream MA and upstream MA is t he packet

delay. Simlarly to packet |oss, the MCP nust make sure the two

ti mestanps are based on the same marked packet. This docunent

i ntroduces a Period Number (PN) based synchronizati on nechani sm which
is discussed in details in Section 6.

5.3. Measurenent Agent

The Measurenent Agent (MA) executes the neasurenent actions (e.g.,
mar ks the packets, counts the packets, records the tinmestanps, etc.),
and reports the data to the Measurenent Control Point (MCP). Each MA
mai ntains two tinmers, one (C-timer, used at upstream MA) is for

mar ki ng change, the other (R-tiner, used at downstream MA) is for
readi ng the packet counts and timestanps. The two tinmers have the
same time interval but are started at different times. An MA can be
either an upstreamor a downstream MA: the role is specific to an IP
flow to be neasured. For a specific IP flow, the upstream MA wil |l
change the marking and read the packet counts and tinestanps when the
C-tiner expires, the downstream MA just reads the packet counts and
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ti mestanps when the R-timer expires. The MA nmay delay the reading
for a certain tine period when the Rtinmer expires, in order to be
tolerant to a certain degree of packet re-ordering. Section 7
describes this in details.

For each Measurenent Task (corresponding to an IP flow)
[I-Dietf-lmap-framework], an MA maintains a pair of packet counters
and a tinmestanp counter for each block of markers. As for the pair
of packet counters, one is for counting packets and the other is for
counting octets.

6. Period Nunber

When data is collected on the upstream MA and downstream MA, e.g.
packet counts or tinmestanps, and periodically reported to the MCP, a
certain synchronization nechanismis required to ensure that the
collected data is correlated. Synchronization aspects are further

di scussed in Section 10. This docunent introduces the Period Number
(PN) to help the MCP to deterni ne whether any two or nore packet
counts (fromdistributed MAS) are related to the sane bl ock of

mar kers, or any two tinmestanps are related to the same marked packet.

Peri od Nunbers assure the data correlation by literally splitting the
packets into different neasurenent periods. The PN is generated each
time an MA reads the packet counts or tinestanps, and is associ ated
wi th each packet count and tinestanp reported to the MCP. For
exanpl e, when the MCP sees two PNs associated with two packet counts
froman upstream and a downstream MA, it assunes that these two
packet counts correspond to the sanme neasurenent period by the sane
PN, i.e., that these two packet counts are related to the sane bl ock
of markers. The assunption is that the upstream and downstream MAs
are tinme synchronized. This requires the upstream and downstream MAs
to have a certain time synchronization capability (e.g., the Network
Time Protocol (NTP) [RFC5905], or the |IEEE 1588 Precision Tine
Protocol (PTP) [IEEE1588]), as further discussed in Section 10. The
PN is calculated as the nmodulo of the local time (when the counts or
timestanps are read) and the interval of the marking time period.

7. Re-ordering Tol erance
In order to allow for a certain degree of packet re-ordering, the
R-timer on downstream MAs should be started delta-t (Dt) later than
the Ctiner is started. Dt is a defined period of tine and shoul d
satisfy the foll ow ng conditions:
(Time-L - Time-MRO) <Dt < (Tinme-L + Time-MRO )

Wher e
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Time-L: the link delay time between the sender and receiver;

Time-MRO the maximumre-ordering tinme difference; if a packet is
expected to arrive at t1 but actually arrives at t2, then the Tine-
MO =| t2 - t1].

Thus, the R-tiner should be started at "t + Dt" (where t is the tine
at which Ctinmer is started).

For sinmplicity, the Ctimer should be started at the begi nning of
each time period. This docunent recomends the inplenentation to
support at |least these tine periods (1s, 10s, 1nmin, 10nin and 1lh).
Thus, if the tinme period is 10s, then the Ctimer should be started
at the tine of any nmultiples of 10 in seconds (e.g., Os, 10s, 20s,
etc.), and the R-tiner should be started, for example, at 0s+Dt,
10s+Dt, 20s+Dt, etc. Wth this nmethod, each MA can independently
start its Ctiner and R-tiner given that the cl ocks have been
synchroni zed.

8. Packet Loss Measurenent

To sinplify the process description, the flows discussed in this
docunment are all unidirectional. A bidirectional flow can be seen as
two unidirectional flows. For a specific flow, there will be an
upstream MA and a downstream MA, and for each of these MAs there will
be correspondi ng packet counts/tinestanp.

For packet | oss nmeasurenent, this docunent defines the follow ng
counters and quantities:

U CountP[n][mM: U CountP is a two-dinensional array that stores the
nunber of packets transmitted by each upstream MA in each marking
time period. Specifically, paraneter "n" is the "period nunber” of
measur ed bl ocks of nmarkers while paraneter "ni refers to the mth MA
of the upstream MAs.

D-CountP[n][n]: D-CountP is a two-dinensional array that stores the
nunber of packets received by each downstream MA in each marking tine
period. Specifically, paraneter "n" is the "period nunber" of
measur ed bl ocks of nmarkers while paraneter "ni refers to the mth MA
of the downstream MAs.

U Countdn][m: UCountOis a two-dinensional array that stores the
nunber of octets transmitted by each upstream MA in each marking tine
period. Specifically, paraneter "n" is the "period nunber" of
measur ed bl ocks of nmarkers while paraneter "ni refers to the mth MA
of the upstream MAs.
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D-Countn][nl: D-CountOis a two-dinensional array that stores the
nunber of octets received by each downstream MA in each marking tinme
period. Specifically, paraneter "n" is the "period nunber" of
measur ed bl ocks of nmarkers while paraneter "ni refers to the mth MA
of the downstream MAs.

LossP: the nunber of packets transnmitted by the upstream MAs but not
received at the downstream MAs.

LossO the total octets transnmitted by the upstream MAs but not
received at the downstream MAs.

The total packet | oss of a flow can be conputed as foll ows:

LossP = U-CountP[1][1] + U-CountP[1][2] + .... + U-CountP[n][m -
D-CountP[1][1] - D-CountP[1][2] - .... - D-CountP[n][m].

LossO = U CountJ 1][1] + U-Count(1][2] + .... + U-Countdn][n -
D-CountJ1][1] - D Count(1][2] - .... - DCountgn][m].

Where the mand ni are the nunber of upstream MAs and downstream MAs
of the nmeasured flow, respectively.

9. Packet Delay Measurenent

For packet del ay nmeasurenent, there will be only one upstream MA and
may be one or nore (P2MP) downstream MAs. Al though the marKki ng-based
| PFPM supports P2MP nodel, this docunent only discusses P2P nodel.
The P2WP nodel is left for future study. This docunment defines the
followi ng tinmestanps and quantities:

UTinme[n]: UTinme is a one-di nension array that stores the tinme when
mar ked packets are sent; in case the "average del ay" nmethod is being
used, U-Tine stores the average of the tine when the packets of the
same bl ock are sent; paranmeter "n" is the "period nunber" of narked
packets.

D-Tinme[n]: DTinme is a one-di nension array that stores the tinme when
mar ked packets are received; in case the "average delay"” nethod is
bei ng used, D-Tine stores the average of the tinme when the packets of
the sane bl ock are received; paraneter "n" is the "period nunber" of
mar ked packets. This is only for P2P nodel.

DTime[n][n: D Tine a two-di nension array that stores the tinme when
the marked packet is received by downstream MAs at each marking tine
period; in case the "average delay" nethod is being used, D Tine
stores the average of the tinmes when the packets of the sanme bl ock
are received by downstream MAs at each marking time period. Here,
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10.

paraneter "n" is the "period nunber" of marked packets while
paraneter "m' refers to the mth MA of the downstream MAs. This is
for P2MP nodel which is left for future study.

One-way Del ay[n]: The one-way delay nmetric for packet networks is
described in [RFC2679]. The "n" identifies the "period nunber" of
t he mar ked packet.

One-way Del ay[ 1] DTime[1] - U Tine[l].

One-way Delay[2] = D Tine[2] - UTine[2].

One-way Del ay[ n] DTime[n] - UTine[n].

In the case of two-way delay, the delay is the sumof the two one-way
del ays of the two flows that have the sane MAs but have opposite
directions.

Two-way Del ay[ 1]
UTime' [1]).

(D-Time[1] - U-Time[1]) + (D-Tine'[1] -

Two-way Del ay|[ 2]
UTime'[2]).

(D-Tine[2] - UTine[2]) + (DTine'[2] -

Two-way Delay[n] = (D-Tinge[n] - UTine[n]) + (D-Tine’'[n] -
UTine' [n]).

Wiere the D-Time and U-Tine are for one forward flow, the D-Tine’ and
U Time' are for reverse flow.

Synchroni zati on Aspects

As noted in the previous sections, there are two nmechani sms in | PFPM
that require MAs to have synchroni zed cl ocks: (i) the period nunber
(Section 6), and (ii) delay neasurenent.

This section elaborates on the |l evel of synchronization that is
required for each of the two nmechanisns. Interestingly, |IPFPMcan be
i mpl erented even with very coarse-grai ned synchronizati on.
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10.

1. Synchronization for the Period Numnber

Period nunbers are used to uniquely identify blocks, allow ng the MCP
to match the neasurenents of each block fromnultipe MAs.

The period nunber of each neasurenent is conputed by the nodul o of
the local time. Therefore, if the Iength of the nmeasurenent period
is Ltine units, then all MAs nust be synchronized to the same cl ock
reference with an accuracy of +/- L/2 time units. This |level of
accuracy gurantees that all MAs consistently match the color bit to
the correct block. For exanple, if the color is toggeled every
second (L = 1 second), then clocks nust be synchronized with an
accuracy of +/- 0.5 second to a comon tinme reference.

The synchroni zati on requirenment for maintaining the period nunber can
be satisfied even with a relatively inaccurate synchronization
met hod.

2. Synchroni zation for Delay Measurenent

As discussed in Section 9, the delay between two MAs is conputed by
DTine[l] - U Time[1l], requiring the two MAs to be synchronized.

Not abl y, two-way del ay neasurenent does not require the two MAs to be
time synchronized. Therefore, a systemthat uses only two-way del ay
measur enent does not require synchronizati on between MAs.

U Ti e[ 1] D-Tine' [1]
MA A ----- e R
\ I\
\ /
\ /
\/ /
MAB --------- e e
D- Ti me[ 1] U-Tine' [ 1]

Figure 3: Two-way Del ay Measurenent
As shown in Section 9, the two way del ay between two MAs is given by
(see Figure 3):
(D-Tinme[1l] - U-Tinme[1l]) + (DTine'[1] - UTine' [1])
Therefore, the two-way delay is equal to:

(D-Time'[1] - U-Tine[1]) - (UG-Time'[1] - D-Tine' [1])
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The latter inplies that the two-way delay is conprised of two tinme
differences, (D-Time'[1] - UTinme[l]), and (U-Tine’'[1] - D Tine' [1]).
Thus, the value of the clocks of MA A and MA B does not affect the
conputation, and synchroni zation is not required.

11. | ANA Consi derations
Thi s docunent nmakes no request to | ANA
12. Security Considerations

Thi s docunment specifies a passive nechani smfor nmeasuring packet |oss
and delay within a Service Provider’s network where the | P packets
are marked using unused bits in IP head field, thus avoiding the need
to insert additional OAM packets during the nmeasurenment. Cbviously,
such a nmechani sm does not directly affect other applications running
on the Internet but nmay potentially affect the neasurenent itself.

First, the nmeasurenent itself may be affected by routers (or other
networ k devi ces) along the path of IP packets intentionally altering
the value of marking bits of packets. As nentioned above, the
mechani sm specified in this docunent is just in the context of one
Service Provider’'s network, and thus the routers (or other network
devices) are locally adm nistered and this type of attack can be
avoi ded.

Second, one of the main security threats in OAM protocols is network
reconnai ssance; an attacker can gather information about the network
performance by passively eavesdropping to OAM nessages. The

advant age of the nethods described in this docunent is that the col or
bits are the only information that is exchanged between the MAs.
Ther ef ore, passive eavesdropping to data plane traffic does not allow
attackers to gain information about the network performance. W note
that the information exported fromthe MAs to the MCP can be subj ect
to eavesdropping, and thus it should be encrypted.

Finally, delay attacks are another potential threat in the context of
this docunment. Delay neasurenent is performed using a specific
packet in each bl ock, marked by a dedicated color bit. Therefore, a
man-i n-the-niddl e attacker can sel ectively induce synthetic del ay
only to del ay-col ored packets, causing systematic error in the delay
measurenents. As discussed in previous sections, the nethods
described in this docunent rely on an underlying tinme synchronization
protocol. Thus, by attacking the tine protocol an attacker can
potentially conpronmise the integrity of the nmeasurenent. A detailed
di scussi on about the threats against tinme protocols and how to
mtigate themis presented in RFC 7384 [ RFC7384].
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