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1. Introduction

A recurrent theme in new RTC technol ogi es has been the need to
cleanly handle very large nunmbers of nedia flows. For instance, a
vi deoconf erenci ng application nmght have a main display plus
thunbnails for 10 or nore ot her speakers all displayed at the sane
time. |f each video source is encoded in nultiple resolutions (e.g.
simul cast or layered coding) and al so has FEC or RTX, this could
easily add up to 30 or nore independent RTP fl ows.

Thi s docunent focuses on the WbRTC use cases, and uses its
term nol ogy to discuss key concepts. The approach described herein,
however, is not intended to be WbRTC specific, and should be
general i ze to other SDP-using applications.

The standard way of encoding this information in SDP is to have each
RTP flow (i.e., SSRC) appear on its owmn mline. For instance, the
SDP for two caneras with audio froma device with a public I P address
could | ook sonething like:

v=0
o=- 20518 0 IN I P4 203.0.113.1
S=
t=0 0
c=IN1P4 203.0.113.1
a=i ce- ufrag: F7gl
a=i ce- pwd: x9cm / Yzi chV2+Xl hi Mu8g
a=fingerprint:sha-1
42:89: c5: c6: 55: 9d: 6e: c8: €8: 83: 55: 2a: 39: f 9: b6: eb: €9: a3: a9: e7

mFaudi o 54400 RTP/ SAVPF 0 96

a=nsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 52595
a=rtpmap: 0 PCMJ 8000

a=rtpmap: 96 opus/ 48000

a=ptine: 20

a=sendrecv

a=candi date: 0 1 UDP 2113667327 203.0.113.1 54400 typ host
a=candi date:1 2 UDP 2113667326 203.0.113.1 54401 typ host

nrvi deo 55400 RTP/ SAVPF 96 97

a=nsid:ma tb

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 56036
a=rtprmap: 96 H264/ 90000
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a=fmp: 96 profil e-1evel -i d=4d0028; packeti zati on- node=1
a=rtpmap: 97 VP8/ 90000

a=sendr ecv

a=candidate: 0 1 UDP 2113667327 203.0.113.1 55400 typ host
a=candi date: 1 2 UDP 2113667326 203.0.113.1 55401 typ host

nevi deo 56400 RTP/ SAVPF 96 97

a=nmsid:ma tc

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 21909
a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profile-level -i d=4d0028; packeti zati on- node=1

a=rt pmap: 97 VP8/ 90000

a=sendr ecv

a=candi date: 0 1 UDP 2113667327 203.0.113.1 56400 typ host
a=candi date:1 2 UDP 2113667326 203.0.113.1 56401 typ host

Unfortunately, as the nunber of independent nedia sources starts to

i ncrease, the scaling properties of this approach becone problematic.
In particular, SDP currently requires that each mline have its own
transport paraneters (port, |ICE candidates, etc.), which can get
expensi ve. For instance, the [ RFC5245] pacing al gorithmrequires
that new STUN transactions be started no nore frequently than 20 ns;
with 30 RTP flows, which would add 600 ns of |atency for candidate
gathering al one. Moreover, having 30 persistent flows nmight lead to
excessi ve consunption of NAT bi ndi ng resources.

This docunent specifies a small nunber of nopdest extensions to SDP
which are intended to reduce the transport inpact of using a large
nunber of flows. The general design philosophy is to naintain the
exi sting SDP negotiation nodel (inventing as few new mechani sns as
possi bl e) while sinply reducing the consunption of network resources.

1.1. Design Goals

The nmechani sm described in this docunent is neant to address the
foll owi ng goal s:

1.1.1. Support for a large nunber of arbitrary sources

In cases such as a video conference, there may be dozens or hundreds
of participants, each with their own audi o and video sources. A
partici pant may even want to browse conferences before joining one,
meani ng that there may be cases where there are many such conferences
di spl ayed si nul t aneousl y.

In these conferences, participants nmay have varying capabilities and
therefore video resolutions. |In addition, depending on conference
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policy, user preference, and the desired U, participants nmay be
di splayed in various layouts, including:

0o A single large nmain speaker with thunbnails for other participants
o Miltiple mediumsized nmain speakers, with or without thunbnails
o Large slides + medi um speaker, without thunbnails

These | ayouts can change dynam cally, dependi ng on the conference
content and the preferences of the receiver. As such, there are not
wel | -defined 'roles’, that could be used to group sources into
specific '"large’ or 'thunbnail’ categories. As such, the requirenent
we attenpt to satisfy is support for sending and receiving up to
hundr eds of sinmultaneous, heterogeneous sources.

1.1.2. Support for fine-grained receiver control of sources

Since there may be | arge nunmbers of sources, which can be displayed
in different layouts, it is inperative that the receiver can easily
control which sources are received, and what resolution or quality is
desired for each (for both audio and video). The receiver should

al so be able to prioritize the source it requests, so that if system
limts or bandwidth force a reduction in quality, the sources chosen
by the receiver as inportant will receive the best quality. These
details nmust be exposed to the application via the API.

1.1.3. dareless addition and renpval of sources

Sources may conme and go frequently, as is the case in a conference
where various participants are presenting, or an interaction between
mul tiple distributed conference servers. Because of this, it is
desirabl e that sources can be added to SDP in a way that avoids
signaling glare.

1.1.4. Interworking with other devices

When interacting with devices that do not apply all of the techniques
described in this docunent, it nust be possible to degrade gracefully
to a usabl e basic experience. At a mninum this basic experience
shoul d support setting up one audi o stream and nore than one vi deo
stream wi th existing videoconferencing equi prent designed to
establish a small nunber of sinultaneous audio and video flows. For
the remai nder of this docunment, we will call these devices "l egacy
devices,"” although it should be understood that statenents about

| egacy devices apply equally to future devices that elect not to use
the techni ques described in this docunent.
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1.1.5. Avoidance of excessive port allocation

When there are dozens or hundreds of streans, it is desirable to
avoi d creating dozens or hundreds of transports, as enpirical data
shows a clear inverse relationship between nunber of transports (NAT
bi ndi ngs) and call success rate. While BUNDLE hel ps avoi d creating
| arge numbers of transports, it is also desirable to avoid creating
| arge numbers of ports during call setup

1.1.6. Sinple binding of MediaStreanmirack to SDP

In WebRTC, each nmedia source is identified by a Medi aStreanilrack
object. In order to ensure that the MSTs created by the sender show
up at the receiver, each MST's id attribute needs to be reflected in
SDP.

1.1.7. Support for RTX, FEC, simnulcast, |ayered coding

For robust applications, techniques |ike RTX and FEC are used to
protect media, and simulcast/|ayered coding can be used to provide
support to heterogeneous receivers. It needs to be possible to
support these techniques, allow the recipient to optionally use or
not use themon a source-by-source basis; and for simnulcast/|ayered
scenarios, to control which sinulcast streams or |ayers are received.

1.2. Termnol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHOULD', "SHOULD NOT",
"RECOMVENDED", "MAY", and "OPTIONAL" in this docunent are to be
interpreted as described in [ RFC2119].

This draft uses the APl and term nol ogy described in [webrtc-api].

5-tuple: A collection of the follow ng val ues: source |IP address,
source transport port, destination |IP address, destination transport
port and transport protocol

Transport-Flow. An transport 5 Tuple representing the UDP source and
destination |IP address and port over which RTP is fl ow ng.

m|ine: An SDP [ RFC4566] nedia description identifier that starts
with an "m=" field and conveys the foll owi ng val ues: nedia type,
transport port, transport protocol and nedia format descriptions.

O fer: An [RFC3264] SDP nessage generated by the partici pant who
wishes to initiate a nultimedia conmuni cation session. An Ofer
describes the participant’s capabilities for engaging in a nultinedia
sessi on.

Roach, et al. Expi res January 16, 2014 [ Page 6]



Internet-Draft Unified Plan: SDP Many Fl ows July 2013

Answer: An [ RFC3264] SDP nessage generated by the participant in
response to an Ofer. An Answer describes the participant’s
capabilities in continuing with the multinmedia session with in the
constraints of the Ofer.

This draft avoids using terns that inplenentors do not have a cl ear
i dea of exactly what they are - for exanple RTP Session

1.3. Syntax Conventions

The SDP exanpl es given in this docunent deviate from actual on-the-
wire SDP notation in several ways. This is done to facilitate
readability and to conformto the restrictions inposed by the RFC
formatting rules. These deviations are as foll ows:

0 Any line that is indented (conpared to the initial line in the SDP
bl ock) is a continuation of the preceding line. The line break
and indent are to be interpreted as a single space character.

o0 Enpty lines in any SDP exanple are inserted to make functiona
divisions in the SDP clearer, and are not actually part of the SDP

synt ax.

0 Excepting the above two conventions, |ine endings are to be
interpreted as <CR><LF> pairs (that is, an ASCII 13 followed by an
ASCI | 10).

0 Any text starting with the string "//" to the end of the line is
inserted for the benefit of the reader, and is not actually part
of the SDP synt ax.

2. Solution Overview

At a high level, the solution described in this docunent can be
summari zed as foll ows:

1. Each nmedia streamtrack is represented by its own unique mline.
This is a strict one-to-one mapping; a single nmedia streamtrack
cannot be spread across several mlines, nor may a single mline
represent nultiple nedia streamtracks. Note that this requires
a nodification to the way simulcast is currently defined by the
i ndividual draft [I-D. westerlund-avtcore-rtp-simnulcast]. This
does not preclude "application level" sinmulcasting; i.e., the
creation of nultiple nmedia streamtracks froma single source

2. Each mline is marked with an a=ssrc attribute to correlate it

with its RTP packets. Absent any other signal ed extension
multiple SSRCs in a single mline are interpreted as alternate
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sources for the sane nmedia streamtrack: although senders can
switch between the SSRCs as frequently as desired, only one
shoul d be sent at any given tine.

Each mline contains an MSID value to correlate it with a Media
Stream | D and the Media Stream Track | D.

To m nimze port allocation during a call, we rely on the BUNDLE
[I-D.ietf-nmusic-sdp-bundl e-negoti ati on] nechani sm

To reduce port allocation during call set-up, applications can
mark | ess-critical nmedia streamtracks in such a way that they
will not require any port allocation, with the resulting property
that such streans only work in the presence of the BUNDLE
mechani sm

To address glare, we define a procedure via which partial offer/
answer exchanges nay take place. These exchanges operate on a
single mline at a time, rather than an entire SDP body. These
operations are defined in a way that can conpletely avoid glare
for stream additions and renoval s, and whi ch reduces the chance
of glare for changes to active streans. This approach requires
all mlines to contain an a=md attribute.

Al'l sources in a single bundle are required to contain identica
attributes except for those that apply directly to a nedia stream
track (such as label, nsid, and resolution). See those
attributes marked "1 DENTI CAL" in

[1-D. nandakumar - nmusi c- sdp-mux-attri butes] for details.

RTP and RTCP streans are demultiplexed strictly based on their
SSRC. However, to handl e | egacy cases and signaling/ nmedia races,
correlation of streanms to msections can use ot her nechani sns, as
described in Section 3.2

3. Detailed Description

3. 1.

Bundl e-Only M Li nes

Even with the use of BUNDLE, it is expensive to allocate |ICE
candi dates for a large nunber of mlines. An offer can contain
"bundl e-only" mlines which will be negotiated only by endpoints

whi

Roach,

ch inplenment this specification and i gnored by other endpoints.

OPEN | SSUE: Wile it’s probably pretty clear that this behavior
will be controlled, in WbRTC, via a constraint, the "defaul t"
behavior -- that is, whether a line is "bundle-only" when there is
no constraint present -- needs to be settled. This is a bal ancing
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act between maxim zing interoperation with | egacy equi pment by
default or mnimzing port use during call setup by default.

In order to offer such an mline, the offerer does two things:

0 Sets the port inthe mline to 0. This indicates to old endpoints
that the mline is not to be negoti at ed.

0 Adds an a=bundle-only line. This indicates to new endpoints that
the mline is to be negotiated if (and only if) bundling is used.

An exanpl e offer that uses this feature | ooks like this:

v=0
0=- 20518 0 IN I P4 203.0.113.1
S=
t=0 0
c=INIP4 203.0.113.1
a=group: BUNDLE S1 S2 S3
a=i ce-ufrag: F7gl
a=i ce- pwd: x9cm / Yzi chV2+XI hi Mu8g
a=fingerprint:sha-1
42:89: c5: c6: 55: 9d: 6e: c8: €8: 83: 55: 2a: 39: f9: b6: eh: €9: a3: a9: e7

mraudi o 54400 RTP/ SAVPF 0 96

a=nmsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 20970
a=md: 1

a=rtpmap: 0 PCMJ 8000

a=rt prmap: 96 opus/ 48000

a=ptinme: 20

a=sendr ecv

a=rtcp- nmux

a=ssrc: 53280

a=candi date: 0 1 UDP 2113667327 203.0.113.1 54400 typ host
a=candi date: 1 2 UDP 2113667326 203.0.113.1 54401 typ host

mevi deo 0 RTP/ SAVPF 96 97

a=nmsid:ma th

a=extmap: 1 urn:ietf:paranms:rtp-hdrext:streamcorrelator 1714
a=md: 2

a=rtprmap: 96 H264/ 90000

a=fm p: 96 profil e-1evel -i d=4d0028; packeti zati on- node=1
a=rtpmap: 97 VP8/ 90000

a=sendr ecv

a=rtcp- nux

a=ssrc: 49152

a=bundl e-onl y
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mevi deo 0 RTP/ SAVPF 96 97

a=nmsid:ma tc

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 57067
a=md: 3

a=rtprmap: 96 H264/ 90000

a=fmp: 96 profil e-level -i d=4d0028; packeti zati on- node=1
a=rt pmap: 97 VP8/ 90000

a=sendr ecv

a=rtcp- nmux

a=ssrc: 32768

a=bundl e-only

An ol d endpoint sinply rejects the bundle-only mlines by respondi ng
with a 0 port. (This isn't a normative statenent, just a description
of the way the ol der endpoints are expected to act.)

v=0
o=- 20518 0 IN I P4 203.0.113.1
S=
t=0 0
c=IN P4 203.0.113.2
a=i ce-ufrag: F7gl
a=i ce- pwd: x9cm / Yzi chV2+Xl hi Mu8g
a=fingerprint:sha-1
42:89: c5:c6:55:9d: 6e: c8: e8:83: 55: 2a: 39: f 9: b6: eb: €9: a3: a9: e7

mFaudi o 55400 RTP/ SAVPF 0 96

a=rtpmap: 0 PCMJ 8000

a=rt prmap: 96 opus/ 48000

a=ptinme: 20

a=sendrecv

a=candi date: 0 1 UDP 2113667327 203.0.113.2 55400 typ host
a=candidate:1 2 UDP 2113667326 203.0.113.2 55401 typ host

mrvi deo 0 RTP/ SAVPF 96 97

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profil e-1evel -i d=4d0028; packeti zati on- node=1
a=rtpmap: 97 VP8/ 90000

a=sendr ecv

mrvi deo 0 RTP/ SAVPF 96 97

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profil e-1evel -i d=4d0028; packeti zati on- node=1
a=rtpmap: 97 VP8/ 90000

a=sendr ecv

Roach, et al. Expi res January 16, 2014 [ Page 10]



Internet-Draft Unified Plan: SDP Many Fl ows July 2013

A new endpoi nt accepts the mlines (both bundl e-only and regul ar) by
offering mlines with a valid port, though this port may be
duplicated as specified in Section 6 of

[I-D.ietf-nmusic-sdp-bundl e-negotiation]. For instance:

v=0
0=- 20518 0 IN I P4 203.0.113.2
S=
t=0 0
c=IN I P4 203.0.113.2
a=group: BUNDLE Bl B2 B3
a=i ce- ufrag: F7gl
a=i ce- pwd: x9cm / Yzi chV2+Xl hi Mu8g
a=fingerprint:sha-1
42:89: c5: c6: 55: 9d: 6e: c8: €8: 83: 55: 2a: 39: f 9: b6: eb: €9: a3: a9: e7

mraudi o 55400 RTP/ SAVPF 0 96

a=nsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 24860
a=md: 1

a=rtpmap: 0 PCMJ 8000

a=rt pnmap: 96 opus/ 48000

a=ptine: 20

a=sendr ecv

a=rt cp- nux

a=ssrc: 35987

a=candi date: 0 1 UDP 2113667327 203.0.113.2 55400 typ host

mevi deo 55400 RTP/ SAVPF 96 97

a=nsid:ma tb

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 49811
a=m d: B2

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profile-1evel -i d=4d0028; packeti zati on- node=1
a=rt pmap: 97 VP8/ 90000

a=sendr ecv

a=rt cp- nux

a=ssrc: 9587

a=bundl e-onl y

mevi deo 55400 RTP/ SAVPF 96 97

a=nsid:ma tc

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 9307
a=md: 3

a=rtpmap: 96 H264/ 90000

a=fmp: 96 profile-level -i d=4d0028; packeti zati on- node=1

a=rt pmap: 97 VP8/ 90000

a=sendr ecv
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a=rtcp- mux
a=ssrc: 21389
a=bundl e-onl y

Endpoi nts MJUST NOT accept bundle-only mlines if they are not part of
an accepted bundl e group.

3.2. Correlation

The system under consideration has three constructs the need to be
mutual ly correlated for proper functioning: mlines, nedia stream
tracks, and RTP sources. These correlations are described in the
foll owi ng sections.

3.2.1. Correlating RTP Sources with mlines

Sendi ng several nedia streans over a single transport 5-tuple can
pose challenges in the formof streamidentification and correlation
This proposal maintains the use of SSRC as the single denultiplexing
point for nultiple streans sent between a transport 5-tuple.

Nominally, this correlation is performed by including a=ssrc
attributes in the SDP. Under ideal circunstances, the use of a=ssrc
in the SDP exchanged between endpoints is sufficient to correlate a
demul tiplexed streamto its mline. However, at |east three

unrel ated situations can arise that make correl ation using an

al t ernat e nechani sm advant ageous

During call establishnent, circunstances may arise under which an
endpoi nt can send an offer for a new stream and begin receiving that
media streamprior to receiving the SDP that correlates its SSRC to
the mline. For such cases, the endpoint will not know how to handl e
the media, and will nost probably be forced to discard it. This can
lead to nmedia stream "clipping,"” which has a strongly negative inpact
on user experience. For audio streans, an the "hello" of the
answering party can be lost; for video streans, the initial |-frane
can be lost, leading to corrupted or m ssing video until another
I-frane is sent.

In the rare circunstance that a SSRC change for an existing nedia
source is required, then any party that has changed its SSRC needs to
informthe renote participants of the updated napping, e.g. via a
new SDP offer. Since any nedia sent with the new SSRC cannot be
rendered until the new offer/answer exchange takes place, the
clipping concern nentioned above exists here as well.
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A different problemcan arise when interoperating with | egacy

equi prent. A nunmber of circunmstances can lead to the inability of a
| egacy endpoint to include SSRC information in its SDP. For exanple,
in a systemthat deconposes signaling and nedia into different

net wor k devi ces, the protocol used to comuni cate between the boxes
frequently will not include SSRC information, making it inpossible to

include in the SDP. |If these devices choose to inplenment bundling,
correlation of nmedia streans to mlines requires an alternate
correl ator.

These cases (and possibly other simlar situations) can be
ameliorated by using information in the nedia streamitself as a
correlator to the SDP offer. |If a packet arrives with an SSRC t hat
is not yet associated with an mline, we would ideally have sone
means of correlating it prior to the arrival of the answer.

The authors reiterate and enphasize that this technique is used
solely for the purposes of correlation of an RTP streamto an SDP
mline after that stream has al ready been denul ti pl exed

Denmul tiplexing of nultiple streams on a single transport address
continues to be based on SSRC val ues.

3.2.1.1. RTP Header Extension Correlation

The preferred mechani smfor such correlation is a new RTP header

ext ensi on [ RFC5285] that can be used near the begi nning of an RTP
streamto correl ate RTP packets for which SSRC mapping information is
not avail able. W propose that WbRTC i npl enent ati ons MJST i npl enent
this mechanism W expect and that all other users of the BUNDLE

ext ensi on SHOULD make use of it.

Al t hough addi tional specification for this mechani smwould be
required for interoperability, the thunbnail sketch of such
correlation is described bel ow

An inplementation maki ng use of this nechanismfor |ocal correlation
i ncludes an a=extrmap attribute in the mlines for which it w shes to
use the mechanism This attribute includes a mapping fromthe RTP
header IDto the URL, as well as a 16-bit identifier (expressed as an
i nteger) used for correlation; one such mline would | ook like this:

mraudi o 55400 RTP/ SAVPF 0 96

a=nsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrelator 7582 // NEW
a=md: 1

a=rtpmap: 0 PCMJ 8000

a=rt prmap: 96 opus/ 48000

a=ptine: 20
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a=sendr ecv

a=rtcp- nmux

a=ssrc: 35987

a=candi date: 0 1 UDP 2113667327 203.0.113.2 55400 typ host

The renote endpoint, if it supports this extension, MJST include an
RTP header extension in several (on the order of 3 to 10) of the
initial RTP packets in the stream The value of this header
extension will contain the correlator fromthe extmap line (in the
above exanple, 7582).

3.2.1.2. Payload Type Correl ation

To support inplenentations that cannot inplenment the RTP header
extension described in Section 3.2.1.1 but which wish to use the
BUNDLE nmechanism we allow an alternate (but |ess-preferred) neans of
correlation using payload type. This approach takes advantage of the
fact that the offer contains payl oad types chosen by its creator
which will be present in any RTP received fromthe renote party. |If
t hese payl oad types are unique, then they can be used to reliably
correlate incomng RTP streans to their ne |ines

Because of its inherent linitations, it is advisable to use other
correlation techniques than PT nmultiplexing if at all possible. In
order to acconplish this, we propose, for WbRTC, that use of this
techni que be controlled by an additional constraint passed to
createOfer by the Wb application

If this constraint is set, the browser MJST behave as described in
this section. |If the constraint is not set, the browser MJST use
identical PTs for the sanme codec values within each mline bundl e.

When such a constraint is present, inplenentations attenpt to
entirely exhaust the dynanm c payl oad type nunbering space before re-
using a payload type within the scope of a |ocal transport address.
If such a constraint is present and the payl oad type space woul d
ordinarily be exhausted within the scope of a local transport
address, the inplementation MAY (at its discretion) take any of the
foll owi ng actions:

1. Bind to multiple |local transport addresses (using different
BUNDLE groups) for the purpose of keeping the {payl oad type,
transport address} conbination uni que.

2. Signal a failure to the application
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OPEN | SSUE: The above text specifically calls out "dynanic payl oad
type nunbering space,” which consists of payload types 96 through
127. This is the nost conservative range of payl oad types

possi ble, with the greatest chance of exhaustion in normal use.

In practice, it may make nore sense to use a different range. The
canoni cal description of payl oad type allocation strategies for
RTP/ AVP and its related profiles is given in section 3 of

[ RFC3551]. Roughly summari zed: all values fromO to 127 can be
dynami cal |y bound to codecs; codes from96 to 127 shoul d be
preferred, followed by previously unassigned val ues, followed by
statically assigned values. This is, however, nodified by

[ RFC5761], which effectively elinminates payload types 64 through
95. G ven these constraints, reasonable proposals (in order of
nmost conservative to nost aggressive) would include:

1. The dynami c range (96-127), for 32 usable payload types. This
is meant to accommodate the nost naive inplenmentation
possi bl e, which is only capabl e of dynamically binding payl oad
types in the dynam c range. Although not supported by current
specifications, such limtations are suspected to exist in
some nodern RTP libraries

2. The dynam c range (96-127), followed by the contiguous
unassi gned range (35-63), for 61 usable payload types. This
approach is intended to accommpdat e those inpl enentations that
do not support dynam c binding for payload types for which an
"audi o/ video" type is registered in the | ANA registry.

3. The dynanic range (96-127) followed by all unassi gned payl oad
types (20-24, 27, 29, 30, and 35-63), for 69 usable payl oad
types. This approach is intended to accommodat e those
i npl ementations that are incapable of re-binding statically
assi gned payl oad types, while naking use of all other
avai | abl e val ues.

4. The dynamic range (96-127) followed by all unassigned payl oad
types (20-24, 27, 29, 30, and 35-63), followed by the
statically assigned payl oad types (0-19, 25, 26, 28, and
31-34) for 96 usable payload types. This approach is nost
consistent with current | ETF specifications, but is expected
to cause interoperability issues with existing inplenentations
(including libraries currently in use in early WbRTC
i mpl emrent ati ons) .

Note that the presence or absence of the aforenentioned flag does not
af fect how incomng streans are correlated: if the RTP header
extension for correlation is present, it is used in preference to the
payl oad type. Conversely, if the flag is absent, and the RTP
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contai ns no such header, then the payload type may be used for
correlation inasmuch as a nmedia |ine can be unanbi guously identified.
O course, if the SSRC i nformati on has been made avail able in SDP
prior to a need for streamcorrelation, then it can al so be used for
this purpose.

3.2.2. Correlating Media Stream Tracks with mlines

Media Stream Tracks IDs are correlated with MLines directly by
including an MSID in each mline. The MSID also provides the Mudia
Stream I D. (Note the format of the MSID used here is slightly
different than what was proposed in the current MSID draft as that
draft assuned nultiple tracks in a single mline and this proposa
moves to a solution where there is a one to one relation between the
Track and MSID. This work assunmes the MSID draft will be updated to
mat ch the syntax used user which sinply provides the value of the
Medi aStream | D and Medi aStreanifrack ID on an "a=nsid" line. )

3.2.3. Correlating Media Stream Tracks with RTP Sources

Media Stream Tracks are correlated with RTP sources transitively

t hrough the RTP-Source <=> M Line <=> Medi a- St ream Track
relationship. Since the Media-Stream Track <=> M Line binding is
established in the SDP offer, and the MLine <=> RTP-Source binding
can be handl ed as described in Section 3.2.1, none of the previously
identified issues arise.

3.3. Handling of Sinulcast, Forward Error Correction, and
Ret ransmi ssion Streans

Simul cast refers to taking a single capture (e.g., a canera), and
encoding it nmultiple times at different resolutions and / or frane
rates. For exanple, a device with a single HD canera may send one
version of the video at full HD resolution, and a second version
encoded at a low resolution. This would allow a video conferencing
bridge to be able to send the high resolution copy to sone
destination and | ow resol ution copy to other destinations wthout
having to recode the video at the conference bridge.

Forward Error Correction (FEC) and Retransnission (RTX) streans are
techni ques that can provide streamrobustness in the face of packet
| o0ss. These approaches frequently nmake use of different payl oad

types and different SSRC val ues than the streamto which they apply.

In cases where a nedi a source needs to correspond to nore than one
RTP flow, e.g. RTX, FEC, or sinulcast, the a=ssrc-group [ RFC5576]
concept is used to create a grouping of SSRCs for a single nedia

streamtrack. Each SSRC is declared using a=ssrc attributes, the
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same MSID is shared between the SSRCs, and the a=ssrc-group attribute
defines the behavior of the grouped SSRCs.

These groupings are used to performdenux of the inconmi ng RTP streans
and associate them (by SSRC) with their prinmary fl ows (nodulo the
behavi or described in Section 3.2.1, if applicable). This

mul ti pl exing of RTX and FEC in a single RTP session is already well-
defined; RTX SSRC-multipl exi ng behavior is defined in [ RFC4588], and
FEC SSRC-mul ti pl exi ng behavior is defined in [ RFC5956].

Not e that both RTC and FEC al so include SDP expressions that use
different m= lines for the correction streans (cf. [RFC4588],
section 8.7 and [ RFC5956], section 4.2). These formats intend for
correlation of streanms to be based on transport addresses, which is
i nappl i cable for bundl ed nedia streans. Qur specific proposal is:
(1) bundling inplenmentations will never generate such a format; and
(2) bundling inplenentati ons MAY choose to accept SDP in such a
format or MAY sinply reject the repair streans and proceed as if the
indicated repair format is not supported.

For multi-resolution sinulcast, we can create a sim/lar ssrc-group
and adapt the inmageattr attribute defined in [ RFC6236] for the a=ssrc
line attribute to indicate the send resolution for a given simul cast
stream (This will be added to

[1-D. westerlund-avtcore-rtp-sinmulcast], as outlined in Section 2
bullet 1). |In the exanple below, the SDP advertises a sinulcast of a
camera source at two different resolutions, as well as a screen-share
source that supports RTX; a=ssrc-group is used to correlate the
different SSRCs as part of a single nedia source.

Note that a characteristic of this approach is that it does not allow
for independently setting attributes for simnulcast, FEC, and RTX
streans aside fromthose in fmtp. |In particular, attributes such as
ptinme and framerate are shared between the streans that are grouped
together for a sinulcast group

mevi deo 62537 RTP/ SAVPF 96 /1 main video

a=nmsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 15955
a=md: 1

a=rt pmap: 96 VP8/ 90000

a=sendrecv

a=rtcp- nux

a=ssrc: 29154 imageattr: 96 [x=1280, y=720]

a=ssrc: 47182 imageattr: 96 [x=640, y=360]
a=ssrc-group: SI MULCAST 29154 47182

nmrvi deo 0 RTP/ SAVPF 96 97 /1l slide video
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a=nsid:ma tb

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 26267
a=md: 2

a=rt pnmap: 96 VP8/ 90000

a=rtpmap: 97 rtx/ 90000

a=sendr ecv

a=rtcp- nux

a=fm p: 97 apt =96;rtx-ti me=3000

a=ssrc: 45982

a=ssrc: 9827

a=ssrc-group: FI D 45982 9827 /1 FID provides SSRC correl ation
a=bundl e-only

Providing explicit resolutions on a per-SSRC basis for S| MJLCAST
groupings allows an internediary (such as a Media Transl ator

[ RFC5117]) to be able to select an appropriate SI MIULCAST | ayer

wi t hout inspecting the nmedia stream which could otherw se require
decrypting and possibly partially decodi ng nedi a packets.

3.4. dare Mnimzation

To allow for guaranteed gl arel ess addition and renoval of streans,
and to provide for a reduced chance of glare in streamattribute
changes, we propose a technique that allows for mlines to be changed
i ndependently of each ot her.

The proposal for doing so is performed using "partial offers" and
"partial answers." Using this technique has two key prerequisites:
(1) all offer/answer exchanges in the session have contained "a=m d"
attributes [ RFC5888] for each mline, and (2) both sides are known to
support the partial offer/answer technique (either because they are
part of a single domain of control, or because use of this technique
has been explicitly signaled).

The use of a partial SDP body will be explicitly signaled, e.g.
using a different MM type for SIP, or using a different "type" for
the WebRTC API .

The aut hors recognize that further formal definition would be
required to describe this technique. These are left as future study
for the appropriate venues, such as the WBC WbRTC WG and the S| PCORE
WG, As a thunbnail sketch: For WDbRTC, we envision that we woul d add
a new constraint to createOfer, requesting that a partial offer be
generated (if possible). The resulting RTCSessionDescription would
contain only the mlines that have changed since the nost recent

of fer/ answer exchange, and would have a type of "partial Ofer." Wen
createAnswer is called after receipt of a partialOfer, it would
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create a partial Answer, containing only the mlines referenced in the
partial offer, that can be provided to the renote party.

3.4.1. Adding a Stream

To add a streamglarelessly, a party creates a "partial offer"
consisting of an mline and all of its attributes. This mline
contains an nmd that has not yet been used in the session. To reduce
the chance of collision to effectively zero, this md MIST contain at
| east 32 characters chosen randomy fromfull set of 79 characters
allowed in a token. It then sends this partial offer to the renote
party and awaits a partial answer.

Upon receipt of a partial offer, an inplenentation exam nes the md
init. If the md does not match any existing md in the session
then it represents a new nedia stream Assumi ng the recipient does
not have an outstandi ng, unanswered partial offer that al so adds a
stream this newmline is sinply appended to the end of the existing
session description, the SDP version is increnented by one, and a
partial answer is created. This partial answer consists of an mline
and its attributes, and has an md matching the one fromthe partial
of fer.

If the recipient of a partial offer that contains a new md has al so
sent a partial offer adding a new streamto the session, then
anbiguity can arise regarding the canonical ordering of mlines
within the session. In this situation, both partial offer/answer
exchanges are allowed to conpl ete independently (as no fundanenta
data glare has occurred). However, the order in which they are
appended to the session description is synchronized by performng a

| exi cal conparison between each mlines nmid attribute: the mline
with the lexically smaller nid attribute is appended first, while the
other mline is appended after it.

3.4.2. Changing a Stream
Partial offers may al so be generated for nodification of an existing

stream In this case, the md in the partial offer will match an
existing md in the session description
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Upon receipt of a partial offer, an inplenentation exam nes the nid
init. If the md matches any existing md in the session, then it
represents a nodification to that mline. Assum ng the recipient
does not have an outstandi ng, unanswered partial offer that al so
nodi fies that exact sanme stream this mline is treated as an

i ndependent renegotiation of that stream (only). The SDP version is
i ncrenmented by one, and a partial answer is created. This partia
answer consists of an mline and its attributes, and has an nmd

mat ching the one fromthe partial offer

If the recipient of a partial offer that contains an existing md has
al so sent a partial offer to change that exact same stream and
neither the received nor the sent partial offer contains an
"a=inactive" attribute, then a legitimte glare condition has arisen
Normal gl are recovery procedures -- e.g., using a tie-breaker token
or a back-off timer -- nust be engaged to resolve the conflict.

3.4.3. Renpbving a Stream

To renove a streamin a way that elimnates the chance of glare, an
i npl ement ati on generates a new partial offer, with an md matching
the mline it wants to renove. This partial offer contains an
a=inactive attribute, indicating that the streamis being
deacti vat ed.

If the recipient of a partial offer that contains an existing md has
al so sent a partial offer to change that exact same stream and
either one of the received or the sent partial offer contains an
"a=inactive" attribute, then a the streamis deactivated. At this
point, both partial offers are discarded, the corresponding mline in
the session is nodified by changi ng any a=sendonly, a=recvonly, or
a=sendrecv attribute to a=inactive (or, if no such attributes are
present, an a=inactive attribute is added), and a partial answer is
generated representing this single change.

3.5. Negotiation of StreamOdinality

Wthin advanced applications, circunstances can easily arise in which
the party creating the offer does not know ahead of tinme the nunber
of streans the renpte party will desire. For exanple, in a neet-ne
vi deoconference application that sends a separate stream for each
participant, a client creating an offer to send to the conference
focus does not necessarily know how many video streans to indicate in
its SDP. Although this can be potentially be solved in an
application-specific way (e.g., by always offering the maxi num nunber
of streans known to be supported by the application), this is not

al ways desirabl e or even possible.
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To address this situation, a three-way handshake can be enpl oyed.

Calling Party Called Party

I I
--- Ofer (1 video, 1 audio) -->

Calling party
creates offer
wi th audi o and
vi deo. Since
it does not
know how nmany
streans, it
"guesses" one
of each.

<-- Answer (1 video, 1 audio) --
<-- Ofer (8 video, 1 audio) ---

Call ed party
desires eight
vi deo streans.
So it creates
an answer for
the "one of
each" offer
and an offer
for the total
nunber of
streans it
want s.

[Call starts now

Calling party
answers for
al | eight

vi deo streans.

-- Answer (8 video, 1 audio) -->

The first leg of this handshake consists of an offer sent by the
calling party. This offer contains at |east one mline for each type
of media the offerer wishes to use in the session. The authors draw
special attention to the clause "at least” in the preceding sentence:
of ferers can use external know edge, hinting, or sinple guesses to

of fer additional mlines.

Upon recei pt of such an offer, the called party exam nes the nunber
of streans of each nedia type being requested. |If the number of
streanms is equal to or greater than the nunber of total streans that
the called party desires at this time, it sinply fornms an answer to
compl ete the of fer/answer exchange [ RFC3264], and the call is set up
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On the other hand, if the called party deternines that nore streans
are necessary than are indicated in the initial offer, it responds by
first creating an answer with the same nunber of streans as were
present in the initial offer. 1t additionally creates a new answer
that contains the nunber of streans it desires. This answer/offer
pair is sent to the calling party, in a single nmessage if supported
by the signaling protocol (as will frequently be the case for
WebRTC), or in two consecutive nmessages in a way that guarantees in-
order delivery.

When the calling party receives this answer, it establishes the
session, and all of the streams that were negotiated in this first

of fer/answer exchange. So, within a single signaling round trip, the
initial set of streans (consisting of those the calling party
included inits initial offer) are established.

When the calling party receives the subsequent offer, it conprises

t he begi nning of a conpletely new RFC 3264 of f er/ answer exchange

[ RFC3264]. The calling party creates an answer that fully describes
all of the streams in the session, and sends it to the called party.
Consequently, within 1.5 round trips, the entire call is set up and
all associated streans can be sent and received.

O particular note is the fact that this nodel does not deviate from
nor mal RFC3264 of fer/answer handling, even when three-way handshaki ng
i S necessary.

3.6. Conpatibility with Legacy uses

Due to the fact that this approach re-uses existing SDP constructs
for indicating paraneters in a nedia section, it remins conpatible
with legacy clients. O particular note is the handling of "bundle-
only" nedia sections, described in Section 3.1. O fers generated by
an RTCWEB client and sent to a legacy client will sinply negotiate
those nedia the RTCWEB client did not use the "bundl e-only" extension
with. This allows RTCAEB clients to select which nedia streans are
important for interoperability with | egacy clients (by not naking

t hem bundl e-only), and which ones are not. O fers generated by

Il egacy clients will sinply onmit any bundle-related attributes, and
the RTCWEB client will be able to process the SDP ot herwi se
identically to the SDP received from RTCWEB clients: each mline
represents a different nedia stream and contains a description of
that streamin a syntax identical to the syntax used between RTCWEB
clients.

Wth the bundl e-only approach, only those streans that are "inportant

for interoperability” will require allocation of ports and | CE
exchanges. By doing so, working with non-nultiplexing clients is
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enabl ed wi thout requiring excess resource allocation for those
streans that are not critical for proper user experience.

4. Exanpl es

In all of these exanples, there are nmany lines that are wapped due
to colum width limtation. It should be understood these lines are
not w apped in the real SDP

The convention used for |IP addresses in this drafts is that private
| P behind a NAT cone from 192.0.2.0/24, the public side of a NAT
cones from 198. 51. 100. 0/ 24 and the TURN servers have addresses from
203.0.113.0/24. Typically the offer has an IP ending in .1 and the
answer has an IP ending in .2.

The exanples do not include all the parts of SDP that are used in
RTCWeb (See [I-D.ietf-rtcweb-rtp-usage]) as that nakes the exanple
unwi el dy to read but instead focuses on showing the parts that are
key for the multiplexing.

4.1. Sinple exanple with one audi o and one video

The following SDP shows an offer that offers one audi o stream and one
video steamwith both a STUN and TURN address. 1t al so shows uni que
payl oad across the audio and video nrlines for the Answerer that does
not support BUNDLE semanti cs.

v=0
0=- 20518 0 IN I P4 198.51.100.1
S=
t=0 0
c=IN P4 203.0.113.1
a=i ce-ufrag: 074c6550
a=i ce- pwd: a28a397a4c3f 31747d1lee3474af 08a068
a=fingerprint:sha-1
99:41:49: 83: 4a: 97: 0e: 1f : ef : 6d: f 7: ¢9: c7: 70: 9d: 1f : 66: 79: a8: 07
a=group: BUNDLE nil nR

mraudi 0 56600 RTP/ SAVPF 0 109

a=nsid:ma ta

a=extmap: 1l urn:ietf:params:rtp-hdrext:streamcorrel ator 33424
a=m d: nl

a=ssrc: 53280

a=rtpmap: 0 PCMJ 8000

a=rtpmap: 109 opus/ 48000

a=ptine: 20

a=sendrecv

a=rt cp- nux
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a=candi dat e:
a=candi dat e:
a=candi dat e:
192.
a=candi dat e:
192.
a=candi dat e:
192.
a=candi dat e:
192.

nrvi deo 5660
a=nsid:ma tb

2

OrPOO0OORrROORO

NNNEFEFNNNEDNPR

Uni fied Plan:

UDP 2113667327 192.0.2.1
UDP 2113667326 192.0.2.1
UDP 694302207 198. 51. 100.

.1 rport 54400

UDP 169430220 198. 51. 100.

.1 rport 54401

UDP 73545215 203.0.113.1

.1 rport 54400

UDP 51989708 203.0.113.1

.1 rport 54401

RTP/ SAVPF 99 120

SDP Many Fl ows

54400 typ host

54401 typ host

1 55500 typ srflx raddr
1 55501 typ srflx raddr
56600 typ relay raddr

56601 typ relay raddr

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 35969

a=m d: n2
a=ssrc: 49843

a=rtprmap: 99 H264/ 90000
a=fmp: 99 profile-level -i d=4d0028; packeti zati on- node=1
a=rt pmap: 120 VP8/ 90000

a=sendr ecv
a=rtcp- nmux
a=candi dat e:
a=candi dat e:
a=candi dat e:
192.
a=candi dat e:
192.
a=candi dat e:
192.
a=candi dat e:
192.

OROWOROWRAW
NNNRPNNNRNPE

UDP 2113667327 192.0.2.1
UDP 2113667326 192.0.2.1
UDP 694302207 198. 51. 100.

.1 rport 54402

UDP 169430220 198. 51. 100.

.1 rport 54403

UDP 73545215 203.0.113.1

.1 rport 54402

UDP 51989708 203.0.113.1

.1 rport 54403

54402 typ host

54403 typ host

1 55502 typ srflx raddr
1 55503 typ srflx raddr
56602 typ relay raddr

56603 typ relay raddr

The following shows an answer to the above offer froma device that
does not support bundle or rtcp-nux.

v=0
o=-
S=
t=0 0

16833 0 IN I P4 198.51.100. 2

c=IN I P4 203.0.113.2
a=i ce- uf rag: c300d85b
a=i ce- pwd: de4e99bd291¢325921d5d47ef babd9a2
a=fingerprint:sha-1

91:41:49:83:4a:97: 0e: 1f : ef : 6d: f7: ¢c9: c7: 70: 9d: 1f : 66: 79: a8: 03

mFaudi o 60600 RTP/ SAVPF 109

a=nsid:ma ta

et al.
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a=rtpmap: 109 opus/ 48000
a=ptinme: 20
a=sendr ecv

a=candi date: 0 1 UDP 2113667327 192.0.2.2 60400 typ host

a=candi date: 1 2 UDP 2113667326 192.0.2.2 60401 typ host

a=candi date: 0 1 UDP 1694302207 198.51.100.2 60500 typ srflx raddr
192.0.2.2 rport 60400

a=candi date: 1 2 UDP 1694302206 198.51.100.2 60501 typ srflx raddr
192.0.2.2 rport 60401

a=candi date: 0 1 UDP 73545215 203.0.113.2 60600 typ relay raddr
192.0.2.1 rport 60400

a=candi date:1 2 UDP 51989708 203.0.113.2 60601 typ relay raddr
192.0.2.1 rport 60401

nevi deo 60602 RTP/ SAVPF 99

a=nsid:ma tb

a=rtprmap: 99 H264/ 90000

a=fmp: 99 profile-level -i d=4d0028; packeti zati on- node=1
a=sendr ecv

a=candi date: 2 1 UDP 2113667327 192.0.2.2 60402 typ host

a=candi date: 3 2 UDP 2113667326 192.0.2.2 60403 typ host

a=candi date: 2 1 UDP 694302207 198.51.100.2 60502 typ srflx raddr
192.0.2.2 rport 60402

a=candi date: 3 2 UDP 169430220 198.51.100.2 60503 typ srflx raddr
192.0.2.2 rport 60403

a=candi date: 2 1 UDP 73545215 203.0.113.2 60602 typ relay raddr
192.0.2.2 rport 60402

a=candi date: 3 2 UDP 51989708 203.0.113.2 60603 typ relay raddr
192.0.2.2 rport 60403

The followi ng shows answer to the above offer froma device that does
support bundl e.

v=0
0=- 16833 0 IN IP4 198.51.100.2
S=
t=0 0
c=IN I P4 203.0.113.2
a=i ce- ufrag: c300d85b
a=i ce- pwd: de4e99bd291¢325921d5d47ef babd9a2
a=fingerprint:sha-1
91:41:49: 83: 4a: 97: 0e: 1f : ef : 6d: f 7: ¢9: c¢7: 70: 9d: 1f : 66: 79: a8: 03
a=group: BUNDLE nml nR

nraudi o0 60600 RTP/ SAVPF 109

a=nsid:ma ta
a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 39829

Roach, et al. Expi res January 16, 2014 [ Page 25]



Internet-Draft Unified Plan: SDP Many Fl ows July 2013

a=m d: ml
a=ssrc: 35856
a=rtpmap: 109 opus/ 48000
a=ptine: 20
a=sendr ecv
a=rtcp- nux
a=candi dat e:
a=candi dat e:

UDP 2113667327 192.0.2.2 60400 typ host
UDP 1694302207 198.51.100.2 60500 typ srflx raddr

coooo
NRNR P

192. .2 rport 60400
a=candi dat e: UDP 73545215 203.0.113.2 60600 typ relay raddr
192. .1 rport 60400

mrvi deo 60600 RTP/ SAVPF 99

a=nmsid:ma tb

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 45163
a=m d: nR

a=ssrc: 2638

a=rtprmap: 99 H264/ 90000

a=fm p: 99 profil e-1evel -i d=4d0028; packeti zati on- node=1
a=sendr ecv

a=rtcp- nmux

a=candi date: 3 1 UDP 2113667327 192.0.2.2 60400 typ host

a=candi date: 3 1 UDP 694302207 198.51.100.2 60500 typ srflx raddr
192.0.2.2 rport 60400

a=candi date: 3 1 UDP 73545215 203.0.113.2 60600 typ relay raddr
192.0.2.2 rport 60400

4.2. Miltiple Videos

Si npl e exanpl e showing an offer with one audi o stream and two vi deo
st reans.

v=0
o=- 20518 O IN I P4 198.51.100.1
S:
t=0 0
c=INIP4 203.0.113.1
a=i ce-ufrag: F7gl
a=i ce- pwd: x9cmnl / Yzi chV2+XI hi Mu8g
a=fingerprint:sha-1
42:89:c¢c5:¢c6:55:9d: 6e:c8:e8:83:55:2a:39:f9: b6: eb: €9: a3: a9: e7
a=group: BUNDLE mL n2 nB

mraudi o 56600 RTP/ SAVPF 0 96

a=nsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrelator 47434
a=m d: nl
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a=ssrc: 32385
a=rtpmap: 0 PCMJ 8000
a=rtpmap: 96 opus/ 48000
a=ptine: 20

a=sendrecv

a=rtcp- nux

a=candi date: 0 1 UDP 2113667327 192.0.2.1 54400 typ host

a=candi date: 1 2 UDP 2113667326 192.0.2.1 54401 typ host

a=candi date: 0 1 UDP 694302207 198.51.100.1 55500 typ srflx raddr
192.0.2.1 rport 54400

a=candi date: 1 2 UDP 169430220 198.51.100.1 55501 typ srflx raddr
192.0.2.1 rport 54401

a=candi date: 0 1 UDP 73545215 203.0.113.1 56600 typ relay raddr
192.0.2.1 rport 54400

a=candi date: 1 2 UDP 51989708 203.0.113.1 56601 typ relay raddr
192.0.2.1 rport 54401

mevi deo 56602 RTP/ SAVPF 96 98

a=nsid:ma tb

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 22705
a=m d: nP

a=ssrc: 43985

a=rtprmap: 96 H264/ 90000

a=fmp: 96 profile-1evel -i d=4d0028; packeti zati on- node=1

a=rt pmap: 98 VP8/ 90000

a=sendr ecv

a=rtcp- nmux

a=candi date: 2 1 UDP 2113667327 192.0.2.1 54402 typ host

a=candi date: 3 2 UDP 2113667326 192.0.2.1 54403 typ host

a=candi date:2 1 UDP 694302207 198.51.100.1 55502 typ srflx raddr
192.0.2.1 rport 54402

a=candi date: 3 2 UDP 169430220 198.51.100.1 55503 typ srflx raddr
192.0.2.1 rport 54403

a=candi date: 2 1 UDP 73545215 203.0.113.1 56602 typ relay raddr
192.0. 2.1 rport 54402

a=candi date: 3 2 UDP 51989708 203.0.113.1 56603 typ relay raddr
192.0.2.1 rport 54403

a=ssrc: 11111 cnane: 45: 5f:fe: ch: 81: e9

mevi deo 56604 RTP/ SAVPF 96 98

a=nsid:ma tc

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 64870
a=m d: n8

a=ssrc: 54269

a=rtpmap: 96 H264/ 90000

a=fmp: 96 profile-level -i d=4d0028; packeti zati on- node=1

a=rt pmap: 98 VP8/ 90000

a=sendr ecv
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a=rtcp- mux

a=candi date: 4 1 UDP 2113667327 192.0.2.1 54404 typ host

a=candi date: 5 2 UDP 2113667326 192.0.2.1 54405 typ host

a=candi date: 4 1 UDP 694302207 198.51.100.1 55504 typ srflx raddr
192.0. 2.1 rport 54404

a=candi date:5 2 UDP 169430220 198.51.100.1 55505 typ srflx raddr
192.0.2.1 rport 54405

a=candi date: 4 1 UDP 73545215 203.0.113.1 56604 typ rel ay raddr
192.0.2.1 rport 54404

a=candi date: 5 2 UDP 51989708 203.0.113.1 56605 typ relay raddr
192.0. 2.1 rport 54405

a=ssrc: 22222 cnane: 45: 5f: fe: ch: 81: e9

4.3. Many Videos

This section adds three video streans and one audio. The video
streans are sent in such a way that they they are only accepted if
the far side supports bundl e using the "bundl e only" approach
described in Section 3.1. The video streans al so use the sane

payl oad types so it will not be possible to denux the video streans
fromeach other wi thout using the SSRC val ues.

v=0
0=- 20518 0 IN I P4 198.51.100.1
S=
t=0 0
c=IN P4 203.0.113.1
a=i ce-ufrag: F7gl
a=i ce- pwd: x9cm / Yzi chV2+Xl hi Mu8g
a=fingerprint:sha-1
42:89: ch: c6: 55: 9d: 6e: c8: e8: 83: 55: 2a: 39: f 9: b6: eb: €9: a3: a9: e7
a=group: BUNDLE n0 nil n2 n8

mFaudi o 56600 RTP/ SAVPF 0 96

a=nsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 6614
a=m d: nD

a=ssrc: 12359

a=rtpmap: 0 PCMJ 8000

a=rt prmap: 96 opus/ 48000

a=ptine: 20

a=sendr ecv

a=rtcp- nmux

a=ssrc: 12359 cnane: 45: 5f: fe:ch: 81: e9

a=candi date: 0 1 UDP 2113667327 192.0.2.1 54400 typ host
a=candi date: 1 2 UDP 2113667326 192.0.2.1 54401 typ host
a=candi date: 0 1 UDP 694302207 198.51.100.1 55500 typ srflx raddr
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192.0.2.1 rport 54400

a=candi date: 1 2 UDP 169430220 198.51.100.1 55501 typ srflx raddr
192.0.2.1 rport 54401

a=candi date: 0 1 UDP 73545215 203.0.113.1 56600 typ relay raddr
192.0. 2.1 rport 54400

a=candi date:1 2 UDP 51989708 203.0.113.1 56601 typ relay raddr
192.0.2.1 rport 54401

mevi deo 0 RTP/ SAVPF 96 98

a=nsid:ma tb

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 24147
a=m d: nl

a=ssrc: 26989

a=rtpmap: 96 H264/ 90000

a=fm p: 96 profil e-1evel -i d=4d0028; packeti zati on- node=1
a=rt pmap: 98 VP8/ 90000

a=sendrecv

a=rt cp- nux

a=bundl e-only

a=ssrc: 26989 cnane: 45: 5f:fe: cb: 81: e9

mevi deo 0 RTP/ SAVPF 96 98

a=nsid:ma tc

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 33989
a=m d: nP

a=ssrc: 32986

a=rtpmap: 96 H264/ 90000

a=fmp: 96 profile-level -i d=4d0028; packeti zati on- node=1
a=rt pnmap: 98 VP8/ 90000

a=sendr ecv

a=rt cp- nux

a=bundl e-onl y

a=ssrc: 32986 cnane: 45: 5f:fe:ch: 81:e9

mevi deo 0 RTP/ SAVPF 96 98

a=nsid:ma td

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 61408
a=m d: nB

a=ssrc: 46986

a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profile-Ilevel -i d=4d0028; packeti zati on- node=1
a=rt pmap: 98 VP8/ 90000

a=sendr ecv

a=rtcp- nmux

a=bundl e-onl y

a=ssrc: 46986 cnane: 45: 5f:fe:ch: 81:e9
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4.4. Miltiple Videos with Sinulcast

This section shows an offer with with audio and two video each of

whi ch can send it two resolutions as described in Section 3.3. One
vi deo stream supports VP8, while the other supports H 264. Al the
video is bundle-only. Note that the use of different codec-specific
paraneters causes two different payload types to be used.

v=0
0=- 20518 0 IN I P4 198.51.100.1
S=
t=0 0
c=IN P4 203.0.113.1
a=i ce-ufrag: F7gl
a=i ce- pwd: x9cm / Yzi chV2+XI hi Mu8g
a=fingerprint:sha-1
42:89: c5: c6: 55: 9d: 6e: c8: €8: 83: 55: 2a: 39: f9: b6: eh: €9: a3: a9: e7
a=group: BUNDLE n0 nil n®

mraudi o 56600 RTP/ SAVPF 0 96

a=nmsid:ma ta

a=extmap: 1 urn:ietf:paranms:rtp-hdrext:streamcorrelator 31727
a=m d: nD

a=rtpmap: 0 PCMJ 8000

a=rtpmap: 96 opus/ 48000

a=ptinme: 20

a=sendr ecv

a=rtcp- nux

a=candidate: 0 1 UDP 2113667327 192.0.2.1 54400 typ host

a=candidate: 1 2 UDP 2113667326 192.0.2.1 54401 typ host

a=candi date: 0 1 UDP 694302207 198.51.100.1 55500 typ srflx raddr
192.0.2.1 rport 54400

a=candi date: 1 2 UDP 169430220 198.51.100.1 55501 typ srflx raddr
192.0.2.1 rport 54401

a=candi date: 0 1 UDP 73545215 203.0.113.1 56600 typ relay raddr
192.0.2.1 rport 54400

a=candi date:1 2 UDP 51989708 203.0.113.1 56601 typ relay raddr
192.0.2.1 rport 54401

mevi deo 0 RTP/ SAVPF 96 100

a=nsid:ma tb

a=extmap: 1l urn:ietf:params:rtp-hdrext:streamcorrel ator 41664
b=AS: 1756

a=m d: nl

a=rtpmap: 96 VP8/ 90000

a=ssrc-group: SI MULCAST 58949 28506

a=ssrc: 58949 inmageattr: 96 [x=1280, y=720]

a=ssrc: 28506 i nageattr: 96 [x=640, y=480]
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a=sendr ecv
a=rtcp- nmux
a=bundl e-onl y

mevi deo 0 RTP/ SAVPF 96 100

a=nsid:ma tc

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 14460
b=AS: 1756

a=m d: nP

a=rt pnmap: 96 H264/ 90000

a=fmp: 96 profil e-1evel -i d=4d0028; packeti zati on- nbde=1; max-fr=30
a=rt prmap: 100 H264/ 90000

a=fm p: 100 profile-Ilevel -i d=4d0028; packeti zati on- mode=1; nax-fr=15
a=ssrc-group: SI MILCAST 18875 54986

a=ssrc: 18875

a=ssrc: 54986

a=sendrecv

a=rt cp- nux

a=bundl e-only

4.5, Video with Simul cast and RTX

This section shows an SDP offer that has an audio and a single video
stream The video streamthat is simulcast at two resolutions and
has [ RFC4588] style re-transm ssion flows.

v=0
0=- 20518 0 IN I P4 198.51.100.1
S:
t=0 0
c=IN P4 203.0.113.1
a=i ce-ufrag: F7gl
a=i ce- pwd: x9cmnl / Yzi chV2+XI hi Mu8g
a=fingerprint:sha-1
42:89:¢c5:¢c6:55:9d: 6e:c8:e8:83:55:2a:39:f9: b6: eb: €9: a3: a9: e7
a=group: BUNDLE nD ml

mraudi o 56600 RTP/ SAVPF 0 96

a=nsid:ma ta

a=extmap: 1l urn:ietf:params:rtp-hdrext:streamcorrel ator 42123
a=m d: nD

a=rtpmap: 0 PCMJ 8000

a=rtpmap: 96 opus/ 48000

a=ptinme: 20

a=sendrecv

a=rtcp- nux

a=candidate: 0 1 UDP 2113667327 192.0.2.1 54400 typ host
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a=candidate: 1 2 UDP 2113667326 192.0.2.1 54401 typ host

a=candi date: 0 1 UDP 694302207 198.51.100.1 55500 typ srflx raddr
192.0.2.1 rport 54400

a=candi date: 1 2 UDP 169430220 198.51.100.1 55501 typ srflx raddr
192.0. 2.1 rport 54401

a=candi date: 0 1 UDP 73545215 203.0.113.1 56600 typ relay raddr
192.0.2.1 rport 54400

a=candi date: 1 2 UDP 51989708 203.0.113.1 56601 typ relay raddr
192.0.2.1 rport 54401

mevi deo 0 RTP/ SAVPF 96 101
a=nsid:ma tb

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 60725
b=AS: 2500

a=m d: ml

a=rt pmap: 96 VP8/ 90000

a=rtprmap: 101 rtx/ 90000

a=fnt p: 101 apt=96;rtx-ti me=3000
a=ssrc-group: SI MULCAST 78909 43567
a=ssrc-group: FI D 78909 56789
a=ssrc-group: FI D 43567 13098
a=ssrc: 78909

a=ssrc: 43567

a=ssrc: 13098

a=ssrc: 56789

a=sendrecv

a=rtcp- nmux

a=bundl e-onl y

4.6. Video with Sinmul cast and FEC

This section shows an SDP offer that has an audio and a single video
stream The video streamthat is sinulcast at two resolutions and
has [ RFC5956] style FEC fl ows.

v=0
0=- 20518 0 IN I P4 198.51.100.1
S=
t=0 0
c=IN I1P4 203.0.113.1
a=i ce- ufrag: F7gl
a=i ce- pwd: x9cm / Yzi chV2+XI hi Mu8g
a=fingerprint:sha-1
42:89: c5: c6: 55: 9d: 6e: c8: e8: 83: 55: 2a: 39: f 9: b6: eb: €9: a3: a9: e7
a=gr oup: BUNDLE n0 ni
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mFaudi o 56600 RTP/ SAVPF 0 96

a=nmsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 42123
a=m d: nD

a=rtpmap: 0 PCMJ 8000

a=rt prmap: 96 opus/ 48000

a=ptinme: 20

a=sendr ecv

a=rtcp- nmux

a=candi date: 0 1 UDP 2113667327 192.0.2.1 54400 typ host

a=candi date: 1 2 UDP 2113667326 192.0.2.1 54401 typ host

a=candi date: 0 1 UDP 694302207 198.51.100.1 55500 typ srflx raddr
192.0.2.1 rport 54400

a=candi date: 1 2 UDP 169430220 198.51.100.1 55501 typ srflx raddr
192.0.2.1 rport 54401

a=candi date: 0 1 UDP 73545215 203.0.113.1 56600 typ relay raddr
192.0. 2.1 rport 54400

a=candi date:1 2 UDP 51989708 203.0.113.1 56601 typ relay raddr
192.0.2.1 rport 54401

mevi deo 0 RTP/ SAVPF 96 101

a=nsid:ma tb

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 60725
b=AS: 2500

a=m d: ml

a=rtpmap: 96 VP8/ 90000

a=rtpmap: 101 1d-interl eaved-parityfec/ 90000
a=fm p: 96 max-fr=30; max- f s=8040

a=fm p: 101 L=5; D=10; repair-w ndow=200000
a=ssrc-group: SI MULCAST 56780 34511
a=ssrc-group: FEC-FR 56780 48675
a=ssrc-group: FEG FR 34511 21567

a=ssrc: 56780

a=ssrc: 34511

a=ssrc: 21567

a=ssrc: 48675

a=sendr ecv

a=rtcp- nmux

a=bundl e-onl y

4.7. Video with Layered Coding
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This section shows an SDP offer that has an audio and a single video
stream The video streamthat is |layered coding at 3 different
resol uti ons based on [RFC5583]. The video n¥lines shows 3 streans
with | ast stream (payl oad 100) dependent on streans with payl oad 96
and 97 for decoding.

v=0

=- 20518 0 IN I P4 198.51.100.1

S=
t=0 0

c=IN P4 203.0.113.1

a=i ce- ufrag: F7gl

a=i ce- pwd: x9cm / Yzi chV2+Xl hi Mu8g

a=fingerprint:sha-1

42:89: c5: c6: 55: 9d: 6e: c8: €8: 83: 55: 2a: 39: f 9: b6: eb: €9: a3: a9: e7

a=group: BUNDLE nD ni

mraudi o 56600 RTP/ SAVPF 0 96

a=nsid:ma ta

a=extmap: 1 urn:ietf:params:rtp-hdrext:streamcorrel ator 42123
a=m d: nD

a=rtpmap: 0 PCMJ 8000

a=rt prmap: 96 opus/ 48000

a=ptine: 20

a=sendr ecv

a=rt cp- mux

a=candi date: 0 1 UDP 2113667327 192.0.2.1 54400 typ host

a=candi date:1 2 UDP 2113667326 192.0.2.1 54401 typ host

a=candi date: 0 1 UDP 694302207 198.51.100.1 55500 typ srflx raddr
192.0.2.1 rport 54400

a=candi date: 1 2 UDP 169430220 198.51.100.1 55501 typ srflx raddr
192.0.2.1 rport 54401

a=candi date: 0 1 UDP 73545215 203.0.113.1 56600 typ rel ay raddr
192.0.2.1 rport 54400

a=candi date: 1 2 UDP 51989708 203.0.113.1 56601 typ relay raddr
192.0.2.1 rport 54401

mevi deo 0 RTP/ SAVPF 96 97 100
a=nmsid:ma th

a=extmap: 1 urn:ietf:paranms:rtp-hdrext:streamcorrel ator 60725
b=AS: 2500

a=m d: nl

a=rtpmap: 96 H264/ 90000

a=fm p: 96 max-fr=30; max-f s=8040
a=rtpmap: 97 H264/ 90000

a=fm p: 97 max-fr=15; max-f s=1200
a=rtpmap: 100 H264- SVC/ 90000
a=f nt p: 100 max-fr=30; max-f s=8040
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a=depend: 100 | ay ni: 96, 97;
a=ssrc: 48970

a=ssrc: 90898

a=ssrc: 66997

a=sendr ecv

a=rtcp- nux

a=bundl e-only

5. Security Considerations
TBD

6. | ANA Consi derations
TBD
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