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Abst ract

It can be useful for applications to provide flow netadata
information to on-path devices to influence flowtreatnent in the
network. Provided that the network is able to provide usefu
feedback, this can also influence path selection if an application
have nultiple flow paths to choose from

This draft describes how this can be achieved by addi ng netadata to
the STUN packets sent during the |ICE connectivity checks or a
slightly nodified version of the keep-alive mechanism Devices on
the nmedia path can use the netadata information to prioritize the
flow, performtraffic engineering, or provide network analytics and
notifications as requested by the endpoints. On-path devices can
append or nmodify the existing netadata information in the STUN I CE
messages to enabl e feedback to other on-path devices or the
applications in both ends of the nedia session.

Thi s docunent describes a framewor k nechani smfor how such netadata
can be transported by STUN when ICE is in use and it covers the

endpoi nt and on path device processing. The functionality described
here is referred to as MALICE

Requi renents Language
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Penno, et al. Expi res January 03, 2014 [ Page 1]



Internet-Draft MALI CE July 2013

Internet-Drafts are working docunents of the Internet Engineering

Task Force (I ETF).

Note that other groups may al so distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nmay be updated, replaced, or obsol eted by other docunents at any

tinme.

material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 03, 2014.

Copyright Notice

It is inappropriate to use Internet-Drafts as reference

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust's Legal
Provisions Relating to | ETF Docunents

(http://trustee.ietf.org/license-info)

publication of this docunent. Please review these documents

careful ly,
to this docunent.

in effect on the date of

as they describe your rights and restrictions with respect
Code Conponents extracted fromthis docunent nust

include Sinplified BSD Li cense text as described in Section 4.e of

the Trust Legal

described in the Sinplified BSD License.

Tabl e of Contents

1.
2.
3

i

Penno,

Pr obl em St at enent
Ter mi nol ogy . .
Overvi ew of MALI CE

1. Metadata Attributes . .

3.1.1. Sending and Receiving .

3.1.2. Directionality and Asym*retry

3.1.3. Network El enent Processing .
3.1.4. MALICE dient and Server Processi ng .
2. Connectivity Checks . . . Ce e
3.2.1. MALICE to non-MALI CE

3.2.2. MALICE to MALICE

3. Keepalives .

4. Aggressive Nom natl on .o

5. Inplications on Concl udi ng I CE .

6. Lite Inplenentations and MALI CE .
Perform ng Connectivity Checks
.1. MALICE Cient Procedures . .

4.1.1 Bui | di ng the MALI CE Request .

4.1.2. Processing MALI CE Responses .

et al. Expi res January 03, 2014

Provi sions and are provided wi thout warranty as

OO ~NoOOTO U~ W

PRRPRRRRRER
WNNNNR OO

[ Page 2]



Internet-Draft MALI CE July 2013

4.2. MALICE Network El enent Procedures . . . . . . . . . . . . 14
4.2.1. Adding a new Metadata IE . . . . . . . . . . . . . . 14
4.2.2. Renoving a Metadata IE . . . . . . . . . . . . . . . 16
4.2.3 Changing a netadata IE . . . T I
4.2.4 Net wor k El enent Response Change .o .
4.2.5. Solving Conflicts in Metadata Attrlbute Values ... 19
4.2.6. Conflict Resolution . . . . . . . . . . . . . . . . . 22

4. 3. MALI CE Server Procedures . . . . . . . . . . . . . . .. 23

5. Concluding MALICE Processing . . . . . . . . . . . . . . . . 23
6. Subsequent Connectivity Checks . . . . . . . . . . . . . . . 24
7. Security Considerations . . . . . . . . . . . . . . . . ... 24

7.1. STUN Inspection . . . . . . . . . . . . . . . . . . ... 24

7.2. Authentication . . . . . . . . . . . . . . . . . . .. . 25

8. STUN Extensions . . . . . . . . . . . . . . . . . .. . .. . 25
8.1. New Attributes . . . . . . . . . . . . . . . . .. . .. 25
9. | ANA Consi derations . . . e e . e . ... ... .. 26

9.1. STUN Attribute TLV Def|n|t|ons e e . e . ... ... .. 26
9.1.1. NMD-AGENT Attribute . . . . . . . . . . . 26
9.1.2. NMD RESP-UP and MD- RESP- DN Attrlbutes . . . . . . . . 26
9.1.3. NMD-PEER-CHECK Attribute . . . e e e 27

9.2. Metadata Attributes sub-TLV Def|n|t|ons S 4
9.2.1. FLOMNDATA Request . . . . . . . . . . . . . . . ... 27
9.2.2. FLOADATA Response . . . . . . . . . . . . . . . . .. 29
9.2.3. Usage Exanple . . . . . . . . . . . . . . . . .. .. 3

10. Acknow edgenents . . . . . . . . . . . . . . . . . ... A
11. References . . . ¥4
11.1. Normmative References . 4
11.2. Informmtional References . . . . . . . . . . . . . . . . 32
Aut hors’ Addresses . . . . . . . . . . . . . . . . . . . .. ... 32

1. Pr obl em St at enent

In the context of Content, Mobile, Fixed Service, Service Providers,
Enterprise and Private networks have a need to prioritize packet
flows end-to-end. These flows are often dynam c, tine-bound,
encrypted, peer-to-peer, possibly asymetric, and might have
different priorities depending on network conditions, direction, time
of the day, dynami c user preferences and other factors. These
factors may be time variant, and thus need to be signalled.

Moreover, in many cases of peer-to-peer conmunication, flow
information is known only to the endpoint. These considerations,
coupled with the trend to use encryption for browser-to-browser
communi cation [I-D.ietf-rtcweb-security-arch], inply that access
lists, deep packet inspection and other static prioritization nethods
cannot be enpl oyed successfully to prioritize packet flows. It can
al so be useful for the endpoints to provide flow netadata and receive
net wor k feedback in order select an optinmal nedia conmuni cation path.
Thi s specification describes how these problens can be solved at
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different points in the network by using either STUN [ RFC5389]
packets sent during | CE s [ RFC5245] connectivity check phase during
est abli shnent of a nedia session, or as part a slightly nodified
keep-alive nechanismafter the session is established. Devices on
the nmedia path can use the netadata information to prioritize the
flow, performtraffic engineering, or provide network analytics and
notifications as requested by the endpoints. On-path devices can
append or nmodify the existing netadata information in the STUN I CE
messages. The I CE agents may use this information to | earn about the
status of their requests at on-path devices.

Thi s docunent describes a franmework mechani smfor how such netadata
can be transported by STUN when ICE is in use with UDP based nedi a
and it covers the endpoint and mi ddl ebox processing. The
functionality described here is referred to as MALI CE

2. Term nol ogy

Metadata - Information and actions associated with a flow but not
used for matching. For exanple, firewall and NAT actions,
application nane, Diffserv marking actions, media-type, anmpongst
ot hers.

Flow - 5-tuple conposed on source and destination |P addresses, |IP
protocol, source and destination ports.

MALI CE Agent - An | CE agent [RFC5245] that supports this
specification

MALI CE Check - An I CE connectivity check that includes client
nmet adata and that may include the results fromnetwork el ements
that have processed the request.

MALI CE Message - An I CE connectivity check nessage (STUN Bi ndi ng
request or response) that carries netadata attributes.

Met adata Attribute - A STUN attribute that contains a set of
information el enents in the form of type-I|enght-values (TLVS).

Information Elenments - Infornmation elenents (IE) are TLVs that
contain the actual netadata such as m ni num bandwi dth, del ay
tolerance, firewall action, etc.

Net wor k El ements - Devi ces such as m ddl eboxes, routers, Wreless

Access LAN controller, anongst others. The terns network el enent
and node are used interchangeably in the text.
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3.

Overvi ew of MALI CE

In a typical |ICE deploynent there are two endpoints, known as agents
in ICE ternminology, that attenpt | CE nessage exchanges in order to

di scover one or nore paths over which they can send and recieve
nmedi a. The | CE exchange protocol is defined in [RFC5245]. This
speci fication proposes an extension to the | CE protocol that allows
applications to request services fromthe network, and |earn about
the status of these requests and of the nmedia paths they use. This
is achieved by signaling fl ow and network netadata attri butes between
endpoi nts and network el enents (NEs).

The means by which an inplenmentation deternines the netadata IEs to
be signaled is out of the scope of this specification. Section 9
covers different scenarios where netadata rmay be of use. This
specification defines three types of transaction that can be signal ed
by a MALI CE agent and acted upon by NEs.

0 Binding Transaction (REQ RESP): Endpoint requests flow
prioritization, e.g. by signaling the desired service class
(Section 9) that includes the m ni mum and maxi num bandwi dt h, | oss
and delay tolerance. The follow ng are exanpl es of services that
could be offered by network el enents:

* IntServ: Network el ements on path nay perform admni ssion contro
agai nst the desired service class. |If resources are not
avail abl e, a m ddl ebox may return an error (or allocated BW=
0) or it may try to adnit the flowin a | ower service class.
In the latter case, the nmiddlebox will update the response with
the new service class. |If resources are available, they are
all ocated for the flow and guaranteed (in a stable network) for
the lifetime of the flow

* DiffServ: A mddlebox may performflow classification. Flows
are guaranteed Q@S as long as there is no oversubscription. |If
the correspondi ng service queue becones full, drops and del ays
affect all flows in that service class.

0 Advisory Transaction (REQ RESP)

*  Notification Subscription: An endpoint nmay request the network
to send notifications when certain conditions occur. One
exanpl e described in Section 9 is notification when congestion
is about to occur in the class of service associated with the
flow Oher services in this category may be defined in the
future.
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*  Query : Endpoints may request information fromthe network.
One exanpl e described in Section 9 is an endpoint requesting
the currently avail abl e bandwi dth, delay and | oss tol erance of
the service class associated with the flow Network el enments
update the response STUN attributes if local values are nore
restrictive than the ones carried in the nessage. At the end
of the request/response check, the endpoint has the information
about the end-to-end b/w, delay and | oss characteristics of the
pat h.

o Informational Transaction (I NFO ONLY):
* Endpoints send | NFO-ONLY attributes to describe their flows.
This service can be used in managed environnments |ike

enterprise or data center

The foll owi ng new conprehensi ve-optional STUN attributes are defined
in order to support this functionality:

0 MDD AGENT: includes client agent netadata information for the flow
described by the 5-tuple identified in the STUN I CE header

o0 M- RES-UP: contains the result of the request processing by the
network el enents on upstream pat h.

0o M- RES-DN: includes the result of the request processing by the
networ k el ements on downstream pat h.

0 MDD PEER- CHECK- RES: contains the result of the MALI CE check
perfornmed by the peer agent.

0o M-INFG contains flow descriptive information
The client agent includes a conbination of MDAGENT, MDD RESP-UP and
MD- RESP-DN to create one of the three transaction types described
above. In addition, the FLOADATA sub-TLV is defined to support flow
prioritization through a Binding Transaction

3.1. Metadata Attributes

The main focus of this specification is around the services described
in the previous section which are inplenented through REQ RESP
attribute signaling. For these services, nost of the actions

descri bed here apply.

3.1.1. Sending and Receiving
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Sendi ng netadata can be done early in the connectivity check phase of
| CE [ RFC5245] section-7 and the result of netadata processing may be
taken into account by the controlling agent during the nom nation
process. Once a candidate pair is selected to be used for nedia,
MALI CE agents use the consent freshness mechani sm described in

[ I-D. mut hu- behave-consent -freshness] to signal netadata attributes.

If a server agent supports MALICE, it MJIST reflect back in the STUN
Bi ndi ng Response nessage the netadata attributes that were received
in the STUN Binding Request. It is up to the server agent whether to
use the netadata present in the binding request for its own purposes,
for exanple adjusting the netadata it will put in its own binding
request.

Net work El ements on the path that are MALICE capabl e may intercept
and read the netadata attributes fromthe connectivity or consent
freshness checks. They nmay al so update the nessage with the result
of a REQ RESP request. When doing so, the NEs MJST NOT add
significant delay while attribute processing is in progress and
SHOULD wait for the next refresh nessage for result update.

3.1.2. Directionality and Asynmetry

It is inmportant to mention that sonme attributes nay be bidirectiona
in nature, while others may be associated with a given direction. A
bi-directional attribute is represented by individual upstream and
downstream attri butes

In order to take into account directionality and routing asynmetry
the following rules are proposed for the STUN Bi ndi ng request/
response nessages used in connectivity check and consent freshness
mechani sm

STUN Request On-path devices only process upstreamattributes and if
necessary update the original request nessage with the result.

STUN Response On-path devices only process downstream attributes and
i f necessary update the original response nessage with the result.

Due to asymetric routing, a NE may see only binding request or
response nessages for a given candidate pair and therefore it may
read and process netadata for upstreamonly, downstream only or both.
In sone cases, upstream and downstream paths may span the sane node
but over different interfaces and in this case a niddl ebox nay need
to use different ingress and/or egress interface policies for the two
directions of the nedia.
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3.1.3. Network El enment Processing

When processi ng MALI CE nessages, NEs generally performthe foll ow ng
st eps:

1. Intercept and read the nmetadata attributes fromthe connectivity
or consent freshness checks.

2. Depending on the metadata information elenents carried in the
message and on the current state (e.g. resource availability,
policies, etc.), a node nmay performcertain actions (e.g. instal
| ocal policies for the flow described by the nessage, start
nmonitoring the flow, performmarking, etc.).

3. If the results of these actions are readily available, the
networ k el enent should include themin the currently intercepted
message. O herwi se any required response is conveyed in the next
refresh nmessage

4. Forwards the MALI CE nessage downstream

The current specification makes sure that network el enents do not
have to change the STUN nessage size, instead the MD RESP-*
attributes are inserted as place holders for updates from network

3.1.4. MALICE Cdient and Server Processing

The MALI CE client agent includes netadata information elenents in the
new MD- AGENT STUN attribute defined in this specification. The M>
AGENT attribute MIUST be included before INTEGRITY. |If a response is
required for all or a subset of these information elenents, the
client agent may al so include the new MD- RESP-DN (before | NTEGRI TY)
and MD-RESP-UP (after INTEGRITY) as place holders that can be used by
on-path devices to provide a response.

When a MALI CE server agent receives a Binding Request, it copies the
MD- AGENT and the MD-RESP-UP TLV in the response, adds the | NTEGRI TY
attribute and then inserts the MD-RESP-DN attribute to be filled by
on path nodes for the downstreamdirection. When formng the
response (success or error), the agent running the server follows the
rules of Section 6 of [RFC5389]. It MJST NOT send an 'Error

Response’ nessage class if the processing of metadata attributes is
the only one that has failed. Instead the MALICE error indications
are included in the MD>-RESP-UP to comunicate to the client the
success/error indications for the nmetadata processing.

3.2. Connectivity Checks
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Connectivity checks are extended by this specification to include

met adata attributes in both request and response nessages. In the
presence of REQ RESP netadata attributes, a MALI CE agent may consi der
the connectivity check successful if responses for the check received
i ndi cate success. It is not necessary that the netadata attribute
results, if present, also indicate success.

The MALI CE Server agent MAY al so include the new MD PEER- CHECK- RES
TLV defined in this specification if it has already perforned a
MALI CE check and has the result available. This is useful if the
MALI CE Server is the controlled agent and wi shes to influence the
nom nation process at MALICE Client (controlling agent).

3.2.1. MALICE to non- MALI CE

A MALI CE client agent does not have prior know edge if the peer
supports this specification. |If the peer agent is not MALICE
capable, it will not reflect back the netadata STUN attri butes.
Therefore a MALICE client agent will know if peer is MALICE capable
after the first exchange of the connectivity check. The client may
choose to continue to signal the netadata attributes to benefit from
possi bl e upstream network el enent processing but should not expect
any results fromthe network.

3.2.2. MNALICE to MALICE

A remote MALI CE agent echoes back in the Binding Response nessage all
met adata received in the request. In the exanple bel ow MALI CE
upstream network el enents (routerl in the diagram bel ow) processes
MD- AGENT and MD-RESP-UP attributes present in the STUN bi ndi ng
request while MD- ACENT and MD- RESP-DOWN attri butes present in the
STUN bi ndi ng response are processed by network elenents (router2) in
t he downst ream pat h.

Alice routerl router?2 Bob

I I
| Bi ndi ng_Request [

|
|
G ] B > (2) I
|
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FLOW METADATA NALI CE to MALI CE

1. Alice creates a Binding Request, adds MD- AGENT and result (M-
RESP- UP and MD- RESP-DN) attributes with desired netadata
i nformation el enents.

2. Routerl inspects the Request nessage and, if allowed (based on
realm security and policy considerations), reads M> AGENT
attribute and its information elenments. |If the result of
processing is available, routerl wites the result in the M>
RESP- UP attribute. It then forwards the request.

3. Bob processes the Binding Request as described in the | CE RFC
[ RFC5245] (Section 7.2). \Wen Bob builds the response, it copies
the metadata attri bute MD- AGENT and the MD-RESP-UP attri butes
into the Binding Response and adds MD-RESP-DN after the integrity
attribute. Bob then transnits the nessage.

4. Router2 (first MALICE network el enent for the downstream
direction) inspects the Response nessage, reads the netadata
attribute and MAY change the result (MD-RESP-DN) including the
|l ocal results if available. It then transmts the nessage

5. Wen Alice receives the Binding Response nessage, the sane
processing described in | CE RFC [ RFC5245] (Section 7.1.3)
applies. Then it extracts the nmetadata upstream and downstream
attributes. |If Alice’s agent has the controlling role, it may
take into account this information during the candi date pair
sel ection step (if this check was part of the initia
connectivity check sequence).

3.3. Keepalives

This specification proposes the use of consent freshness nessages
[I-D. mut hu- behave-consent-freshness] in place of indications in order
to have up to date results on the MALI CE checks used by nedia. This
is required since network conditions may change during the lifetine
of a flow resulting in changes, including new failure indications, in
MALI CE responses.

3.4. Aggressive Nom nation

Wth aggressive nonmination, the controlling agent includes the

nom nated flag in every connectivity check it sends for all media
components. Once the first check for a conponent succeeds, it is
added to the valid list with the nonminated flag set. The nom nated
candidate pair may start being used by the nedia at any tine after
This | owers the chance of MALICE results to be collected. Therefore,
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if the controlling MALI CE agent expects to consider the netadata
attribute processing result into the candidate pair sel ection
process, it SHOULD NOT use aggressive nomnation. The controlled
MALI CE agent does not have a way to influence the peer with respect
to the nom nation procedure used. |If the peer is non-MALICE, the
agent SHOULD NOT signal any MD attributes. |f a MALICE agent chooses
to use the aggressive nomination, the endpoints should be prepared
for transient candi date selection as described in Section 8.1.1.2 of
[ RFC5245]. Using aggressive nonmnation is an inplenentation trade-
of f between quick call initiation versus waiting to deternine the
best path (using regular nomnation and waiting until MALICE checks
finish).

3.5. Inplications on Concluding |ICE

When the MALICE client agent receives the STUN bi ndi ng response it
extracts the netadata results. A controlling agent nmay choose to
i gnore the received netadata information or consider it in the
deci sion process. The figure bel ow shows MALI CE used in a regul ar
nonmi nati on process.

L(Malice) R(Mal i ce)
<---- STUN request + {MDrl (i)} \' Rs
STUN response ------------- > ! check
+ {MDrl (i)}

local result: MDrl

STUN request + {MDr(i)} --------- > \' L's
<----- STUN r esponse | check
+ {MJr(i)}

+ MDrl (result)

local result: M
e2e result: conp(MDr, MDrl)

STUN request + {MDIr(i)} + flag ----> \' L's
<----- STUN response !/ check
+ {MDr(i)}
Not at i ons:

L is the controlling agent.
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{MD1(i)} is the set of netadata attributes sent fromR to L in the
request. In the (2nd, 3rd,..) response back they will also include
the result. Similar notation for the checks in the other direction

Ml is a an overall success/fail type of indication for the MALICE
check R->L

comp(MDlr, MDrl) - is a function that determ nes the overall end to
end MALI CE result based on both | ocal check result and the one from
t he peer.

If a connectivity check response is received for an al ready nom nated
pair, the controlling agent may informthe application but MJST NOT
restart the nomination process. In the case where the result of a
MALI CE check is not available in the response at the tine of

nom nati on, any subsequent MALICE results becone infornmative.

3.6. Lite Inplenentations and MALI CE

As described in [ RFC5245], lite I CE inplenentations do not send
connectivity checks but only reply to them Alite ICE

i npl ementation nay be extended to becone a lite MALICE inpl enentation
by adding the functionality associated with the MALICE Server. Wen
a lite MALICE server agent receives a STUN binding request, it copies
the nmetadata related attributes as described in earlier sections. A
lite MALICE inplenentation will never include an MD- PEER- CHECK- RES
attribute in the STUN bi nding response, since it never runs |CE or
MALI CE checks.

4. Perforning Connectivity Checks

This section describes how MALI CE agents perform connectivity checks
and how network el enents process and nodify the information in the
connectivity check nessages.

4.1. MALICE dient Procedures
4.1.1. Building the MALI CE Request

Thi s section describes how STUN and | CE are extended to include

met adata attributes and refers to themin generic terns. The new
attributes and their usage defined in Section 9 are included in the
connectivity checks performed by MALI CE agents

The Cient agent starts the connectivity check by sending a STUN

bi ndi ng request follow ng the procedures described in Section 7.1.2
of [RFC5245]. A MALICE client MAY include netadata attributes in the
request. The way the application deternmines the attributes to be
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sent to the MALI CE agent for signaling is outside the scope of this
specification. The client agent may reduce the attribute set based
on other factors (e.g. MIU considerations).

The client encodes netadata information in the MD-AGENT attribute

It then builds the MD-RESP-UP and MD- RESP-DN attri butes, including an
i nformati on el enent for each REQ RESP attribute for which a response
is desired. The values in these |IEs are initialized as described in
the correspondi ng netadata i nformati on el enent section. MDD AGENT and
MD- RESP- DN MUST be included before | NTEGRITY, and MD- RESP-UP after

I NTEGRITY so that it can be changed by on-path devices

4.1.2. Processing MALI CE Responses

A MALI CE agent processes a STUN bi nding response and dependi ng on the
presence of netadata attributes, their contents, and the procedures
of [RFC5245] section 7.1.3.1 the result of MALICE connectivity check
i s considered unknown, failure or success as described bel ow

4.1.2.1. Unknown

If the STUN response nessage does not include any netadata rel ated
STUN attributes, this is an indication that the peer is not MALICE
capable. In this case the client should change the pair state to
Succeeded.

It is possible that the STUN Client receives a response that includes
met adata STUN attributes, but doesn’t include any valid results from
NEs or STUN Server. This can happen if NEs are not MALI CE enabl ed.

4.1.2.2. Fai l ure

In the presence of a MALICE peer, a MALICE check is considered failed
if either of the following is true

o the ICE check has failed as described in Section 7.1.3.1 of
[ RFC5245] .

o the client determnes that the nmetadata included by an on-path
device in the Binding response does not neet its criteria for
success. The success criteria is application dependent and
out side the scope of this specification
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4.1.2.3. Success

A MALI CE check is considered successful if all of the follow ng are
true:

o the I CE check as described in Section 7.1.3.1 of [RFC5245] has
succeeded.

o the Binding response indicates that MALI CE NEs have satisfactorily
processed all the RESP-REQ i nfornation el enents.

4.2. NMALICE Network El enent Procedures

A MALI CE network el ement intercepts |ICE request and response
messages, reads metadata information fromthe MD-AGENT attribute and
triggers correspondi ng processing. Wen the result of this
processing is available, the MALI CE node MAY update the MD RESP-xx
attribute carried in the message. As a consequence, it is
recomended (and stated [RFC5245]) that the agent performa few

i dentical checks in order to allow NEs to react to and conmuni cate
the result of the metadata processing.

MALI CE NEs consune router resources to nmaintain per flow state and,
depending on the infornmation el enents and requests, to enforce per
flow QoS or performnonitoring. State and associated attributes are
considered alive as long as periodic refresh messages that include
those attributes are received. In the absence of refreshes

[I-D. mut hu- behave-consent-freshness] or if attributes cease to be
present in those refreshes, attributes tine out, associated resources
are rel eased and state may be renoved

MALI CE agents can signal the sane netadata information elements for a
flow Therefore it is possible that different STUN nessages types
containing the sane information elenents, with same or different

val ues, are seen by NEs. It is also possible that the two agents
signal different netadata for the same flow

During the lifetime of a session, agents can change the val ues of

i nformati on el enents, renove or add new IEs. It is also possible
that a NE changes the result values over the lifetime of a session

A NE should determine if a newy intercepted STUN nessage indicates a
refresh versus a change as conpared to the previously intercepted
message. A refresh resets the lifetime of an IE and state. A change
indicates if new |Es are being created or if existing ones are being
nmodi fi ed or renoved.

4.2.1. Adding a new Metadata | E
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When a new |E is signaled in a STUN nessage, a network el ement shoul d
create state for the flow if not already present, and trigger any
required processing. |If the network el enment, while processing the
met adata attribute, will add significant delay and cause tineouts in
the agent state nmachines, it is recommended that it forwards the STUN
message and use the next refresh nessage to provide the results.

When the next STUN nessage is received, the NE should provide the
result of processing this information elenent only if the locally
stored (and acted upon) value is the same as the one in the newy
recei ved nessage. Oherw se a renoval or nodification has occurred.

The diagram below illustrates the exchange and processi ng when a new
IE is added. Alice sends a STUN request upstreamw th attribute M>
RESP- UP, MD- AGENT and | E X=A. The network el enment creates the f(L, R
state where it stores the requested nmetadata value (m X=A), the
context it was received from(s: MALICE request) and the result of
processing (r: x=N). It then updates the response attribute MD RESP-
UP in the STUN request with X=N and forwards it to Bob. Bob reflects
back the original netadata requested value and the result.

Alice(lL) NE Bob(R)

Alice’s STUN Request
x=A for Upstream (L->R)

IE x=A IE x=A
resp x=<> resp x=N
---------------- > B I

f(L,R): create:
m x=A, Ss: req
r: x=N

Upstream Attribute Initial Signaling
Sim | ar processing happens for downstream attributes except that the
NE's actions (intercept, flow state creation, etc.) happen when a
STUN response is intercepted.

There are many possi ble transaction types for "X=A". For exanpl e:
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0 Endpoint requests a particular service: "Reserve BW5Mps", the
endpoi nt requests a 5Mops reservation

0 Endpoint requests network notification: "Notify if BW< 5Mps"
the endpoint requires a notification when the queue capacity used
for this flow falls bel ow the 5Mops linit.

0 Endpoint request statistics for the flow path: "BW-<>", where <>
is the unspecified value for attribute BW the endpoint requires a
response with the current avail abl e queue capacity used for this
flow.

It is assuned in the rest of this specification that the attribute,
i nformati on el enent and/or context unanbi guously identify the actions
required at network el enent.

4.2.2. Renoving a Metadata I E

Flow state and all its netadata ages out and should be renoved when
the state has not been refreshed recently by a request or response
message. The way to determne the tinmeout interval is described in
[1-D. mut hu- behave- consent - f reshness].

In addition, netadata nust be inmmedi ately del eted and associ at ed
resources released if the IE is not present in any subsequent
messages for the flow An |E should be considered stale and renoved
if it ceases to appear in STUN requests or responses (section 3.1.2)
having the same 5-tuple flow As illustrated in the diagrambelow, a
NE i npl enent ati on shoul d keep track of the source and val ue of the

| Es received and detect per source addition, change and renoval.

More details are provided in the next sections. |In the diagram bel ow
Bob’ s messages do not go through the NE el ement:

1. Alice signals netadata X=A for the first tine. Actions are
described in the previous section.

2. Bob signals the sanme val ue and equivalent direction for X and in
his STUN request, this is copied in the STUN Response fromAlice
to Bob. When the NE intercepts this L->R response nessage, it
extracts X=A, retrieves the existing information f(L, R and adds
MALI CE Response as a new source.

3. Alice sends a new check without any netadata attributes. The NE
retrieves the f(L, R} state and renoves the MALI CE Request from
the source list. The flow state is maintained as the NE stil
sees refreshes for X in the L->R responses to Bob’s checks.
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Penno,

Bob sends a new STUN connectivity check w thout any attributes.
The NE retrieves the f(L, R} state and renoves the MALI CE Response
fromthe source list. Since X has no source, it also renobves X
fromthe nmetadata information elenent |ist and rel eases any
resources associated with X And because the flow state has no
nmore attributes, it also renoves the state.

Alice(L) NE Bob(R)

Alice’s STUN Request (1)
x=A for Upstream (L->R)

IE x=A IE x=A
resp x=<> resp x=N

---------------- > i

f(L,R: create:
m X=A, s: req

r: x=N
G T e
IE  x=A
resp x=N
Bob’ s STUN Request (2)
x=A for Downstream (L->R)
IE x=A
resp x=<>
S i T Cmmmmmmmm -
IE  x=A IE  x=A
resp x=<> resp x=N
---------------- > B ————
f(L,R: update
a: x=A, s: req
X=A, S: resp
r: x=N
Alice’s STUN Request (3)
no attributes
---------------- > .

f(L, R: update
a. x=A, s: resp
r. x=N
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T
Bob’ s STUN Request (4)

no attributes

o mm e e G

f(L, R: update
a: <none>, s:<none>
r: x=N
f(L,R: release resources for X
renove state

Upstream Attri bute Renoval
4.2.3. Changing a netadata |IE

It is possible for a client to change an |E value. Every request/
response nessage contains an MD-RESP-xx attribute with "not
speci fi ed" values when sent fromthe agent. In other words, the
agent does not include the result from previous check. Wen a node
detects a change in an attribute value it should trigger the
appropriate actions. Like in the case of initial attribute creation
t he node should provide the answer in the next refresh nessage if the
answer is not imrediately avail abl e.

In the diagram bel ow, Alice changes the value of information el enent
X fromAto Bin the second STUN request which causes the network
element to provide a different response.

Alice(L) NE Bob(R)
Alice’s STUN Request (1)
x=A for Upstream (L->R)

IE x=A IE x=A
resp x=<> resp x=N
---------------- > i

f(L,R: create
m X=A, s: req
r: x=N
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Alice’s STUN Request (2)
x=B for Upstream (L->R)
IE x=B IE x=B
resp x=<> resp x=M™M
---------------- > e

m x=B, s: req

Upstream Attri bute Change
4.2.4. Network El enent Response Change

It is possible that the network el ement result of processing of an |E
changes as resource availability changes, e.g. new |links are added
and renoved, new flows cone and go, etc. For exanple, a NE can
change the bandwi dth available for a flow and nay need to update the
MD- RESP-xx attribute if the local value is nore restrictive (e.g

| ess bandwi dth, |ower delay tolerance, etc.) than the one included in
the message. Again, it is inportant for this node to check that the
MD- AGENT attribute includes the sane attribute and val ue for which
the answer is provided.

4.2.5. Solving Conflicts in Metadata Attribute Val ues

A conflict in a netadata information el enment occurs when the two
agents signal different values for same |IE and for the same direction
of the flow

A conflict occurs for an IE X in the upstreamdirection if the val ues
of Xin the L check request are different than in the R check
response. Wen a NE detects an IE conflict it SHOULD keep both
values. If the IEis part of binding request, the MALI CE node nust
performconflict resolution as described in the diagram bel ow and act
on the result.

1. Alice sends a request for X with value A for the upstream
direction. The NE intercepts the nessage, creates f(L,R) state
and stores X=A renenbering this was received in Alice’ s request.
The NE then determ nes that the response to A should be N
therefore it updates the STUN nessage and forwards it to Bob
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2. Bob sends a request for X with value B for the upstream
direction. The NE intercepts the response for the Bob->Alice
request, extracts X=B fromthe response, looks up f(L,R) flow
state, stores (x=B, s:resp) and determines that a conflict has
occurred for attribute X since (x=A, s: req) is present in the
state. The NE runs the conflict resolution and determ nes that
x=B shoul d be the val ue used, deternines that the result of
processing Bis M updates the STUN response and forwards the
response to Bob.

3. Wien the next refresh for X with value Ais received fromAlice,
the NE updates the result to Mand forwards the request to Bob.
Bob reflects back the result in the response and Alice receives
t he changed result.

Alice(l) NE Bob( R)
Alice’s STUN Request (1)
x=A for Upstream (L->R)

IE x=A IE x=A
resp x=<> resp x=N
---------------- > e

f(L,R): create:
m x=A, Ss: req
r: x=N

| E UP(x=A)
resp UP(x=N)

Bob’ s STUN Request (2)
x=A for Downstream (L->R)

IE x=B
resp x=<>

IE x=B IE x=B
resp x=<> resp x=m

f(L, R : update
m X=A, s: req
x=B, s: resp
<- conflict detected!
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<- resolution x=B

r: x=m
Alice’s STUN Request (3)
x=A for Upstream (L->R)
IE x=A IE x=A
resp x=<> resp x=M™M
---------------- > B ——

f(L,R: refresh:
m x=A, S: req
x=B, s: resp

r: x=™m

attr UP(x=A)
resp UP(x=M

Upstream Attribute Conflict

Note that for I NFO- ONLY and ADVI SORY transactions a conflict

resol uti on cannot occur and, therefore, results should be kept per
source. Typical NE resources allocated for these attributes are
monitors created to detect conditions or collect network statistics.
It is up to the inplenentation to decide on what can be shared in
terns of resources in this case. |In the diagram below, for
illustration purposes, a second nonitor is created for Bob’s
notification request.

Alice(L) M d Bob(R)
Alice’s STUN Request (1)
Notif for UP BW< 10Mdps

IE  bw=10Mops IE bw=10M
resp bw=<> resp bw=<>
———————————————— > B i i

f(L,R): create:
m bw=10M s: req
r: bw=<> start nonitor

attr bw=10M
resp bw=<>
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Alice’s STUN Request (2)
First refresh after condition

IE  bw=10Mps | E bw=10Mops

resp bw=<> resp bw=8Mps

---------------- > e

f(L,R): create:
m bw=10Mips, s: req
r: bw=8Mops, keep nonitor

G
| E bw=10Mops
resp bw=8Mps
Bob’ s STUN Request (3)
x=A for Downstream (L->R)
IE  bw=6Mps
resp bw=<>
G i T S
IE  bw=6Mps | E bw=6NMps
resp bw=<> resp bw=<>
---------------- > e e 2>

f(L, R : update
m bw=10Mips, s: req
r: bw=8Moips, keep nonitor
m bw=6Mops, s: resp
r: bw=<> start nonitor2

Net wor k Anal ytics and Notifications

4,.2.6. Conflict Resolution

The definition/description of an information el ement nust

July 2013

i nclude a

description of how conflict resolution should be done by network

el ements. Below are a few exanpl es

o Informational only transactions: the IEs included are signaled in
the upstream direction only and they are processed by ni ddl eboxes
on path with the STUN request. They shoul d never generate

conflicts.

0 Binding transactions (QS): the following attributes are currently

def i ned:
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*  Bandwi dt h: UP/ DOWN Max Bandwi dth, UP/ DOWN M n Bandwi dt h

* Service Cass: UP/DOM Delay, Loss and Jitter tol erance -
specified as: O=undefined, 1l=very low, 2=low, 3=nedium 4=high

* Priority: UP/DOAN DSCP

For all these attributes the conflicts are resolved by choosing
the Il ess strict values (apply a MN function). For exanple,
assune Alice and Bob request the sane service class. |If Alice
requests 10Mops UP bandwi dt h, Bob requests 5Mops DOM bandw dt h
and there are 7Mops avail able for the service class specified in
the request, the mddl ebox should allocate 5Mips and update the
result in Alice’'s check STUN Response. |If Alice and Bob request
different service classes, the less restrictive is first selected
and then the MN function is applied to the bandw dth val ues.

0 Advisory transactions (Network Analytics): there should not be any
conflict resolution applied to these attributes. It is perfectly
valid for Alice to request different network anal ytics than Bob or
different thresholds for congestion notifications. As shown in
the previous diagram m ddl eboxes shoul d keep track of the
different sources for a given attribute and, in case of network
attributes, keep per source results and nmaybe resources.

4. 3. MALI CE Server Procedures

When the Malice Server agent receives a STUN Request it follows the
same rul es described in Section 7.2 of [RFC5245]. In addition, when
bui | ding the STUN Response the follow ng rules MIST be foll owed:

o M- AGENT and MD-RESP-UP attributes are inserted before | NTEGRI TY

o If the result of the local MALICE check is present, an MD PEER-
CHECK- RES attribute with the result is included before | NTEGRI TY

0 A copy of the MD-RESP-DN attribute received in the STUN Request is
i ncluded unnodi fied after | NTEGRI TY

5. Concl udi ng MALI CE Processing

A MALI CE Controlling agent is expected to run regul ar nom nation
only. This specification also reinforces the reconmendation to run a
nunber of checks before nom nating a pair. This increases the
probability of receiving network el enent and peer MALI CE responses
and therefore having nore information for the nom nation process.
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7

7

When nominating a pair, the controlling agent may consider the MALICE
informati on received in the | ast STUN Response and give preference to
the pair whose connectivity check indicated favorabl e network

condi tions.

Subsequent Connectivity Checks

It is possible for a MALICE Cient to request a service and include
met adata attributes after the nom nation process. It is also
possi bl e that a successful MALICE check for the nonminated (active)
pair fails during the nmedia session lifetime. The MALICE Client will
have at all times the current status of the MALICE check for the
active pair. The actions that the client takes when these change are
currently out of the scope of this docunent. 1In the absence of
support for other specification, these MALI CE check status changes
are informative only.

Security Considerations
1. STUN I nspection

Net wor k el ements processi ng STUN packets are open to denial of
service attacks from endpoints when there is no previous

aut hori zation and indi cation of which STUN nessages shoul d be

i nspected. The vulnerability and attack vector is sinilar to those
docunented for the IP router alert option in [ RFC6398].

Fl ooding a NE with bogus (or sinply undesired) STUN nessages that
contain netadata could inpact its operation in undesirable ways. For
exanple, if the NE punts the datagramnms containing STUN nessages to
the slow path, such an attack could consune a significant share of
the NE's slow path and could also |l ead to packet drops in the slow
path (affecting operation of all other applications and protocols
operating in the slow path), thereby resulting in a denial of service
(DoS) [RFC4A732]. Like with other protocols, it is recommended that
network el enments that inplement this functionality use rate linited
queues when punting STUN nessages. 1In addition, it is reconmended
that the inplenentation enforces linmts on the nunber of states
created by the MALI CE connectivity checks.

However, the nain issue is that the STUN nessage does not provide a
conveni ent uni versal mechanismto accurately and reliably distinguish
bet ween interesting and unwanted nessages. This, in turn, creates a
security concern when the STUN netadata attribute is used, because,
short of appropriate network el enent- inplenentation-specific

mechani sns, the NE slow path is at risk of being flooded by unwanted
traffic.

Penno, et al. Expi res January 03, 2014 [ Page 24]



Internet-Draft MALI CE July 2013

7

8.

8.

One solution to this problemis to include a precursor authorization
step where a third-party device authorizes the endpoint and popul ates
the NE with 5-tuple information of the packet carrying the STUN
message. |[TODO Reference third party authorization draft]

2. Authentication

Wil e endpoints are able to authenticate STUN nessages received by a
peer endpoint, network el ements are unable to authenticate STUN
messages. Further, endpoints are not fully trusted by network

el ements, so network el ements need some assurance that what is

si gnal ed has been authorized by an application server that defines
policies or attributes for a given nedia flow Even if an endpoint
is well-behaved, the network el ements need a nmeans of ensuring STUN
messages are not altered during transm ssion

STUN Ext ensi ons
1. New Attributes

This specification defines five new attributes, N> AGENT, MD- REALM
MD- RESP- UP, MD- RESP-DN and MD- PEER- CHECK

0 The MD-AGENT is inserted in the Binding request by the client
agent and copied in the Binding response by the server agent. It
i ncludes the flow netadata generated by the client agent.

o0 The MD-RESP-UP is inserted by the client agent in the Binding
request and updated by MALI CE nodes on upstream path. A MALI CE
server agent copies this attribute in the response nessage.

0 The MD-PEER-CHECK attribute is inserted by the MALI CE server agent
in the response nmessage and includes the result of the MALICE
check executed by the server agent.

0 The MD-RESP-DN is inserted by the client agent in the Binding
request, copied by the MALICE server agent in the response and
updat ed by MALI CE nodes on downstream pat h.

In addition, two new sub-TLVs are defined to provide flow
prioritization service. This specification allows for easy addition
of IEs in the future.

0 FLOADATA Request sub-TLV is included in the MD AGENT STUN
attribute and indicates the desired fl ow treat nent
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9.

9.

9.

9.

1.

1.

1.

0 FLOADATA Response sub-TLV is included in the MD-RESP-* STUN
attributes and indicates, when received by the client in the STUN
Bi ndi ng Response, the result of the processing

| ANA Consi der ati ons

This specification registers five new STUN attributes. All
attributes include netadata informational elenents. Section 10.2
describes a possible STUN specific encoding for these. Another
proposal can be found in [I-D.draft-fl ow netadata-encoding] and [I-D
.draft-fl ow netadat a-f ranewor k]

STUN Attribute TLV Definitions

This section registers four new STUN attri butes per the procedures in
[ RFC5389] .

0x0C02: MD- AGENT
0x0C03: MD- RESP- UP
0x0C04: MD- RESP- DN
0x0C05: MD- PEER- CHECK

1. MD-AGENT Attribute

Met adata attributes are encoded in sub-TLV fornat with each sub-TLV
corresponding to an information elenent or netadata. Section 10.3
describes in detail the information elenents that can be included in
the MD-AGENT attribute. Wen parsing the STUN request and response,
the MD- AGENT STUN attribute Length should be used to identify the

| ocation of next STUN attri bute.

+ ON
+ O w

1
1234567890123456789012345678901
S i i i i it I S S i ML SRS

—+ w

9 5

+ - +-

MD- AGENT [ engt h
B S i A S S S i s S S S S i stk s ST S S S
<Attribute Bl ock sub-TLV fornmat> |

B i e e S e i el s ST S R T e I e S s s sl ol S S SR SR S

+
I

Figure 1: MD-AGENT Attribute
2. MDD RESP-UP and MD- RESP-DN Attri butes

Net work Metadata attributes are encoded in sub-TLV format with each
sub- TLV corresponding to an information el enent or netadata.
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Figure 2: MD-RESP- Attribute

ere MD-RESP-* = {MD-RESP-UP | MD- RESP- DN}

MD- PEER- CHECK Attri bute

1 2 3

1234567890123456789012345678901
i i s S e e T S R ek ik i SR SR SR S

MD- PEER- CHECK- RES [ Length [
T e i e e e o e e i sl ol ik i R T SRR S

Reserved | Peer Malice Check Result |

B T i S S I el s S P S S S S S S N e S

Fi gure 3: MD- PEER- CHECK Attribute

er Malice Check Result - "Success" or "Failure".

Met adata Attri butes sub-TLV Definitions

Met adata i nformati on el enents are encoded in sub-TLV format and
included in MD- AGENT and MD- RESP-* STUN attri butes described earlier.

9.2. 1.

FLOADATA Request

The FLOWDATA |E has the follow ng format.

0

1

2 3

01234567890123456789012345678901
B S S I T S S e e S S T S S S S i i S S

Type=TBD | Reserved

Lengt h [

R T o S S T i T S S s s
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I nstance Identifier [

B i S S b s S e +-+-+-+-+-+-+-+-!|-
uJT | RSVD1 | dDT | dLT | dJT | RSVD2 |
B T i b T e ik ok S S N
Upstream M n Bandwi dt h [
ko i o i e e o i I N
Downst ream M n Bandw dt h |

B T i S S I el s S P S S S S S S N e S
Upstream Max Bandwi dt h [

e o L i ik Sk i e R e
Downst r eam Max Bandwi dt h [

ok o e o S i e i e o o

+c +
+ 9+

+— +

+c +
—
+ 4+

+— +
+ o +

+— +— +— +— +— +—

Fi gure 4: FLOADATA Request
Type: TBD (optional to process)
Reserved: Miust be 0 and ignored by the server.
Length: Option Length is 32 octets.

May appear in: STUN I CE Bindi ng Request and Response, inside the M>
AGENT STUN attribute

Maxi mum occurrences: 1
Description of the fields:
Instance ldentifier: |Instance identifier, see below for description.

ubDT: Upstream Del ay Tol erance, 0 means no information is avail able.
l=very low, 2=low, 3=nedium 4=high.

uLT: Upstream Loss Tol erance, 0 neans no information is avail abl e.
l=very low, 2=low, 3=nedium 4=high.

uJT: Upstream Jitter Tol erance, 0 means no information is avail able.
l=very low, 2=low, 3=nedium 4=high.

RSVD1: Reserved (7 bits), MJST be ignored on reception and MUST be 0
on transm ssion

dDT: Downstream Del ay Tol erance, 0 nmeans no information is
avail able. 1=very low, 2=low, 3=nedium 4=high.

dLT: Downstream Loss Tol erance, 0 neans no information is avail abl e.
l=very low, 2=low, 3=nedium 4=high.
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dJT: Downstream Jitter Tol erance, 0 neans no information avail abl e.
l=very low, 2=low, 3=nedium 4=high.

RSVD2: Reserved (7 bits), MJST be ignored on reception and MJUST be 0
on transni ssion.

Upstream M ni nrum Bandwi dth M ni num Upstream bandwi dth in bytes per
second, O neans no information is avail abl e.

Downst r eam M ni mum Bandwi dt h: M ni nrum Downst r eam bandwi dth in bytes
per second, O nmeans no information is avail able.

Upstream Maxi mum Bandwi dt h:  Maxi mum Upstream bandwi dth in bytes per
second, O means no information is avail abl e.

Downst r eam Maxi mum Bandwi dt h:  Maxi num Downst r eam bandwi dth in bytes
per second, O nmeans no information is avail able.

The instance identifier accomodates network traffic where nmultiple
5-tuples exist for a particular data flow, but the bandw dth fl ows
only over the aggregate of the multiple 5-tuples. One exanple of
this are a phone call which rings on two phones. Only one of those
phones will answer first (and send data). FLOADATA is signaled for
bot h of those phone’'s | P addresses and ports, using the sanme |nstance
Identifier, indicating to the network that the flow data is being
shared with those two different 5-tuples. Another exanple is TCP

vi deo stream ng which retrieves short pieces of the novie, often over
separate TCP connections for |oad bal ancing, which woul d use the sane
Instance ldentifier for each TCP connection. The way the instance
identifier is determined is out of the scope of this docunent.

9.2.2. FLOADATA Response

This IE is neant for responses fromnetwork to endpoint. It can be
i ncluded in MD-RESP-UP or MD-RESP-DN, therefore indicating the
direction for which the response appli es.

0 1 2 3
01234567890123456789012345678901
B s T e e e i T e s i sl sl S S S S S S S S
Type=TBD | Reserved | Length |
B T e e S e i e i i S T S S e S S i o i TR S N

+

+-

I

+-

I I
| Reserved |
I I
+- B e I e O T ks i e S o o S i sl oI SN
| JT | Reserved |
+- R

+- T o S i S S A S I i e A
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[ M n Bandwi dt h [

B i s T T S T et S S T S I T s sl s ol ST S S S

| M n Bandwi dt h |

B T i S S i S T h T i S S S S e
Fi gure 5: FLOADATA Response

Type: TBD (optional to process)

Reserved: Must be 0 and ignored by the server

Length: Option Length is 24 octets.

May appear in: STUNICE Binding Request and Response, inside the M>
RESP- UP and/ or MD- RESP-DN STUN attri butes

Maxi mum occurrences: 1

When included in MD-RESP-UP TLV t he FLOADATA Response indicate the
response from m ddl eboxes that are on the upstream path. Wen

i ncluded in MD-RESP-DN TLV t he FLOADATA Response indicate the
response from m ddl eboxes that are on the downst eam pat h.
Description of the fields:

Reserved: 96 bits, MJST be ignored on reception and MJST be 0 on
transm ssi on.

DT: Delay Tol erance, 0 nmeans no information is avail abl e.
LT: Loss Tolerance, 0 neans no information is avail abl e.
JT: Jitter Tolerance, 0 nmeans no information is avail abl e.

Reserved: Reserved (7 bits), MJST be ignored on reception and MJST
be 0 on transm ssion

M ni mum Bandwi dth M ni num bandwi dth in bytes per second, 0 neans no
information is avail able.

Maxi mum Bandwi dt h:  Maxi nrum bandwi dth in bytes per second, 0 neans no
information is avail abl e.
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9.2.3. Usage Exanple

This section describes how the STUN protocol elenents defined above
are used to inplenent flow prioritization.

(0]

10.

Endpoi nt Met adata Request (REQ RESP) - Flow Prioritization:

Endpoi nt asks flow prioritization by including in the Binding
request non-0 values in the FLOADATA Request and val ues
initialized to 0 in MD-RESP-UP and MD- RESP-DN TLVs. Upstream

MALI CE nodes update the MD-RESP-UP with the results. Peer
includes in the Binding response the received MD STUN TLVs and the
MD- PEER- CHECK- RESP. Downst r eam MALI CE nodes update the MD- RESP-DN
TLV. 1In the exanple bel ow, the endpoint received the required
prioritization for the upstreamdirection and a | ower than
requested one for downstream

*  Binding Request sent by MALICE dient:

+ MDD AGENT (InstlD=0, uDT=1, ulLT=1, uJT=1, dDT=2, dLT=2,
dJT=2, uM nBWE4nbps, uMaxBWeSmbps, uM nBWESnbps,
MaxBW=10nbps)

+ MDD RESP-UP (DT=0, LT=0, JT=0, M nBW-Onmbps, MaxBW-0nbps)

+ MDD RESP-DN (DT=0, LT=0, JT=0, M nBW:Onbps, MaxBWEOnbps)

* Binding Response received by MALICE Cient:

+ MDD AGENT (InstlD=0, uDT=1, uLT=1, uJT=1, dDT=2, dLT=2,
dJT=2, uM nBWE4nbps, uMaxBWeSnmbps, uM nBWESnbps,
Max BW£10nbps)

+ M>-ATTR-UP (DT=1, LT=1, JT=1, M nBW:4nbps, MaxBWE5Snmbps)

+ NMD>ATTR-DN (DT=2, LT=2, JT=2, M nBW:4nbps, MaxBW5nbps)

+ MD PEER- CHECK- RES (" Success")
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