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Abst r act

To support IP nulticasting in PMPv6 domain, MIULTI MOB WG has i ssued
several proposals including the base solution, dedicated schenes and
direct routing which requires all communications to go through the

| ocal nmobility anchor(LMA), the dedicated server and the native

mul ticasting infrastructure, respectively. As this can be
suboptimal, this docunent describes multicast routes optinmazition
nmechani sms for nulticast sender. Milticast sender attached to the
same or different nobile access gateways(MAG with nulticast |istener
sends nulticast data via the tunnel between the gateways w t hout any
dedi cat ed devi ces or dependence of the native nulticasting
infrastructure. The MAG and the LMA are the nobility entities
defined in the PM Pv6 protocol and act as PIM SMrouters.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”
This Internet-Draft will expire on January 10, 2013.
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1.

I nt roducti on

Proxy Mobile I Pv6 (PM Pv6) [RFC5213] enabl es networ k-based nmobility
for 1Pv6 nobile nodes (MNs) that do not inplenent any nobility
protocols. The Local Mbility Anchor (LMA) is the topol ogical anchor
poi nt to manages the nobile node’'s binding state. The Mbile Access
Gateway (MAG is an access router or gateway that manages the
mobility- related signaling for an MN\. An MNis attached to the
Proxy Mobile | Pv6 Domain (PM Pv6-Domai n) that includes LMA and
MAG(s), and is able to receive data comng from outside of the

PM Pv6- Donai n through LMA and MAG

Net wor k- based nmobility support for unicast is addressed in [RFC5213],
while nulticast support in PMPv6 is not discussed in it. |In order
to deploy the nulticast service in the PM Pv6 domain, many schenes
have been proposed:

The base solution described in [ RFC6224] provides options for

depl oying multicast listener functions in PM Pv6-Donai ns w t hout

nmodi fying nobility and nulticast protocol standards. However, in
this specification, MAG MJST act as an M.D proxy [RFC4605] and hence
MUST dedicate a tunnel link between LMA and MAG to an upstream
interface for all nulticast traffic. It requires all the LMAto
forward nulticast packets to MAG via PM Pv6 tunnel which can be
subopti nmal .

[draft-ietf-nultinob-pm pv6-ropt-00Juses a nulticast tree nobility
anchor (MIMA) as the topol ogi cal anchor point for nulticast traffic,
as well as a direct routing option where the MAG can provi de access
to nmulticast content in the local network. Al the nmulticast traffic
has to go through the MAG MIMA tunnel which result in suboptinmal

mul ticast routing path Iike the base solution. And the direct
routing solution needs native nmulticasting infrastructure as a
requirenent.

[draft-ietf-nultinob-pm pv6-source-00] descri bes the support of

mul ti cast senders in Proxy Mbile | Pv6 domains. MD proxy functions
are deployed at the MAG Milticast traffic MJST be tunneled up to
the LMA of the multicast sender, transferred to the LMA of the

mul ticast listener and then tunnel ed downwards to the MAG of the

mul ticast listener. The problemis especially manifested when

nmul ticast listener and sender attach to the sane MAG but different
LMAs, the traffic has to go up to one LMA, cross over to the other
LMA, and then be tunnel ed back to the same MAG causing non-opti mal
mul ticast routes and redundant flows at the MAG In the direct routing
scenario, nmulticast traffic MJST be tunneled up to the comon

mul ticast router(MR) and then tunnel ed downwards to the MAG I n both
scenarios, nmulticast traffic has to always go through the LMA- MAG or
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MR- MAG bi -di rectional tunnel which can be suboptinmal.

Thi s docunment describes nulticast routes optinmazition nmechani sns for
mul ticast sender. Figure 1 shows the Architecture of Milticast

Depl oyment with |istener and sender in the same PM Pv6 donain.

| nt er net

Mul ti cast Anchor

| N1
+----+
Mul ticast Listener(s)

| M2
+----+
Mul ticast Sender(s)

Figurel Architecture of Multicast Deployment with Iistener and source
in the same PM Pv6 donain

The proposed protocol assunes that both LMA and MAG enabl e the

Prot ocol - I ndependent Milticast -

Sparse Mbde (PIMSM multicast

routing protocol [RFC4601], and further MAG MJUST operate as an "SSM

aware" router [RFC4604].
handover .

source nobility is not descri bed.

2. Term nol ogy

The key words "MJST", "MJST NOT",

The proposed protocol supports seamnl ess
In this docunent, because routes optimazition for
mul ti cast sender is mainly focused on,

the detail specification of

"REQUI RED", "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED',

"MAY", and "OPTIONAL" in this

docunment are to be interpreted as described in RFC 2119 [ RFC2119].
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The following terns used in this docunent are to be interpreted as
defined in [ RFC5213]; Hone Address(HoA), Mobile Access Gateway (MAG,
Local Mobility Anchor (LMA), Mbile Node (M\), Proxy Mobile |IPv6
Domai n (PM Pv6- Donmai n), LMA Address (LMAA), Proxy Care-of Address
(Proxy-CoA), Proxy Binding Update (PBU), and Proxy Binding

Acknowl edgenment (PBA).

Terns DR(Designated Router), MRIB(Milticast Routing Information
Base), RPF(Reverse Path Forwarding), RPF Neighbor, SPT(shortest-path
tree), PIMJoin, PimPrune, iif(inconmng interface),oiflist(outgoing
interface list), Source-Specific Milticast(SSM are to be interpreted
as defined in[ RFC4601]

3. Overview

In the SSM scenario, the nmulticast Listeners actively send the (S, G
subscri be nessage, Sis the nulticast sender’s Hone Address (HoA)

| nt er net
I
I
oo - +
| LMA | Uni cast Anchor
+----- +
[ |
[l \\
/1 \\
/1 \\'  Uni cast Tunnel
/1 \\
/1 \\
/1 \\
| | | |
-+ -+
| MAGL| =O=0=0=0=0=0=0=0=0=( MAR?|
RO RO

| Mul ti cast Tunnel |

+----+ +----+
| M\ | M2
E—— E——
Mul ticast Listener(s) Mul ti cast Sender(s)

Figure2 Architecture of Optimzed Milticast Routing

As shown in Figure 2, MNL(the multicast Listener) and MN2(the
mul ti cast sender) are both nobile nodes in the sane PM Pv6 donmai n,
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they both have binding cache entry in the LMA. MLl sends (S, G
subscri be message(M.D Report nessages) to the access link to
establish the SPT, MN1 has to operate as an "SSM aware" host

[ RFC4604]. On receiving the (S, G subscribe nessage from MNL, the
attached MAGL sends a PBU-Q nessage to LMA to query the CoA (i. e.,
| P address of MAR) of M\2. On the reception of PBU-Q the LMA
responds with a PBA-Q nessage including the CoA of M\2 to MAGL.
After acquiring the CoA of M\2, MAGL establishes bi-directional
tunnel with MAG, and sends PIM Join nessage to MAG through this
tunnel, MAGL and MA@ establish the ralated nuticast state. So the
MAG- based SPT is established successfully and the subsequent

mul ticast data flowwill be transmitted through the MAG based SPT
which is represented by "=0' in Figure 2. Unicast data flow will be
transmtted through base PM Pv6 tunnel which is represented by "||"
in Figure 2.

The tunnel between MAGL and MAR is used for nulticast
packet s(i ncluding signaling and data flow) transm ssion only.

As described in [ RFC4601], on receipt of data fromS to G on
interface iif (incomng interface of the packet), the DRwll firstly
check whether the source is directly connected and the iif is
identical to the Reverse Path Forwarding (RPF) interface. As shown
in Figure 2, MAR is the DR of M\2, MAGL is the DR of MN1. After
tunnel establishment between MAGL and MAGR2, MAGL add the tunnel route
to the MRIB, the RPF check will be successful.

This draft assunes that every MN supporting rmulticast service is
previously registered in the PM Pv6 unicast donmain to get a unicast
| P addr ess( HoA) .

4. Protocol Operation
4.1. Add Route to MRIB

In PPMSM the MRIB is used to decide where to send Join/ Prune
messages. on receiving the M.D Report nessage from M\,the MAG of MN
has to choose a RPF Nei ghbor that the MRI B indicates should be used
to forward packets to, and then send the Join/Prune nessage to the
RPF Nei ghbor.

After tunnel establishment between MAGL and MAGR2, MAGL add t he tunnel

route to the MRIB, so that the RPF Nei ghbor of MAGL is MAG, MAGL
send PI M Joi n/ Prune message through this tunnel.
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4.2. Optimnmized Miulticast Route Establishnent

This section provides the nmulticast routes optim zation procedure. The

procedures are described as follows and illustrated in Figure 3.
VN1 MAGL LMA MN\2 MAG2
I 1. I I
--M.D Report->| |
(S, join | 2. |
—————— PBU-Q------>|
3 I

Acqui re CoA of M2

A
>
¥
O

N
V

Establish nmulticast Bi-dir tunnel

q—

Add route.to MRl B

no——

I
I I
| |
I I
I I
I I
Update (S, G state | |
Set iif | |
| |
7 I
I

PIM (S, G join
Bi -dir tunnel ============>

I
[ 8.
| Update (S, G state
[ Set oiflist
I I
Mul ticast data
9. [--------- >|
Mul ticast data | |
Miul ti cast data| <============Bi -dir tunnel |

<nneenoens | | | |

Fi gure3 Procedure of establishing nulticast Route

|
I
I
I
I
I
|
I
I
I
I
I
| <

1. MN1 sends (S, G subscribe nmessage to the access link, S is the HoA
of MN\2.

2.0n receiving the (S, G subscribe nessage from MN1, the attached
MAGL sends a PBU-Q nessage to LMA to query the CoA (i. e., |P address

Liu, et al. Expi res January 10, 2013 [ Page 7]



Internet-Draft RELOAD C i ent Extension July 2012

4.

3.

of MAG2) of M.

3.0n the reception of PBU-Q the LMA responds with a PBA-Q nessage
i ncluding the CoA of M\2.

4. After acquire the CoA of M2, MAGL establish bi-directional tunnel
with MAR. Refer to [RFC5213] for the detail ed tunnel negotiation
mechani sm

5. After tunnel establishnment, MAGL add the tunnel route to the MR B,
so that the RPF Nei ghbor of MAGL is MAR2.

6.1f there are nulticast channels the MN1 has subscribed but MAGL has
not yet subscribed, MAGL establishes nmulticast state for the channel,
and sets the iif of the nmulticast state as MAGL- MAG tunnel

interface. if MAGL al ready subscribed the channel, MAGL updates the
iif of the nulticast state as MAGL- MA@ tunnel interface.

7. MAGL joins the corresponding nulticast channels by sending the PIM
Join message to the RPF Nei ghbor MA@ through the MAGL- MAG2 tunnel.

8.0n the reception of PIMJoin nessage from MAGL, |If MAG has not yet
subscri bed the multicast channel, MA@ establishes nulticast state
for the channel, and adds the MAG-MAGL tunnel interface to the
oiflist of the multicast state. if MAG already subscribed the
channel , MAGR updates the oiflist of the nmulticast state by adding
the MAG-MAGL tunnel interface to the oiflist.

9. The subsequent nulticast data flowwill be transmitted through the
optimized multicast route( MAGL- MAG bi-directional tunnel).

Mul ti cast Route Del etion
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Renove nulticast Bi-dir tunnel

I
< |
I

MNL MAGL MAG2
I 1. I I
| --M.D Report->| |
| leave (S, QG | [
I I I
I 2. I
| Wth regard to M2, M\1 is the [
|last multicast |istener on MAGL |
| | |
I I I
I 3. I
| delete all the (S, G state |
| ralating to M2 on MAGL |
I I I
| | |
I I I
I I 4. I
| | PIM (S, G prune |
| | Bi -dir tunnel ::::::::::::>|
I I I
| | |
[ [ 5.
| | update (S, G state
| | update oiflist
I I 6 I
I I
| |
I I

Fi gured4 Procedure of deleting nulticast Route

1. M\1 sends (S, G |eave nmessage(M.D Report nessages) to the access
link, Sis the HoA of M.

2.0n receiving the (S, G |eave nessage fromthe MN1, if MAGL figures
that MN1 is the last nulticast |istener subscribed to the M2, MAGL
performthe follow ng steps, otherw se, MAGL sinply delete the

mul ticast state of MNL as normal, which is renmovi ng MAGL- MN1
interface fromthe oiflist of the nmulticast state.

3. MAGL delete all the nulticast state related to M\2.

4. MAGL renove the tunnel route fromthe MR B and | eave the
correspondi ng nul ti cast channel s by sending the PIM Prune nmessage to
the RPF Nei ghbor MAG through the MAGL- VAR tunnel.

5.0On the reception of PIMPrune nessage from MAGL, MAGR2 updates the
oiflist of the multicast state by renmpving the MA&-MAGL tunnel
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6.

6.

interface fromthe oiflist.

6. Renove bi-directional tunnel between MAGL and MAG2. Refer to
[ RFC5213] for the detailed tunnel negotiation nechanism

Local Mobility Anchor Operation

On receiving a PBU- Q nessage from MAGL, the LMA nust performthe
fol |l owi ng operations.

1. Check if the PBU-Q nessage contains the Qflag set to 1.
2. Query the CoA of M\2 by I ooking up the binding cache of LMA

3.1f the correspondi ng HoA-CoA entry is found in the binding cache,
LMA will respond PBA-Q nessage containing a success indication.

O herwise, if not found, LMA will respond PBA-Q nessage containing a
failure indication.

The respondi ng PBA-Q nessage fromLMA to MAGL is constructed as
fol | ows.

1. Source address field in the | P header nust be set to | P address of
LIVA.

2.Destination address filed in the | P header nust be set to IP
address of the MAGL.

3. The PBA-Q nessage MJST include the CoA of M\2.

Mobi | e Access Gateway Operation

The MAG MUST operate as an "SSM aware" router. [RFC4604] provide the
behavi or of an "SSM aware" router.

1. MN1 and M\N2 attach to the sanme MAG

On receiving the (S, G subscribe nessage fromthe MN1, MAGL coul d
deci de whether M\2 attachs to itself according to M\2's HoA which is
included in the (S, G subscribe nmessage. |f MAGL figures that M1
and M\N2 both attach to it. MAGL operates as bel ow

If there are nulticast channels the MN1 has subscribed but MAGL has
not yet subscribed, MAGL establishes nulticast state for the
channel , and adds the MAGL-MWN1 interface to the oiflist of the

nmul ti cast state.
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If MAGL al ready subscribed the channel, MAGL updates the oiflist of
the multicast state by adding the MAGL-MN1 interface to the oiflist.
MAGL will send the nmulticast data flow fromM\2 to MNL | ocally.

6.2. M1 and MN2 attach to different MAG

The PBU- Q nessage from MAGL to LMA MJUST be constructed, as specified
bel ow.

1. Source address field in the I P header nust contain the |IP address
of MAGL.

2.Destination address filed in the | P header nust contain the |IP
address of LMA

3. The PBU-Q nessage nust include the HoA of M\2.

On receiving a PBA-Q nessage from LMA, MAGL MJST performthe
foll owi ng operations.

1. Check if the PBA-Q nessage contains the Qflag set to 1.
2. MAGL MUST establish a tunnel with MAG for nuticast data delivery.

3. MAG1 MJST add route to Miulticast Routing Information Base (MRl B)
and send PI M Joi n/ Prune nessages through MAGL- MAG tunnel interface.

4. MAGL MJUST create/update nulticast state for the channel, the iif of
the multicast state MJST be set to MAGL- MA& tunnel interface.

On receiving a Pl M Join/ Prune nessages from MAG- MAGL tunnel
interface, MA@ MJIST create/update nmulticast state for the channel.

1. Add MAG2- MAGL tunnel interface to the oiflist of the multicast
state on receiving a Pl M Join nessage from MAG2- MAGL t unnel
i nterface.
2.Del ete MA&R-MAGL tunnel interface fromthe oiflist of the multicast
state on receiving a PIM Prune nessage from MAG- MAGL tunnel
i nterface.

7. Mobile Node Qperation

The MN MJST operate as an "SSM aware" host . [RFC4604] provide the
behavi or of an "SSM aware" host.
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8. Message Format Extension
8.1. Proxy Binding Update with Source Address Query Extension

0 1 2 3

01234567890123456789012345678901
e R e o o o S SR R SR
| Sequence # |

B i S S T s i S T st i S S S S S S S S i
|AIH LI KIM R Pl Q Reserved [ Lifetine [
B e i i e o e e S T S e e s i i TR S
I

|
Nbbi lity Options '

T T e o e e S S e e TR E
Fi gure5 Proxy Binding Update with Source Address Query Extension

A Bi ndi ng Update nessage that is sent by MMAGto LMAis referred to as
the "Proxy Binding Source Address Query" nessage. A newflag (Q is
included in the Proxy Binding Update nessage with Source Address
Query extension (PBU-Q . The rest of the Binding Update nessage
format remains the sane as defined i nf RFC3775] and with the
additional (R, (M, and (P) flags, as specified in [ RFC3963],

[ RFC4140], and [ RFC5213], respectively.

Sour ce Address Query Fl ag

Anew flag (Q is included in the Binding Update nessage to indicate
to LMA that the Binding Update nmessage is a Source Address Query
message. In the normal PMP operation, the flag nust be set to O.

The PBU-Q nessage is transfered for quering the M\2's CoA. The rest
of the PBU message renmi ns unchanged.

8.2. Proxy Binding Acknow edgenment Message with Source Address Query
Ext ensi on

Liu, et al. Expi res January 10, 2013 [ Page 12]
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0 1 2 3

01234567890123456789012345678901
B i S S S i i T S N S
[ St at us | K| R P]| Q Reserve|

B i i S S i I e i S S R L e e e e

| Sequence # | Lifetine |

R R e R e s s e o S S e R e o o

I I

Mobility Options

B i s T T S T et S S T S I T s sl s ol ST S S S
Fi gure6 Proxy Binding Update with Source Address Query Extension

A "Proxy Bindi ng Acknow edgenent" nessage is sent fromLMA to MAG in
response to a Proxy Binding Update nessage. A new flag (Q is

i ncluded in the Proxy Binding Acknow edgenent nessage with Source
Address Query extension (PBA-Q. The rest of the Binding

Acknowl edgenent nessage fornat remmins the sane as defined in

[ RFC3775] and with the additional (R) flag, as specified in [ RFC3963]
and [ RFC5213], respectively.

Source Address Query Fl ag

A new flag (Q is included in the Binding Acknow edgenent nessage to
indicate to MAG that the Bi ndi ng Acknow edgenent nessage is a Source
Address Query nessage. In the normal PM P operation, the flag nust
be set to O.

Wen (Q flag is specified in PBA-Q nessage, the nobility options
field includes "M\2's CoA"(Section 8.3).

8.3. Care-of Address Option

Liu, et al. Expi res January 10, 2013 [ Page 13]



Internet-Draft RELOAD C i ent Extension July 2012

0 1 2 3

01234567890123456789012345678901
B i S S S i i T S N S
[ Type = TBD | Length = 16 |

B e i i S e S i e S T S R S e o o T S s

+-
I I
+ +
I I
+ Car e- of Address +
I I
+ +
I I
R R e R e s s e o S S e R e o o
Fi gure7 Care-of Address Option
The Care-of Address field contains the care-of address of M\2.
This option is valid only in PBA-Q nessage. On the reception of
PBU-Q the LMA responds with a PBA-Q nessage including the Care-of
Address Opti on.
9. Security Considerations

TBD
10. | ANA Consi derati ons
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