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Abst r act

Thi s docunent describes IP nulticast routing optinization with Pl M SM
in Proxy Mbile IPv6 (PM Pv6) environment. The Mobile Access Gat eway
(MAG and the Local Mbility Anchor (LMA) are the nobility entities
defined in the PM Pv6 protocol and act as PIMSMrouters. The
proposed protocol optim zation addresses the tunnel convergence

probl em and cooperates with seanl ess handover nechani sns.

Status of this Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on August 22, 2013.
Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

This docunent is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis docunent nust
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1.

I nt roducti on

Proxy Mobile IPv6 (PM Pv6) [1] enabl es network-based nmobility for

| Pv6 nobil e nodes (M\s) that do not inplenent any nobility protocols.
The Local Mobility Anchor (LMA) is the topol ogi cal anchor point to
manages the nobil e node’'s binding state. The Mbile Access Gat eway
(MAG is an access router or gateway that manages the nobility-
related signaling for an MN. An MN is attached to the Proxy Mbile

| Pv6 Domain (PM Pv6-Domai n) that includes LMA and MAG(s), and is able
to receive data coming fromoutside of the PM Pv6-Domai n t hrough LNMVA
and MAG

Net wor k- based nmobility support for unicast is addressed in [1], while
mul ticast support in PMPv6 is not discussed init. Since LMA and
MAG set up a bi-directional [Pv6-in-IPv6 tunnel for each nobile node
and forwards all nobile node’'s traffic according to [1], it highly
wast es network resources when a | arge nunber of nobile nodes join/
subscri be the same nulticast sessions/channels, because independent
data copies of the same nmulticast packet are delivered to the

subscri ber nodes in a unicast manner through MAG

The base solution described in [12] provides options for deploying
mul ticast |istener functions in PM Pv6-Donai ns wi thout nodifying
mobility and multicast protocol standards. However, in this
speci fication, MAG MJST act as an M.D proxy [2] and hence MJST
dedi cate a tunnel link between LMA and MAG to an upstreaminterface
for all nulticast traffic. This limtation does not allow to use
Pr ot ocol -1 ndependent Multicast - Sparse Mdde (PIMSM [3] native
routing on MAG and hence does not solve the tunnel convergence
probl em MAG receives the same data fromnultiple LMAs when MAG
attaches to themfor nobile nodes and has subscribed the sanme
mul ti cast channel to them It does not enable direct routing and
does not optim ze source nmobility.

Thi s docunent describes IP nulticast routing optimzation using
PIMSMin Proxy Mbile |Pv6 (PM Pv6) environnent. The Mbile Access
Gateway (MAG and the Local Mbility Anchor (LMA) are the nobility
entities defined in the PM Pv6 protocol and act as PIM SMrouters.
The proposed protocol optimzation assunes that both LMA and MAG
enabl e the Protocol -1 ndependent Milticast - Sparse Mde (Pl M SM
mul ticast routing protocol [3]. The proposed optinization uses a
dedi cated GRE [4] tunnel for multicast, called M Tunnel between MAG
and PI M SM router such as LMA. The proposed protocol optim zation
addresses the tunnel convergence probl em and provi des seamnl ess
handover. It can cooperate with |ocalized routing and direct routing
to deliver IP nulticast packets for nobile nodes and source nobility.
In this docunent, because nulticast listener nobility is mainly
focused on, the detail specification of source nobility is not
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descri bed.

Thi s docunment does not require to change uni cast communication

met hods or protocols defined in [1], and therefore both unicast and
nmul ti cast conmuni cations for nobile nodes in PM Pv6-Donei n are
enabled if this extension is inplenmented.

2. Conventions and Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL
NOT", " SHOULD', "SHOULD NOT", "RECOMMENDED',"MAY", and "OPTI ONAL" in
this docunent are to be interpreted as described in RFC 2119 [5].

The following ternms used in this docunent are to be interpreted as
defined in the Proxy Mbile IPv6 specification [1]; Mobile Access

Gat eway (MAG, Local Mobility Anchor (LMA), Mobile Node (MN), Proxy
Mobil e | Pv6 Domai n (PM Pv6-Donain), LMA Address (LMAA), Proxy Care-of
Addr ess (Proxy-CoA), Mbile Node's Hone Network Prefix (M\-HNP),
Mobil e Node lIdentifier (M\-ldentifier), Proxy Binding Update (PBU),
and Proxy Bi ndi ng Acknow edgenent (PBA).

3. Overview
3. 1. Mul ti cast Conmmuni cation in PM Pv6

Requi red conponents to enable IP nulticast are nulticast routing
protocol s and host-and-router comunication protocols. This docunent
assunes PIMSM [3] as the nulticast routing protocol and Multicast

Li stener Discovery (M.D) as the host-and-router conmunication
protocol. This docunent allows nobile nodes to participate in Any-
Source Miulticast (ASM and Source-Specific Milticast (SSM [6].
However, in order to explicitly participate in SSM nobil e nodes MJST
support either M.Dv2 [7] or Lightweight-MDv2 (LWM.Dv2) [8].

The architecture of a Proxy Mbile | Pv6 domain is shown in Figure 1.
LMA and MAG are the core functional entities in PMPv6-Domain. The
entire PM Pv6- Domai n appears as a single link fromthe perspective of
each nobile node.
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Figure 1: Proxy Mdbile | Pv6 Domain

Wien a nobil e node wants to subscri be/unsubscribe a nmulticast
channel, it sends M.D Report messages specifying sender and mul ticast
addresses to the access link. The attached MAG detects this
menbership i nformati on and sends the PIM Joi n/ Prune nessage to the
correspondi ng LMA over a bi-directional GRE tunnel called M Tunnel
(described in Section 4) when the LMA is selected as the previous-hop
router for the nulticast channel, or sends the PIM Join/Prune nessage
to the adjacent upstreammulticast router for the nulticast channel.
When the LMA or the adjacent router receives the PIM Join/Prune
message, it coordinates the corresponding nmulticast routing tree if
necessary and starts forwarding the data.

When the MAG detects nobil e node’s handover, it can proceed the
seam ess handover procedures. Since both PM Pv6 and nulticast
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protocols (i.e., M.D and PIM SM do not have functions for nulticast
context transfer in their original protocol specifications, the
external functions or protocols should be used for handover. One of
the possibile ways is the use of "nobile node’'s Policy Profile", as
it could include "multicast channel information", which expresses
mobi | e node’ s subscribing nmulticast channel list, as well as the
mandatory fields of the Policy Profile specified in [1]. Mbile
node’s Policy Profile is provided by "policy store" whose definition
is the same as of [1].

3.2. Protocol Sequence for Milticast Channel Subscription

A nobi |l e node sends unsolicited M.D Report nessages incl uding source
and nulticast addresses when it subscribes a nulticast channel. Wen
the MAG operating as a PIMSMrouter receives M.D Report messages
fromattached nobile nodes, it sends PIMJoin nessages to its

nei ghboring routers (Figure 2) to join the nmulticast delivery tree
(if not joined). When the upstreamrouter for the requested channel
is LMA (or a non-adjacent PIMrouter), the MAG sends the
corresponding PIM Join nmessages to the LMA (or the non-adjacent PIM
router) using M Tunnel (see Section 4). Wen the upstreamrouter for
the requested channel is a directly attached adjacent router, the MAG
sends the corresponding PIM Join nmessages to the adjacent upstream
router natively. The LMA or such routers then join the multicast
delivery tree and forward the packets to the downstream MAG

MN1 MN\2 MAG LMA
| | | |
[------ M.D Report--------- >| |

(S1,Gl) join | PIM(S1,Gl) Join |
| | ===== M Tunnel :::>|

| | [---> PIM (S1, Gl) Join
I I

| --M.D Report-->| [
| (S2,&) join | I
| |[---> PIM(S2, &) Join
I I I
| --M.D Report-->| |
| (S1,Gl) join | I
I I I

Figure 2: M.D Report and Pl M Messages Transni ssion

PIMSMrelies on Milticast Routing Information Base (MRIB) to select
a single upstreaminterface for each nulticast channel by the Reverse
Path Forwarding (RPF) algorithm After all potential upstream

i nterfaces including M Tunnel are recognized in MRIB (as described in
Section 4), the MAG enabling PIM SM can sel ect either M Tunnel
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interface or physical interface for a multicast channel by the
Reverse Path Forwarding (RPF) algorithm The proposed architecture
for PMPv6 with PIM SMtherefore does not cause the tunnel
convergence problem and hence duplicate packets are not forwarded to
t he MAG

4. Muilticast Tunnel (M Tunnel)
4.1. Packet Encapsul ation

M Tunnel is a bi-directional GRE tunnel [4] dedicated for PIM
nmessages and | P nulticast data transnissions. The tunnel end-point
of MTunnel is a MMGthat is a PIM SM capabl e router. Another tunnel
end-point is also a PIM SM capabl e router. The typical use case of
M Tunnel is to establish a bi-directional tunnel |ink between LMA and
MAG therefore LMA shall be another tunnel end-point. M Tunnel can
be established in a bootstrap phase of MAG (without detecting a
mul ti cast channel subscription request froma nobile node) and kept
whil e the MAG enables PIMrouting functions to forward nul ticast
packets. An M Tunnel is not set up per nobile node basis, but per
MAG basis; it can be shared with nobile nodes attached to the MAG as
seen in Figure 3.

MC1
\
\-->
MC2- - - - >LMA===MC1, MC2 for M\s====>MAG

MC. Mul ticast packets, ==>. M Tunnel
Figure 3: Milticast packet forwarding through M Tunnel

In order for the PIMrouting protocol to use an M Tunnel for

mul ticast forwarding, an M Tunnel interface nust be recognized by the
PIMrouting protocol as the upstreamnulticast interface for MAG It
is done by the configuration of static multicast routes, such as "ip
nroute 0.0.0.0 0.0.0.0 gre0" or "ip nroute 1.1.1.0 255.255.255.0
gre0". By such configuration, MAG inserts the nulticast forwarding
pat hs using the MTunnel into its MRIB. MAG then selects the

M Tunnel interface as the corresponding RPF interface, and forwards
the PI M Joi n/ Prune nmessages over the M Tunnel. |[|f operators want to
sel ect other interface, e.g. a physical interface, as the upstream
mul ticast interface for some specific source prefixes, e.g. sources

i nside the PM Pv6-Donmai n, they can *additionally* configure the
specific nulticast routes with longer prefixes. This configuration
will be used for direct routing. Then the MAG sel ects as the
appropriate upstreamrouter according to the MRIB entry. Note that
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the case having nultiple M Tunnels configured on MAG is described in
Section 4. 2.

The format of the tunneled nulticast packet forwarded from LMA to MAG
is shown below. "S" and "G' are the same notation used for (S, QG

mul ti cast channel .

| Pv6 header (src= LMAA, dst= Proxy-CoA) /* Quter Header */

GRE header /* Encapsul ati on Header */
| Pv6 header (src= S, dst= Q [* Inner Header */
Upper | ayer protocols /* Packet Content */

Figure 4: Multicast packet format tunneled fromLMA to MAG

When a PI M nessage is sent fromMAG to LMA, the src and dst addresses
of the outer tunnel header will be replaced to Proxy-CoA and LMAA,
respectively. To convey a PIM nessage, the src address of the inner
packet header is changed to either LMN's or MAG s |ink-Iocal address.
The dst address of the packet header is assigned based on the PIMs
condition (see [3]).

In order to establish M Tunnel, LMA and MAG need to negotiate GRE
encapsul ati on and GRE keys for M Tunnel. The GRE Key option to be
used for the negotiation of GRE tunnel encapsul ati on node and
exchange of the uplink and downlink GRE keys is defined in [9]. It
is also possible to use the static fixed GRE keys for M Tunnel .

4.2. M Tunnels Connecting to Miultiple PIMSM Routers and ECMP Routi ng

There can be nultiple LMAs in a PM Pv6-Donai n each serving a
different group of nobile nodes. In that case, a MAGwi Il connect to
multiple LMAs with different M Tunnel s having different CGRE keys.

For exanple, in Figure 5 MAGL establishes two M Tunnels with LMAL
and LMA2, and MA®R establishes one M Tunnel with LMA2.

A MAG that has multiple MTunnels, such as MAGL in Figure 5, nust
deci de a single upstream M Tunnel interface for an RP or a source
address or prefix. There are two ways to decide a single upstream

M Tunnel for a MAG One is only with static MRI B configuration by
operation. For exanple, operators can configure each M Tunnel
interface as the RPF interface for specific source adddress(es) or
prefix(es) one by one. Each M Tunnel interface is then inserted into
the MAG s MRIB and used for different source adddress(es) or
prefix(es).

The other way to select a single upstream M Tunnel interface is with

PIMECWP [13]. A MAG enabling PIMrouting functions selects a path
by the ECWP al gorithm as described in [13]. The PIM ECWP function
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5.

chooses the PI M nei ghbor with the highest | P address or the best hash
val ue over the destination and source addresses. The algorithm
choosing a single interface is based on an operator’s decision. Wen
operators decide to use PIMECWP to select a single upstream M Tunnel
frommltiple MTunnels, both the MAG and the tunnel end-point Pl MSM
routers (e.g., LMAs) MJIST enabl e PI M ECVP.

oot oot

| LMAT| | LMA2

e e
| [l |

|l [1 1]
\\ M Tunnel // \\

\\ | 11 \\
\\ +-> [/ \\ <-- M Tunnel
M Tunnel ---> \\ 11 \\
(encapsul ating \\ /1 \\
with GRE header) \\ [/ \\
[T |
R R
| MAGL| --- {M\2} | MAGR|
+----+ +----+
| |
{ MN1} { MN3}

Figure 5: M Tunnels established between LMA and MAG

Local Mobility Anchor Operation

The LMA is responsible for maintaining the nobile node’s reachability
state and is the topol ogi cal anchor point for the nobile node’s hone
network prefix(es). This docunent assunes that the LMA is capabl e of
forwarding nulticast packets to the MAG by enabling the PI M SM

mul ticast routing protocol [3]. The LMA acting as a PIM SM nul ti cast
router may serve MAGs as downstreamrouters for sone nulticast
channel s when a nobile node is a nulticast data receiver (or as
upstreamrouters when a nobile node is a nulticast data sender). The
downstream (or upstrean) MAG is connected to the LMA through the

M Tunnel for nulticast conmunication.

When the LMA sets up the nmulticast state and joins the group as the
MAG s upstreamrouter, the multicast packets are tunneled to the MAG
that requested to receive the corresponding nmulticast session. The
MAG then forwards the packets to the nobile node according to the
mul ticast |istener state maintained in the MAG [1] supports only
poi nt-to-point access link types for MAG and nobi |l e node connecti on;
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hence a nmobil e node and the MAG are the only two nodes on an access
link, where the link is assuned to be nulticast capable.

6. Mbbile Access Gateway QOperation

The MAG performs the nobility managenent on behal f of a nobil e node.
Thi s docunment assumes that the MAG is Pl M SM capabl e and forwards
mul ti cast packets to the correspondi ng nobil e nodes attached to MAG
by enabling the PIMSM nulticast routing protocol. |In addition, the
MAG nust nmintain nulticast nenbership status for the attached nobile
nodes at the edge and forwards the nmulticast data to the nenber

nmobi | e nodes. This condition requires MAG to support MDv2 [7] or
LWMDv2 [8], as well.

When nobil e nodes subscribe nmulticast channel (s), they send M.D
Report nmessages with their link-local address to the MAG and the MAG
sends the corresponding PIMJoin nmessages to the upstreamrouter if
the MAG has no nulticast state for the requested channel (s). The
upstreamrouter is selected by the Reverse Path Forwardi ng (RPF)

| ookup al gorithm and that is either the LMA or an adjacent nulticast
router attached to the sane link. |[If the LMAis the upstreamrouter
for the channel (s) for the MAG the MAG encapsul ates PI M Join
messages using the M Tunnel.

The optimal multicast routing path may not include the LMA
especially in localized routing as described in Section 6.10.3 of [1]
and [10]. The localized routing option is designed to support node-
t o- node conmuni cati on within PM Pv6-Domai n where a | ocal content
source exists. Details are described in Section 8.

7. Mbbile Node Qperation
Mobi | e nodes attached to the MAG can behave as regul ar receiver
hosts. A nobile node sends M.D report nessages to the MAG when it
wants to subscribe and unsubscribe | P nulticast channels.
In order to subscribe/unsubscribe nulticast channel (s) by unsolicited
report nessages and informcurrent nmenbership state by solicited
report nessages, nobile nodes MJST support either M.Dvl [7], M.Dv2
[7], or LWMDv2 [8], and SHOULD support MDv2 or LW M.Dv2.

8. Localized Miulticast Routing

Local i zed routing defined in [10] allows nobile nodes attached to the
sane or different MAGs to directly exchange unicast traffic by using

Asaeda & Seite Expi res August 22, 2013 [ Page 10]



Internet-Draft PM Pv6 with Pl M SM February 2013

| ocal i zed forwarding or a direct tunnel between the MAGs. Localized
routing must be initiated both MAG and LMA. Localized routing is not
persistent, and is initiated by two signaling nessages, Localized
Routing Initiation (LRI) and Local Routing Acknow edgnent (LRA), sent
by LMA or MAG

To support localized nulticast routing with PI M SM capabl e LMA and
MAG both LMA and MAG MJST include the routes organi zed by the

| ocal i zed routing procedure specified in [10] into their MRIBs. The
exact nechanismto do this is not specified in this docunent and is
| eft open for inplenentations and specific depl oynents.

To support localized routing for the case that a source node and a
recei ver node are attached to different MAGs but the same LMA (as
seen in Section 6 of [10]), these MAGs nust use the sane tunneling
mechani smfor the data traffic tunnel ed between them M Tunnel
defined in this docunent corresponds to the concept; these MAGs
establish M Tunnel and enable |ocalized nmulticast routing.

9. Snooth Handover

The MAG i s responsi ble for detecting the nobile node’s novenents to
and fromthe access link and for initiating binding registrations to
the mobile node’s LMA. In PMPv6, it does not require for nobile
nodes to initiate to re-subscribe multicast channels, and the MAG
keeps mul ticast channel subscription status for nobile nodes even if
they nove to a different MAG (i.e., n-MAG in PM Pv6-Donain.

The MAG needs to join the nmulticast delivery tree when an attached
nmobi | e node subscribes a nulticast channel. Wen the nobile node
changes the network, it seanm essly receives nmulticast data fromthe
new MAG according to the nulticast channel information stored in the
"MN's Policy Profile" or by sone handover nechani sns such as [14] and
[15]. Whether the MN's Policy Profile or a handover mechani sm nobil e
operators use depend on their policy or inplenentation.

Here, a handover procedure using the MN's Policy Profile is described
as an exanple. \When the nulticast channel information subscribed by
nmobi |l e nodes is maintained in "MN's Policy Profile" stored in a
policy store [1], the MAG can use the channel information to provide
seam ess handover. The procedures are described as follows and
illustrated in Figure 6;

1. Figure 6 shows the exanples that a nobile node has received

mul ticast data froman upstreamnulticast router via p-MAG (*1)
and fromLMA via p-MAG (*2).
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2. Whenever the nobile node noves a new network and attaches to
n- MAG the n-MAG obtains the M\-lIdentifier (MN-1D) and | earns
mul ti cast channel information described in Mbile Node's Policy
Profile associated to this M\-Identifier. Describing the nethod
how the n-MAG identifies the p-MAG is out of scope of this
docunent, while using the sanme mechani sm described in [16] would
be one of the possible nethods.

3. If there are nulticast channels the nobil e node has subscri bed
but the n-MAG has not yet subscribed, n-MAG joins the
correspondi ng nulticast channels by sending the PIMJoin nessage
toits upstreamrouter. |If the upstreamrouter is the LMA, the
PI M nessages are encapsul ated and transmitted over the M Tunnel
(*4); otherw se the PIM nessages are sent natively to the
adj acent upstreamrouter (*3).

4, The multicast data is forwarded fromthe LMA through the

M Tunnel between the LMA and n- MAG (*4) or fromthe adjacent
upstreamrouter (*3).
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VN p- MAG LMA n- MAG
I I I
--M.D Report->| | |
[---> PIMJoin (*1) [
| PIMJoin (*2) | |
I

I
I
I
I
| | ==== M Tunnel ::::>|
| | |---> PIMJoin (*2)
I I I I
| <--Mul ticast--| | |
|  data (*1) | I |
| | Mul ticast data (*2)| |
S | <=== M Tunnel =====| [
I I I I
Det ach | | |
I I I I
Attach [ [ [
| | | M\ attachnent event
[ [ [ (Acquire MN-1D and Profile)
I RS- ---- i >|
I I I I
| | | <--ee- PBU--- - ---- |
I I I I
I I |-------- PBA------- >|
| | | |---> PIM Join (*3)
| | | PIM Join (*4) |
| | | <==== M Tunnel ====
I I I I
[<-mmmmm RA- - - - - e e [
I I I I
| | Mul ticast data (*3) [
| e |
| | | Mul ticast data (*4)|
I I I ==== M Tunnel ::::>|
R R R L PP L PR PR DL EEPDEROEPERDEPEPRE |
I

Fi gure 6: Handover with MN's Policy Profile

After WMN attaches to n-MAG the nulticast data will be delivered to
the MN immediately. MN's nulticast nenbership state is nmaintained
with M.D Query and Report nessages exchanged by MN and n-MAG |f
p- MAG t hi nks that the nmoving nobile node is the |ast nenber of

mul ti cast channel (s) (according to the nmenbership record maintai ned
by the explicit tracking function [17] or simlar mechanism, p-MAG
confirns it by sending MLD query. After the confirmation, p-MAG

| eaves the channel (s) by sending the PIM Prune nessage to its
upstreamrouter.
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10. | ANA Consi derations

Thi s docunment has no actions for | ANA

11. Security Considerations

TBD.
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