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Abst ract

Net wor k architecture revol ves around the concept of fitting the
design of a network to its purpose; of asking the question, "what
network will best fit these needs?" A part of fitting network design
to requirenents is the problemof conplexity, an idea often nmeasured
by "seat of pants" nethods. Wen would adding a particul ar protocol
policy, or configuration be "too conplex?" This document suggests a
series of continuunms al ong which network conplexity might be
measured. No suggestions are made in neasuring conplexity for each
of these continuuns are provided; this is left for future documents.

Status of This Meno

This Internet-Draft is submitted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (IETF). Note that other groups nmay also distribute
wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft docunents valid for a maxi num of six nonths
and nay be updated, replaced, or obsol eted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on Septenber 15, 2013.
Copyright Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunment authors. All rights reserved.

This docunment is subject to BCP 78 and the | ETF Trust’s Lega
Provisions Relating to | ETF Docunents
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1. I nt roduction

Net work conplexity is a systenic, rather than conponent |evel

probl em conplexity nust be neasured in terns of the rultiple noving
parts of a system and conplexity may be nore than the conplexity of
the individual pieces, exam ned individually, mght suggest. There
are two basic ways in which systenmic |evel problens mght be
addressed: interfaces and continuuns. |n addressing a systenic
probl em through interfaces, we seek to treat each piece of the system
as a "black box," and devel op a conpl ete understandi ng of the

i nterfaces between these bl ack boxes. |In address a systenic problem
as a continuum we seek to understand the inpact of a single change
or elenent to the entire systemas a set of tradeoffs. \Wile network
conpl exity can profitably be approached fromeither of these
perspectives, the authors of this docunent have chosen to approach
the systemic inpacts of network conplexity fromthe perspective of
continuunms of tradeoffs. In theory, nodifying the network to resolve
one particular problem (or class of problens) will add complexity
which results in the increased liklihood (or appearance) of another
class of problens. Discovering these continuuns of tradeoffs, and
then determ ning how to neasure each one, becone the key steps in
under st andi ng and nmeasuring system c conplexity in this view

Thi s docunment proposes five such continuuns; nore nmay be possi bl e.

O hers may be added into this docunent in future revisions, or
docunented in other drafts, as circunstances dictate.
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o0 Control Plane State verses Optinmal Forwarding Paths (or it’'s
opposite neasure, stretch)

0 Configuration State verses Failure Domain Separation

0 Policy Centralization verses Optimal Policy Application

o Configuration State verses Per Hop Forwarding Optim zation
0 Reactivity verses Stability

Each of these continuuns is described in a separate section of this
draft.

2. Requirements notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", "OPTIONAL" in this
docunment are to be interpreted as in [ RFC2119].

3. Control Plane State verses Optinmal Forwarding Paths (Stretch)

Control plane state is the aggregate anount of information carried by
the control plane through the network in order to produce the
forwarding table at each device. Each additional piece of

i nformati on added to the control plane --such as nore specific
reachability information, policy information, additional contro

pl anes for virtualization and tunneling, or nore precise topol ogy

i nformati on-- adds to the conplexity of the control plane. This
added conplexity, in turn, adds to the burden of nonitoring,
under st andi ng, troubl eshooting, and managi ng the network. Renoving
control plane state, however, is not always a net positive gain for
the network as a system renoving control plane state al nost al ways
results in decreased optimality in the forwardi ng and handi ng of
packets travelling through the network. This decreased optinmality
can be terned stretch, which is defined as the difference between the
absol ute shortest (or best) path traffic could take through the
network and the path the traffic actually takes through the network.
Stretch is expressed as the difference between the optimal and actua
path. The figure bel ow provides and exanple of this tradeoff.
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4.

Rl------- +
I I
R2 R3
I I
R4------- R5
I

R6

Assunme each link is of equal cost in this figure, and:

0 R4 is advertising 192.0.2.1/32 as a reachabl e destination not
shown on the di agram

0o R5 is advertising 192.0.2.2/32 as a reachabl e destinati on not
shown on the di agram

0 R6 is advertising 192.0.2.3/32 as a reachabl e destinati on not
shown on the di agram

For R1, the shortest path to 192.0.2.3/32, advertised by R6, is along
the path [Rl, R2, R4, R6]. Assune, however, the network adm nistrator
decides to aggregate reachability information at R2 and R3,
advertising 192.0.2.0/24 towards RL fromboth of these points. This
reduces the overall conplexity of the control plane by reducing the
anount of information carried past these two routers (at RL only in
this case). Aggregating reachability information at R2 and R3,
however, has the inpact of making both routes towards 192.168. 2. 3/ 32
appear as equal cost paths to Rl; there is no particular reason Rl
shoul d choose the shortest path through R2 over the |onger path
through R3. This, in effect, increases the stretch of the network.
The shortest path fromRlL to R6 is 3 hops, a path that will always be
chosen before aggregation is configured. Assum ng half of the
traffic will be forwarded along the path through R2 (3 hops), and
hal f through R3 (4 hops), the network is stretched by ((3+4)/2) - 3),
or .5, a "half a hop."

Traffic engineering through various tunneling mechanisnms is, at a
broad | evel, adding control plane state to provide nore opti nal
forwarding (or network utlization). Optimizing network utilization
may require detuning stretch (intentionally increasing stretch) to
i ncrease overall network utilization and efficiency; this is sinply
an alternate instance of control plane state (and hence conpl exity)
wei ghed agai nst optinmal forwardi ng through the network.

Configuration State verses Failure Donmai n Separation
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A failure domain, within the context of a network control plane, can
be defined as the set of devices inpacted by a change in the network
topol ogy or configuration. A network with larger failure domains is
nore prone to cascading failures, so smaller failure domains are
normal |y preferred over larger ones. The prinmary nmanes used to linmt
the size of a failure domain within a network’s control plane is
information hiding; the two prinmary types of information hidden in a
network control plane are reachability information and topol ogy
informati on. An exanple of aggregating reachability information is
sunmmari zing the routes 192.0.2.1/32, 192.0.2.2/32, and 192.0.2.3/32
into the single route 192.0.2.0/24, along with the aggregation of the
metric information associated with each of the conponent routes.

Note that aggregation is a "natural" part of |IP networks, starting
with the aggregation of individual hosts into a subnet at the network
edge. An exanple of topology aggregation is the summarization of
routes at a link state flooding domai n boundary, or the conplete
failure to advertise topology information in a distance-vector

pr ot ocol

While Iimting the size of failure donmains appears to be an absol ute
good in ternms of network conplexity, there is a definite tradeoff in
configuration conplexity. The nore failure domain edges created in a
network, the nore conplex configuration will becone. This is
particularly true is redistribution of routing information between
mul tiple control plane processes is used to create failure domain
boundari es; noving between different types of control planes causes a
| oss of the consistent netrics nost control planes rely on to build

| oop free paths. Redistribution, in particular, opens the door to
very destructive positive feedback | ooks within the control plane.
Exanpl es of control plane conplexity caused by the creation of
failure domai n boundaries include route filters, routing aggregation
configuration, and netric nodifications to engineer traffic across
failure domai n boundari es.
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Returning to the network described in the previous section
aggregating routing information at R2 and R3 will divide the network
into two failure domains: (RL,R2,R3), and (R2,R3,R4,R5). A failure
at R5 shoul d have no inpact on the forwarding information at RL. A
false failure domain separation occurs, however, when the netric of
the aggregate route advertised by R2 and R3 is dependent on one of
the routes within the aggregate. For instance, if the netric of the
192.0.2.0/24 aggregate is taken fromthe netric of the conponent
192.0.2.1/32, then a failure of this one conponent will cause changes

inthe forwarding table at RL --in this case, the control plane has
not truly been separated into two distinct failure dormains. The
added conplexity in the illustration network would be the nanagenent

of the configuration required to aggregate the contorl plane
i nformati on, and the managenment of the metrics to ensure the contro
plane is truly separated into two distinct failure domains.

Repl aci ng aggregation with redistribution adds the conplexity of
managi ng the feedback of routing information redistributed between
the failure domains. For instance, if Rl, R2, and R3 were configured
to run one routing protocol, while R2, R3, R4, R5, and R6 were
configured to run another protocol, R2 and R3 could be configured to
redistribute reachability informati on between these two contro

pl anes. This can split the control plane into nmultiple failure
domai ns (dependi ng on how, specifically, redistributionis
configured), but at the cost of creating and nmanagi ng the

redi stribution configuration. Futher, R3 must be configured to bl ock
routing information redistributed at R2 towards Rl from bei ng

redi stributined (again) towards R4 and R5.

5. Policy Centralization verses Optimal Policy Application

Anot her broad area where control plane conplexity interacts with
optimal network utilization is Quality of Service (QS). Two
specific actions are required to optim ze the flow of traffic through
a network: marking and Per Hop Behaviors (PHBs). Rather than
exani ni ng each packet at each forwarding device in a network, packets
are often marked, or classified, in sone way (typically through Type
of Service bits) so they can be handl ed consistently at all
forwardi ng devices. Packet marking policies nust be configured on
specific forwardi ng devices throughout the network. Distributing
mar ki ng cl oser to the edge of the network necessarily neans
configuring and managi ng nore devi ces, but produces opti mal
forwarding at a | arger nunber of network devices. Moving marking
towards the network core nmeans packets are marked for proper handling
across a smaller nunber of devices. In the sanme way, each device

t hrough which a packet passes with the correct PHBs confi gured
represents an increase in the consistency in packet handling through
the network as well as an increase in the nunmber of devices which
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must be configured and nanaged for the correct PHBs. The network
below is used for an illustration of this concept.

oo -Rl----+
I I
+--R2--+  +-R3--+

I | I
R4 RS R6 R7

In this network, marking and PHB configuration nay be configured on
any device, Rl through R7. Assume marking is configured at the
network edge; in this case, four devices, (R4, R5, R6,R7), nust be
configured, including ongoing configuration managenment, to mark
packets. Myving packet marking to R2 and R3 will halve the nunber of
devi ces on whi ch packet marking configuration nust be nanaged, but at
the cost of consistent packet handling at the inbound interfaces of
R2 and R3 thenselves. Thus reducing the nunber of devices which nust
have managed configurations for packet marking will reduce opti nal
packet flow through the network. Assum ng packet marking is actually
configured along the edge of this network, configuring PHBs on
different devices has this sane tradeoff of managed configuration
verses optinmal traffic flow |If the correct PHBs are configured on
R1, R2, and R3, then packets passing through the network will be
handl ed correctly at each hop. The cost involved will be the
managenent of PHB configuration on three devices. Configuring a
single device for the correct PHBs (Rl, for instance), w || decrease
the amobunt of configuration nmanagenent required, at the cost of |ess
than opti mal packet handling along the entire path.

6. Configuration State verses Per Hop Forwarding Optim zation

The nunber of PHBs configured along a forwarding path exhibits the
same conplexity verses optinmality tradeoff described in the section
above. The nore types of service (or queues) traffic is divided
into, the nore optinally traffic will be nanaged as it passes through
the network. At the sane time, each class of service nust be
managed, both in terns of configuration and in its interaction with
other classes of service configured in the network.

7. Reactivity verses Stability
The speed at which the network’s control plane can react to a change
in configuration or topology is an area of wi despread study. Control

pl ane convergence can be broken down into four essential parts:

o Detecting the change
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o Propagating information about the change
0 Determning the best path(s) through the network after the change

0 Changing the forwarding path at each network el enent al ong the
nodi fi ed paths

Each of these areas can be addressed in an effort to inprove network
conver gence speeds; sone of these inprovenents cone at the cost of
i ncreased conplexity.

Changes in network topol ogy can be detected nuch nore quickly through
faster echo (or hello) mechani sms, |ower |ayer physical detection

and ot her methods. Each of these mechani snms, however, can only be
used at the cost of evaluating and managi ng fal se positives and high
rates of topology change. |If the state of a |link change can be
detected in 10ns, for instance, the Iink could theoretically change
state 50 tinmes in a second --it would be inpossible to tune a network
control plane to react to topology changes at this rate. |Injecting
topol ogy change information into the control plane at this rate can
destabalize the control plane, and hence the network itself. To
counter this, nost fast down detection techniques include sone form
of danpeni ng nmechani sm configuring and managi ng these danpeni ng
mechani sms represents an added conplexity that must be configured and
managed.

Changes in network topol ogy nust al so be propagated throughout the
network, so each device along the path can conpute new forwarding
tables. In high speed network environments, propagation of routing

i nformati on changes can take place in tens of mlliseconds, opening
the possibility of nultiple changes bei ng propagated per second.
Injecting information at this rate into the contral plane creates the
ri sk of overloading the processes and devices participating in the
control plane, as well as creating destructive positive feedback

| oops in the network. To avoid these consequences, npbst contro

pl ane protocols regulate the speed at which informati on about network
changes can be transnmitted by any individual device. A recent
innovation in this area is using exponential backoff techniques to
manage the rate at which information is injected into the contro

pl ane; the first change is transmtted quickly, while subsequent
changes are transnitted nore slowy. These techniques all contro

the destabalilzing effects of rapid information flows through the
control plane through the added conplexity of configuring and
managi ng the rate at which the control plane can propagate

i nformati on about network changes.

Al'l control planes require sone formof algorithmc calculation to
find the best path through the network to any given destination
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10.

These algorithnms are often Iightweight, but they still require sone
anount of menory and computational power to execute. Rapid changes
in the network can overwhel mthe devices on which these algorithns
run, particularly if changes are presented nore quickly than the

al gorithmcan run. Once the devices running these al gorithns becone
processor or menory bound, it could experience a conputationa
failure altogether, causing a nore general network outage. To
prevent conputational overl oading, control plane protocols are
designed with timers limting how often they can conpute the best
path through a network; often these tiners are exponential in nature,
allowing the first conmputation to run quickly, while del aying
subsequent conputations. Configuring and managing these tinmers is
anot her source of conplexity within the network.

Anot her option to inprove the speed at which the control plane reacts
to changes in the network is to preconpute alternate paths at each
device, and possibly preinstall forwarding information into |oca
forwarding tables. Additional state is often needed to preconpute
alternate paths, and additional algorithns and techniques are often
configured and deployed. This additional state, and these additiona
al gorithnms, add some anount of conplexity to the configuration and
managenent of the network. In sone situations (for sone topol ogies),
a tunnel is required to pass traffic around a network failure or
topol ogy change. These tunnels, while not manual |y confi gured,
represent additional conplexity at the forwarding and control planes.

Concl usi on
Thi s docunent describes various areas of network and desi gn where
complexity is traded off against sone optim zation in the operation
of the network. This is (by it’'s nature) not an exhaustive list, but
it can serve to guide the measurenent of network conplexity and the
search for other areas where these tradeoffs exist.

Security Considerations

None.
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