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Abst r act
Thi s docunent describes data center network virtualization overlay
(NVQ3) network use cases that can be deployed in various data
centers and serve different data center applications.

Status of this Meno

This Internet-Draft is submtted to |ETF in full conformance with
the provisions of BCP 78 and BCP 79.

Internet-Drafts are working docunments of the Internet Engineering
Task Force (I ETF), its areas, and its working groups. Note that
other groups nmay al so distribute working docunents as Internet-
Drafts.

Internet-Drafts are draft docunents valid for a nmaxi num of six

mont hs and nmay be updated, replaced, or obsol eted by other documents
at any tine. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress."

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1id-abstracts.txt.

The list of Internet-Draft Shadow Directories can be accessed at
http://ww.ietf.org/shadow htni.

This Internet-Draft will expire on July 21, 2017.
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1. Introduction

Server virtualization has changed the Information Technol ogy (IT)
industry in terns of the efficiency, cost, and speed of providing
new applications and/or services such as cloud applications. However
traditional data center (DC) networks have linits in supporting
cloud applications and nmulti tenant networks [RFC7364]. The goal s of
data center network virtualization overlay (NVO3) networks are to
decoupl e the communi cati on anong tenant systems from DC physica
infrastructure networks and to all ow one physical network
infrastructure to:

o0 Carry nmany NVO3 virtual networks and isolate the traffic of
different NVG3 virtual networks on a physical network.

o Provide independent address space in individual NVO3 virtua
network such as MAC and I P

0 Support flexible Virtual Machines (VM and/or workload pl acenent
including the ability to nove them from one server to another
wi t hout requiring VM address changes and physical infrastructure
net wor k configuration changes, and the ability to performa "hot
nmove" with no disruption to the live application running on those
VMG,

These characteristics of NVGB virtual networks hel p address the
i ssues that cloud applications face in data centers [ RFC7364].

Hosts in one NVO3 virtual network nmay communicate with hosts in

anot her NVQ3 virtual network that is carried by the sane physica
network, or different physical network, via a gateway. The use case
exanples for the latter are: 1) DCs that nmigrate toward an NVO3
solution will be done in steps, where a portion of tenant systens in
a VN are on virtualized servers while others exist on a LAN. 2) many
DC applications serve to Internet users who are on different

physi cal networks; 3) sone applications are CPU bound, such as Big
Data anal ytics, and may not run on virtualized resources. The inter-
VN policies are usually enforced by the gateway.

Thi s docunment describes general NVO3 virtual network use cases that
apply to various data centers. The use cases described here
represent DC provider's interests and vision for their cloud
services. The docunment groups the use cases into three categories
fromsinple to sophiscated in terns of inplenmentation. However the
i npl ement ation details of these use cases are outside the scope of
this docunment. These three categories are highlighted bel ow
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0 Basic NVO3 virtual networks (Section 2). Al Tenant Systenms (TS)
in the network are located within the same DC. The indivi dua
net wor ks can be either Layer 2 (L2) or Layer 3 (L3). The nunber
of NVO3 virtual networks in a DCis much larger than the nunber
that traditional VLAN based virtual networks [l EEE 802. 1F can
support .

o Avirtual network that spans across nmultiple Data Centers and/or
to custoner prem ses where NVG3 virtual networks are constructed
and interconnect other virtual or physical networks outside the
data center. An enterprise custoner may use a traditiona
carrier-grade VPN or an |Psec tunnel over the Internet to
comrmuni cate with its systens in the DC. This is described in
Section 3.

o DC applications or services require an advanced network that
contains several NVO3 virtual networks that are interconnected by
gateways. Three scenarios are described in Section 4. (1)
supporting multiple technol ogies; (2) constructing severa
virtual networks as a tenant network; (3) applying NVOB to a
virtual Data Center (vDC).

The docunent uses the architecture reference nodel defined in
[ RFC7365] to describe the use cases.

1.1. Termnol ogy
Thi s docunment uses the term nol ogy defined in [ RFC7365] and
[ RFC4364]. Sone additional terns used in the docunent are listed
here.
ASBR: Aut ononmous System Border Routers (ASBR)
DVZ: Demilitarized Zone. A conputer or small sub-network that sits
between a nore trusted internal network, such as a corporate private
LAN, and an un-trusted or less trusted external network, such as the
public Internet.
DNS: Domai n Name Service [ RFC1035]
DC Operator: An entity that is responsible for constructing and
managi ng all resources in data centers, including, but not limted
to, conpute, storage, networking, etc.

DC Provider: An entity that uses its DC infrastructure to offer
services to its custoners
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NAT: Network Address Translation [ RFC3022]

VGWN virtual Gateway; a gateway conponent used for an NVO3 virtual
network to interconnect with another virtual/physical network.

NVO3 virtual network: a virtual network that is inplenented based
NVC3 architecture [ NVO3- ARCH] .

PE: Provi der Edge
SP: Servi ce Provider

TS: A TS can be a physical server/device or a virtual machine (VM
on a server, i.e., end-device [RFC7365].

VRF- LI TE: Virtual Routing and Forwarding - LITE [VRF-LITE]
VN: NVQB virtual network.

WAN VPN: Wde Area Network Virtual Private Network [RFC4364]
[ RFC7432]

1.2. NVO3 Background

An NVQB virtual network is a virtual network in a DCthat is

i mpl erent ed based on the NVO3 architecture [ RFC8014]. This
architecture is often referred to as an overlay architecture. The
traffic carried by an NVG3 virtual network is encapsul ated at a
Network Virtual Edge (NVE) [RFC8014] and carried by a tunnel to

anot her NVE where the traffic is decapsul ated and sent to a
destination Tenant System (TS). The NVO3 architecture decoupl es NVO3
virtual networks fromthe DC physical network configuration. The
architecture uses comon tunnels to carry NV traffic that bel ongs
to nultiple NVGB virtual networks.

An NVO3 virtual network nay be an L2 or L3 donain. The network
provides switching (L2) or routing (L3) capability to support host
(i.e., tenant systens) communications. An NVG3 virtual network nay
be required to carry unicast traffic and/or nulticast,

br oadcast / unknown- uni cast (for L2 only) traffic fromto tenant
systens. There are several ways to transport NVQ3 virtual network
BUM ( Broadcast, Unknown-unicast, Milticast) traffic [ NVOBMCAST].

An NVO3 virtual network provides comruni cati ons anong Tenant Systens

(TS) in a DC. A TS can be a physical server/device or a virtual
machi ne (VM on a server end-device [ RFC7365].
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2. DC with Large Nunmber of Virtual Networks

A DC provider often uses NVAB virtual networks for interna
appl i cations where each application runs on many VMs or physica
servers and the provider requires applications to be segregated from
each other. A DC may run a |arger nunber of NVO3 virtual networks to
support many applications concurrently, where traditional |EEE802.1Q
based VLAN solution is limted to 4094 VLANs.

Applications running on VMs nmay require different quantity of
computing resource, which may result in conputing resource shortage
on some servers and other servers being nearly idle. Shortage of
computing resource may inpact application perfornmance. DC operators
desire VM or workl oad novenment for resource usage optimnmzation. VM
dynanic placenent and nobility results in frequent changes of the
bi ndi ng between a TS and an NVE. The TS reachability update
mechani snms shoul d take significantly less time than the typical re-
transm ssion Tinme-out wi ndow of a reliable transport protocol such
as TCP and SCTP, so that end points’ transport connections won't be
i npacted by a TS becom ng bound to a different NVE. The capability
of supporting many TSs in a virtual network and nany virtua
networks in a DCis critical for an NVO3 sol ution

When NVQB virtual networks segregate VMs bel onging to different
applications, DC operators can independently assign MAC and/or |P
address space to each virtual network. This addressing is nore
flexible than requiring all hosts in all NVOG3 virtual networks to
share one address space. In contrast, typical use of |EEE 802.1Q
VLANs requires a single comobn MAC address space.

3. DC NVO3 virtual network and External Network |nterconnection

Many custoners (enterprises or individuals) who utilize a DC
provider’s conpute and storage resources to run their applications
need to access their systems hosted in a DC through Internet or
Service Providers’ Wde Area Networks (WAN). A DC provider can
construct a NVO3 virtual network that provides connectivity to al
the resources designated for a custonmer and allows the custoner to
access the resources via a virtual gateway (vGAN. WAN connectivity
to the virtual gateway can be provided by VPN technol ogi es such as
| Psec VPNs [ RFC4301] and BGP/ MPLS | P VPNs [ RFC 4364] .

If a virtual network spans multiple DC sites, one design using NVG3

is to allowthe network to seam essly span the sites w thout DC
gateway routers’ termnation. In this case, the tunnel between a
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pair of NVEs can be carried within other intermedi ate tunnels over
the Internet or other WANs, or an intra-DC tunnel and inter DC
tunnel (s) can be stitched together to forman end-to-end tunne
between the pair of NVEs that are in different DC sites. Both cases
will formone NVO3 virtual network across nultiple DC sites.

Two use cases are described in the foll owi ng sections.
3.1. DC NVAB virtual network Access via the Internet

A custonmer can connect to an NVQ3 virtual network via the Internet
in a secure way. Figure 1 illustrates an exanple of this case. The
NVG3 virtual network has an instance at NVE1L and NVE2 and the two
NVEs are connected via an | P tunnel in the Data Center. A set of
tenant systems are attached to NVEL on a server. NVE2 resides on a
DC Gateway device. NVE2 term nates the tunnel and uses the VNI D on
the packet to pass the packet to the corresponding vGVNentity on the
DC GW (the vGWis the default gateway for the virtual network). A
custonmer can access their systens, i.e., TSl or TSn, in the DC via
the Internet by using an | Psec tunnel [RFC4301]. The I Psec tunnel is
configured between the vGWN and the custoner gateway at the custoner
site. Either a static route or Interior Border Gateway Protoco
(i1BGP) may be used for prefix advertisenent. The vGW provi des | Psec
functionality such as authentication schene and encryption; iBGP
protocol traffic is carried within the |IPsec tunnel. Sonme vGW
features are listed bel ow

o0 The vGWN maintains the TS/ NVE mappi ngs and advertises the TS
prefix to the custonmer via static route or i BGP

0o Sone vGWNfunctions such as firewall and | oad bal ancer can be
performed by locally attached network appliance devices.

o If the NV virtual network uses different address space than
external users, then the vGWN needs to provide the NAT function

o0 Mre than one | Psec tunnel can be configured for redundancy.

0o The vGWNcan be inplemented on a server or VM In this case, IP
tunnels or | Psec tunnels can be used over the DC infrastructure.

0 DC operators need to construct a vGWVfor each custoner.
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Figure 1 - DC Virtual Network Access via the Internet

3.2. DC NVG3 virtual network and SP WAN VPN | nt er connecti on

In this case, an Enterprise customer wants to use a Service Provider
(SP) WAN VPN [ RFC4364] [RFC7432] to interconnect its sites with an
NVG3 virtual network in a DC site. The Service Provider constructs a
VPN for the enterprise custoner. Each enterprise site peers with an
SP PE. The DC Provider and VPN Service Provider can build an NVO3
virtual network and a WAN VPN i ndependently, and then interconnect
themvia a local link, or a tunnel between the DC GWand WAN

Provi der Edge (PE) devices. The control plane interconnection
options between the DC and WAN are described in [ RFC4364]. Using the
option A specified in [ RFC4364] with VRFLITE [ VRF-LITE], both

Aut ononpbus System Border Routers (ASBR), i.e., DC GWand SP PE,

mai ntain a routing/forwarding table (VRF). Using the option B
specified in [RFC4364], the DC ASBR and SP ASBR do not rmaintain the
VRF table; they only maintain the NVOG3 virtual network and VPN
identifier mappings, i.e., |abel napping, and swap the |abel on the
packets in the forwardi ng process. Both option A and B allow the
NVG3 virtual network and VPN using their own identifiers and two
identifiers are mapped at DC GW Wth the option Cin [ RFC4364], the
VN and VPN use the sane identifier and both ASBRs performthe tunnel

Yong, et al. [ Page 8]



Internet-Draft NVO3 Use Case January 2017

stitching, i.e., tunnel segnent mapping. Each option has pros/cons
[ RFCA364] and has been depl oyed in SP networks dependi ng on the
application requirenents. BGP is used in these options for route
di stribution between DCs and SP WANs. Note that if the DCis the
SP's Data Center, the DC GWand SP PE in this case can be nerged
into one device that perfornms the interworking of the VN and VPN
within an AS.

These solutions allow the enterprise networks to comrunicate with
the tenant systens attached to the NVG3 virtual network in the DC
without interfering with the DC provider’s underlying physica
networ ks and other NVQ3 virtual networks in the DC. The enterprise
can use its own address space in the NVA3 virtual network. The DC
provi der can nmanage which VM and storage el ements attach to the NVO3
virtual network. The enterprise custoner manages whi ch applications
run on the VMs without knowing the location of the VMs in the DC
(See Section 4 for nore)

Furthernmore, in this use case, the DC operator can nove the VMs
assigned to the enterprise fromone sever to another in the DC

wi t hout the enterprise custonmer being aware, i.e., with no inmpact on
the enterprise’s 'live’ applications. Such advanced technol ogi es
bring DC providers great benefits in offering cloud services, but
add sone requirenments for NVG3 [ RFC7364] as wel .

4. DC Applications Using NVCG3

NVO3 technol ogy provides DC operators with the flexibility in

desi gni ng and deploying different applications in an end-to-end
virtualization overlay environment. The operators no |onger need to
worry about the constraints of the DC physical network configuration
when creating VMs and configuring a network to connect them A DC
provi der may use NVO3 in various ways, in conjunction with other
physi cal networks and/or virtual networks in the DC. This section

hi ghli ghts some use cases for this goal

4.1. Supporting Miultiple Technol ogies

Servers deployed in a |arge data center are often installed at
different tinmes, and nmay have different capabilities/features. Some
servers may be virtualized, while others may not; sone nay be

equi pped with virtual switches, while others may not. For the
servers equi pped with Hypervisor-based virtual sw tches, sone nmay
support a standardi zed NVO3 encapsul ati on, sonme nmay not support any
encapsul ati on, and some may support a documented encapsul ation
protocol (e.g. VXLAN [RFC7348], NVGRE [ RFC7637]) or proprietary
encapsul ati ons. To construct a tenant network anong these servers
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and the ToR switches, operators can construct one traditional VLAN
network and two virtual networks where one uses VXLAN encapsul ation
and the other uses NVCGRE, and interconnect these three networks via
a gateway or virtual GN The GW perforns packet
encapsul ati on/ decapsul ati on transl ati on between the networKks.

Anot her case is that sonme software of a tenant has high CPU and
menory consunption, which only nakes a sense to run on standal one
servers; other software of the tenant may be good to run on VM.
However provider DC infrastructure is configured to use NVG3 to
connect VMs and VLAN [I| EEE802. 1 to physical servers. The tenant
network requires interworking between NVO3 and traditional VLAN

4.2. DC Applications Spanning Miltiple Physical Zones

A DC can be partitioned into nultiple physical zones, with each zone
havi ng different access perm ssions and runs different applications.
For exanple, a three-tier zone design has a front zone (Wb tier)
with Web applications, a nmid zone (application tier) where service
applications such as credit paynment or ticket booking run, and a
back zone (database tier) with Data. External users are only able to
communi cate with the Wb application in the front zone; the back
zone can only receive traffic fromthe application zone. In this
case, comunications between the zones nust pass through one or nore
security functions in a physical DMZ zone. Each zone can be

i mpl emented by one NVA3 virtual network and the security functions
in DMZ zone can be used to between two NVG3 virtual networks, i.e.
two zones. If network functions (NF), especially the security
functions in the physical DVZ can’'t process encapsul ated NVC3
traffic, the NVG3 tunnels have to be terminated for the NF to
performits processing on the application traffic.

4.3. Virtual Data Center (vDQ)

An enterprise data center today nay deploy routers, swtches, and
net wor k appliance devices to construct its internal network, DM,
and external network access; it may have many servers and storage
runni ng various applications. Wth NVG3 technol ogy, a DC Provi der
can construct a virtual Data Center (vDC) over its physical DC
infrastructure and offer a virtual Data Center service to enterprise
custoners. A vDC at the DC Provider site provides the sane
capability as the physical DC at a custoner site. A custoner nanages
its own applications running in its vDC. A DC Provider can further
of fer different network service functions to the custoner. The
networ k service functions may include firewall, DNS, |oad bal ancer,
gat eway, etc.
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Figure 2 below illustrates one such scenario at the service
abstraction level. In this exanple, the vDC contains several L2 VNs
(L2VNx, L2VNy, L2VNz) to group the tenant systems together on a per-
application basis, and one L3 VN (L3VNa) for the internal routing. A
network firewall and gateway runs on a VM or server that connects to
L3VNa and is used for inbound and outbound traffic processing. A

| oad bal ancer (LB) is used in L2VNx. A VPN is also built between the
gateway and enterprise router. An Enterprise customer runs
Web/ Mai | / Voi ce applications on VMs within the vDC. The users at the
Enterprise site access the applications running in the vDC via the
VPN; Internet users access these applications via the
gateway/firewall at the provider DC site.

I nt er net N I nternet
I
N R
I | GW |
| +- - - - -+
I I
Fomme - Fomm e - + R EEE
| Firewal | / Gat eway+--- VPN-----+router|
L Fommmm e + +- - -+
I ||
N T [..]
+------- L3 VNa i--------- + LAl
-+ [
| LB | | | Enterprise Site
+-+-+ | |
+ .t e
L2VNx L2VNy L2VNz :
|- |- |-
| | |
Web App Mai | App. Vol P App

Provider DC Site

Figure 2 - Virtual Data Center Abstraction View

The enterprise custoner decides which applications should be
accessible only via the intranet and which should be assessable via
both the intranet and Internet, and configures the proper security
policy and gateway function at the firewall/gateway. Furthernmore, an
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enterprise customer may want multi-zones in a vDC (See section 4.2)
for the security and/or the ability to set different QoS levels for
the different applications.

The vDC use case requires an NVQ3 solution to provide DC operators
with an easy and quick way to create an NVO3 virtual network and
NVEs for any vDC design, to allocate TSs and assign TSs to the
correspondi ng NVO3 virtual network, and to illustrate vDC topol ogy
and manage/ configure individual elenents in the vDC in a secure way.

5. Summary

Thi s docunent describes sonme general NVO3 use cases in DCs. The
conbi nati on of these cases will give operators the flexibility and
capability to design nore sophisticated support for various cloud
appl i cations.

DC services may vary, NVQB virtual networks nake it possible to
scale a large nunber of virtual networks in DC and ensure the
network infrastructure not inpacted by the nunber of VMs and dynanic
wor kl oad changes in DC

NVO3 uses tunnel techniques to deliver NVO3 traffic over DC physica
infrastructure network. A tunnel encapsul ation protocol is
necessary. An NVQ3 tunnel may in turn be tunnel ed over other

i nternmedi ate tunnels over the Internet or other WANs.

An NVO3 virtual network in a DC may be accessed by external users in
a secure way. Many existing technol ogies can hel p achieve this.

6. Security Considerations

Security is a concern. DC operators need to provide a tenant with a
secured virtual network, which nmeans one tenant’s traffic is
isolated fromother tenants’ traffic and is not |eaked to the
underl ay networks. Tenants are vul nerable to observation and data
nodi fication/injection by the operator of the underlay and should
only use operators they trust. DC operators also need to prevent a
tenant application attacking their underlay DC network; further,
they need to protect a tenant application attacking another tenant
application via the DC infrastructure network. For exanple, a tenant
application attenpts to generate a |large volunme of traffic to
overload the DC s underlying network. This can be done by liniting
t he bandw dth of such comuni cati ons.
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7.

I ANA Consi derations

Thi s docunment does not request any action from | ANA
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