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Abst ract

Thi s docunent presents a high-level overview architecture for
buil di ng overlay networks in NVO3. The architecture is given at a
hi gh-1 evel , showi ng the maj or conponents of an overall system An
important goal is to divide the space into individual snaller
conmponents that can be inplenmented i ndependently and with clear
interfaces and interactions with other conponents. It should be
possible to build and inplement individual conmponents in isolation
and have themwork with ot her conponents with no changes to other
components. That way inplenenters have flexibility in inplenmenting
i ndi vi dual conponents and can optim ze and innovate within their
respective conponents without requiring changes to other conponents.
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1. Introduction

Thi s docunent presents a high-level architecture for building overlay
networks in NVO3. The architecture is given at a high-level, show ng
the maj or conponents of an overall system An inportant goal is to
di vide the space into smaller individual components that can be

i mpl ement ed i ndependently and with clear interfaces and interactions
with ot her conponents. It should be possible to build and inpl enment

i ndi vi dual conponents in isolation and have them work with other
conmponents with no changes to other conponents. That way

i mpl ementers have flexibility in inplementing individual conponents
and can optinize and innovate within their respective conponents

wi t hout necessarily requiring changes to other conponents.

The notivation for overlay networks is given in
[I-D.ietf-nvo3-overlay-problemstatenent]. "Framework for DC Network
Virtualization" [I-D.ietf-nvo3-franework] provides a framework for

di scussi ng overlay networks generally and the vari ous conponents that
must work together in building such systens. This docunment differs
fromthe framework docunent in that it doesn’'t attenpt to cover al
possi bl e approaches within the general design space. Rather, it
descri bes one particul ar approach.

This docunent is intended to be a concrete strawman that can be used
for discussion within the | ETF NVO38 WG on what the NVO3 architecture
shoul d |1 ook |ike.

2. Term nol ogy

Thi s docunment uses the same terminology as [|I-D.ietf-nvo3-framework].
In addition, the following terns are used:

NV Domain A Network Virtualization Domain is an administrative
construct that defines a Network Virtualization Authority (NVA),
the set of Network Virtualization Edges (NVEs) associated with
that NVA, and the set of virtual networks the NVA nanages and
supports. NVEs are associated with a (logically centralized) NVA
and an NVE supports conmuni cation for any of the virtual networks
in the domain.
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NV Region A region over which informati on about a set of virtua
networks is shared. The degenerate case of a single NV Domain
corresponds to an NV region corresponding to that domain. The
nore interesting case occurs when two or nore NV Domains share
i nformati on about part or all of a set of virtual networks that
they manage. Two NVAs share information about particular virtua
networ ks for the purpose of supporting connectivity between
tenants located in different NVA Domains. NVAs can share
i nformati on about an entire NV domain, or just individual virtua
net wor ks.

Tenant System ldentifier (TSI) Interface to a Virtual Network as
presented to a Tenant System The TSI logically connects to the
NVE via a Virtual Access Point (VAP). To the Tenant System the
TSI is like a NNC, the TSI presents itself to a Tenant Systemas a
normal network interface.

3. Background

Overl ay networks are an approach for providing network virtualization
services to a set of Tenant Systenms (TSs) [I-D.ietf-nvo3-franmework].
Wth overlays, data traffic between tenants is tunneled across the
underlying data center’s IP network. The use of tunnels provides a
nunber of benefits by decoupling the network as viewed by tenants
fromthe underlying physical network across which they conmunicate.

Tenant Systems connect to Virtual Networks (VNs), with each VN having
associated attributes defining properties of the network, such as the
set of menbers that connect to it. Tenant Systens connected to a
virtual network typically comunicate freely with other Tenant
Systens on the same VN, but comunicati on between Tenant Systens on
one VN and those external to the VN (whether on another VN or
connected to the Internet) is carefully controlled and governed by

policy.

A Network Virtualization Edge (NVE) [I-D.ietf-nvo3-framework] is the
entity that inplements the overlay functionality. An NVE resides at
t he boundary between a Tenant System and the overlay network as shown
in Figure 1. An NVE creates and maintains |ocal state about each
Virtual Network for which it is providing service on behalf of a
Tenant System

[ S, + [ S, +

| Tenant +--+ +----| Tenant

| System | { (’)) | System |

e + e +
| +-+--+ L=+ ()

Bl ack, et al. Expires April 25, 2014 [ Page 4]



Internet-Draft Overlays for Network Virtualization Cct ober 2013

| | NVE|--. .--] NVE| [
R N
+- -+ . +- - -+
/ . .
/ . L3 Overlay . R e +
Foma - + . Net wor k . | NVE|| Tenant |
| Tenant +--+ . o || System |
| System | M +
S +
I
oot
| NVE|
I I
F--- -+
I
I
I I
I + I +
| Tenant | | Tenant |
| System | | System |
Hom e e oo - + Hom e e oo - +
The dotted line indicates a network connection (i.e., |P)

Figure 1: NVO3 Ceneric Reference Mde

The follow ng subsections describe key aspects of an overlay system

in nore detail. Section 3.1 describes the service nodel (Ethernet
vs. |IP) provided to Tenant Systens. Section 3.2 describes NVEs in
nmore detail. Section 3.3 introduces the Network Virtualization

Aut hority, fromwhich NVEs obtain information about virtual networks.
Section 3.4 provides background on VM orchestration systens and their
use of virtual networks.

3.1. VN Service (L2 and L3)
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A Virtual Network provides either L2 or L3 service to connected
tenants. For L2 service, VNs transport Ethernet franes, and a Tenant
Systemis provided with a service that is anal ogous to being
connected to a specific L2 GVLAN. L2 broadcast franes are delivered
to all (and nmulticast frames delivered to a subset of) the other
Tenant Systems on the VN. To a Tenant System it appears as if they
are connected to a regular L2 Ethernet link. Wthin NVG3, tenant
franes are tunneled to renmpte NVEs based on the MAC addresses of the
frane headers as originated by the Tenant System On the underl ay,
NVO3 packets are forwarded between NVEs based on the outer addresses
of tunnel ed packets.

For L3 service, VNs transport |P datagrams, and a Tenant Systemis
provided with a service that only supports IP traffic. Wthin NVG3,
tenant frames are tunneled to renote NVEsS based on the | P addresses
of the packet originated by the Tenant System any L2 destination
addresses provided by Tenant Systens are effectively ignored.

L2 service is intended for systens that need native L2 Ethernet
service and the ability to run protocols directly over Ethernet

(i.e., not based on IP). L3 service is intended for systens in which
all the traffic can safely be assuned to be IP. It is inportant to
note that whether NVO3 provides L2 or L3 service to a Tenant System
the Tenant System does not generally need to be aware of the
distinction. |In both cases, the virtual network presents itself to
the Tenant Systemas an L2 Ethernet interface. An Ethernet interface
is used in both cases sinply as a widely supported interface type
that essentially all Tenant Systens already support. Consequently,
no special software is needed on Tenant Systens to use an L3 vs. an
L2 overlay service.

3.2. Network Virtualization Edge (NVE)

Tenant Systens connect to NVEsS via a Tenant System lInterface (TSI).
The TSI logically connects to the NVE via a Virtual Access Point
(VAP) as shown in Figure 2. To the Tenant System the TSI is like a
NIC, the TSI presents itself to a Tenant System as a nornmal network
interface. On the NVE side, a VAP is a logical network port (virtua
or physical) into a specific virtual network. Note that two
different Tenant Systens (and TSlIs) attached to a common NVE can
share a VAP (e.g., TS1 and TS2 in Figure 2) so long as they connect
to the sane Virtual Network

| Data Center Network (1P) |
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Fi gure 2: NVE Reference Mde

The Overlay Mddul e perfornms the actual encapsul ation and
decapsul ati on of tunnel ed packets. The NVE nmintains state about the
virtual networks it is a part of so that it can provide the Overlay
Modul e with such information as the destination address of the NVE to
tunnel a packet to, or the Context ID that should be placed in the
encapsul ati on header to identify the virtual network a tunneled
packet bel ong to.

On the data center network side, the NVE sends and receives native |IP
traffic. Wien ingressing traffic froma Tenant System the NVE
identifies the egress NVE to which the packet should be sent, adds an
overlay encapsul ati on header, and sends the packet on the underl ay
network. When receiving traffic froma renote NVE, an NVE strips off
the encapsul ati on header, and delivers the (original) packet to the
appropriate Tenant System

Conceptually, the NVE is a single entity inplenenting the NVO3

functionality. |In practice, there are a nunber of different
i mpl ement ati on scenari os, as described in detail in Section 4.
Network Virtualization Authority (NVA)

Address di ssem nation refers to the process of |earning, building and
di stributing the nmapping/forwarding i nformati on that NVES need in
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order to tunnel traffic to each other on behal f of communicating
Tenant Systems. For exanple, in order to send traffic to a renote
Tenant System the sending NVE nust know the destination NVE for that
Tenant System

One way to build and rmaintain napping tables is to use |learning, as
802.1 bridges do [| EEE-802.1(. When forwarding traffic to nulticast
or unknown uni cast destinations, an NVE could sinply flood traffic
everywhere. Wiile flooding works, it can lead to traffic hot spots
and can lead to problens in |arger networks.

Alternatively, NVEs can make use of a Network Virtualization
Authority (NVA). An NVA is the entity that provides address nmapping
and other information to NVES. NVEs interact with an NVA to obtain
any required address mapping information they need in order to
properly forward traffic on behalf of tenants. The term NVA refers
to the overall system w thout regards to its scope or howit is

i mpl emented. NVAs provide a service, and NVEs access that service
via an NVE-to- NVA protocol

Even when an NVA is present, learning could be used as a fallback
mechani sm should the NVA be unable to provide an answer or for other
reasons. This docunent does not consider flooding approaches in
detail, as there are a nunmber of benefits in using an approach that
depends on the presence of an NVA

NVAs are discussed in nore detail in Section 6
3.4. VM Orchestration Systens

VM Orchestration systens nanage server virtualization across a set of
servers. Although VM nanagenent is a separate topic from network
virtualization, the two areas are closely related. Managing the
creation, placenent, and novenents of VMs al so involves creating,
attaching to and detaching fromvirtual networks. A nunber of

exi sting VM orchestration systens have incorporated aspects of
virtual network nmanagenent into their systens.

When a new VMinmage is started, the VM Orchestration system

det erm nes where the VM should be placed, interacts with the
hypervi sor on the target server to |load and start the server and
controls when a VM shoul d be shutdown or migrated el sewhere. VM
Orchestration systens al so have know edge about how a VM shoul d
connect to a network, possibly including the nanme of the virtua
network to which a VMis to connect. The VM orchestrati on system can
pass such information to the hypervisor when a VMis instantiated

VM or chestration systens have significant (and soneti nes gl obal)

know edge over the domain they nmanage. They typically know on what
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servers a VMis running, and nmeta data associated with VMinmages can
be useful froma network virtualization perspective. For exanple,
the meta data may include the addresses (MAC and IP) the VMs will use
and the nanme(s) of the virtual network(s) they connect to.

VM orchestration systenms run a protocol with an agent running on the
hypervi sor of the servers they manage. That protocol can also carry
i nformati on about what virtual network a VMis associated with. Wen
the orchestrator instantiates a VM on a hypervisor, the hypervisor
interacts with the NVE in order to attach the VMto the virtua
networks it has access to. 1In general, the hypervisor will need to
communi cate significant VM state changes to the NVE. In the reverse
direction, the NVE may need to conmuni cate network connectivity

i nformati on back to the hypervisor. Exanple VM orchestration systens
in use today include VMvare’ s vCenter Server or Mcrosoft’s System
Center Virtual Machine Manager. Both can pass information about what
virtual networks a VM connects to down to the hypervisor. The
protocol used between the VM orchestration system and hypervisors is
generally proprietary.

It should be noted that VM orchestration systens may not have direct
access to all networking related information a VM uses. For exanple
a VM nmay nake use of additional |IP or MAC addresses that the VM
managenent systemis not aware of.

Network Virtualizati on Edge (NVE)

As introduced in Section 3.2 an NVE is the entity that inplenents the
overlay functionality. This section describes NVEs in nore detail.
An NVE will have two external interfaces:

Tenant Facing: On the tenant facing side, an NVE interacts with the
hypervi sor (or equivalent entity) to provide the NVO3 service. An
NVE will need to be notified when a Tenant System "attaches" to a
virtual network (so it can validate the request and set up any
state needed to send and receive traffic on behalf of the Tenant
Systemon that VN). Likewise, an NVE will need to be inforned
when the Tenant System "detaches" fromthe virtual network so that
it can reclaimstate and resources appropriately.

DCN Facing: On the data center network facing side, an NVE
interfaces with the data center underlay network, sending and
receiving tunneled | P packets to and fromthe underlay. The NVE
may al so run a control protocol with other entities on the
networ k, such as the Network Virtualization Authority.

NVE Co-l ocated Wth Server Hypervisor
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When server virtualization is used, the entire NVE functionality wll
typically be inplenmented as part of the hypervisor and/or virtua
switch on the server. 1In such cases, the Tenant Systeminteracts
with the hypervisor and the hypervisor interacts with the NVE
Because the interaction between the hypervisor and NVE is inpl enented
entirely in software on the server, there is no "on-the-wire"

prot ocol between Tenant Systems (or the hypervisor) and the NVE that
needs to be standardi zed. While there may be APls between the NVE
and hypervisor to support necessary interaction, the details of such
an APl are not in-scope for the |ETF to work on

I mpl ementing NVE functionality entirely on a server has the

di sadvant age that server CPU resources nust be spent inplenenting the
NVO3 functionality. Experimentation with overlay approaches and
previ ous experience with TCP and checksum adapter of floads suggests
that offloading certain NVE operations (e.g., encapsul ation and
decapsul ati on operations) onto the physical network adaptor can
produce performance i nprovenents. As has been done with checksum and
[or TCP server offload and other optim zation approaches, there may
be benefits to offl oadi ng conmon operations onto adaptors where

possi ble. Just as inportant, the addition of an overlay header can
di sabl e existing adaptor offl oad capabilities that are generally not
prepared to handl e the addition of a new header or other operations
associ ated with an NVE.

While the details of howto split the inplementation of specific NVE
functionality between a server and its network adaptors is outside
the scope of | ETF standardization, the NVG3 architecture should
support such separation. ldeally, it nay even be possible to bypass
t he hypervisor conpletely on critical data path operations so that
packets between a TS and its VN can be sent and received wi thout
havi ng the hypervisor involved in each individual packet operation

4.2. Split-NVE

Anot her possible scenario leads to the need for a split NVE

i mpl erentation. A hypervisor running on a server could be aware that
NVO3 is in use, but have some of the actual NVO3 functionality

i npl emented on an adj acent switch to which the server is attached.
Whi |l e one could i magi ne a nunber of link types between a server and
the NVE, the sinplest deploynent scenario would involve a server and
NVE separated by a sinple L2 Ethernet link, across which LLDP runs.

A nore conplicated scenario woul d have the server and NVE separated
by a bridged access network, such as when the NVE resides on a ToR
with an enbedded switch residing between servers and the ToR

Whi |l e the above tal ks about a scenario involving a hypervisor, it
shoul d be noted that the sane scenario can apply to Network Service
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Appl i ances as discussed in Section 5.1. |In general, when this
docunent di scusses the interaction between a hypervisor and NVE, the
di scussion applies to Network Service Appliances as well.

For the split NVE case, protocols will be needed that allow the
hypervi sor and NVE to negotiate and setup the necessary state so that
traffic sent across the access |link between a server and the NVE can
be associated with the correct virtual network instance.
Specifically, on the access link, traffic belonging to a specific
Tenant System woul d be tagged with a specific VLAN C TAG t hat

i dentifies which specific NVGB virtual network instance it bel ongs
to. The hypervisor-NVE protocol would negotiate which VLAN CGTAG to
use for a particular virtual network instance. Mre details of the
protocol requirements for functionality between hypervi sors and NVEs
can be found in [I-D.kreeger-nvo3-hypervi sor-nve-cp].

4. 3. NVE St ate

NVEs naintain internal data structures and state to support the
sendi ng and receiving of tenant traffic. An NVE may need sone or al
of the follow ng information

1. An NVE keeps track of which attached Tenant Systens are connected
to which virtual networks. Wen a Tenant System attaches to a
virtual network, the NVE will need to create or update | oca
state for that virtual network. Wen the |ast Tenant System
detaches froma given VN, the NVE can reclaimstate associ at ed
with that VN

2. For tenant unicast traffic, an NVE maintains a per-VN table of
mappi ngs from Tenant System (i nner) addresses to renote NVE
(outer) addresses.

3. For tenant multicast (or broadcast) traffic, an NVE naintains a
per-VN tabl e of mappings and other information on how to deliver

mul ti cast (or broadcast) traffic. |f the underlying network
supports IP nulticast, the NVE could use IP nmulticast to deliver
tenant traffic. |In such a case, the NVE would need to know what

I P underlay nmulticast address to use for a given VN
Alternatively, if the underlying network does not support

mul ticast, an NVE coul d use serial unicast to deliver traffic.

In such a case, an NVE woul d need to know which destinations are
subscribers to the tenant multicast group. An NVE could use both
approaches, switching fromone node to the other dependi ng on
such factors as bandwi dth efficiency and group nenbership

spar seness.
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4. An NVE nmi ntains necessary information to encapsul ate out goi ng
traffic, including what type of encapsul ati on and what value to
use for a Context ID within the encapsul ati on header

5. In order to deliver incom ng encapsul ated packets to the correct
Tenant Systens, an NVE nmintains the necessary information to map
incomng traffic to the appropriate VAP and Tenant System

6. An NVE may find it convenient to naintain additional per-VN
i nformati on such as QoS settings, Path MU i nformation, ACLs,
etc.

5. Tenant System Types

This section describes a nunber of special Tenant Systemtypes and
how they fit into an NVO3 system

5.1. Overlay-Aware Network Service Appliances

Some Network Service Appliances [I-D.ietf-nvo3-nve-nva-cp-req]
(virtual or physical) provide tenant-aware services. That is, the
specific service they provide depends on the identity of the tenant
maki ng use of the service. For exanple, firewalls are now beconi ng
avai l abl e that support multi-tenancy where a single firewall provides
virtual firewall service on a per-tenant basis, using per-tenant
configuration rules and maintaining per-tenant state. Such
appliances will be aware of the VN an activity corresponds to while
processing requests. Unlike server virtualization, which shields VM
from needing to know about nulti-tenancy, a Network Service Appliance
explicitly supports nmulti-tenancy. |In such cases, the Network
Service Appliance itself will be aware of network virtualization and
either enbed an NVE directly, or inplement a split NVE as descri bed
in Section 4.2. Unlike server virtualization, however, the Network
Service Appliance will not be running a traditional hypervisor and
the VM Orchestration systemnmay not interact with the Network Service
Appliance. The NVE on such appliances will need to support a contro
pl ane to obtain the necessary information needed to fully participate
in an NVG3 Donai n.

5.2. Bare Metal Servers

Many data centers will continue to have at |east sone servers
operating as non-virtualized (or "bare nmetal") machines running a
tradi tional operating systemand workload. |In such systenms, there
will be no NVE functionality on the server, and the server will have
no know edge of NVQB (including whet her overlays are even in use).

In such environnents, the NVE functionality can reside on the first-
hop physical switch. In such a case, the network adm nistrator would
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(manual ' y) configure the switch to enable the appropriate NVO3
functionality on the switch port connecting the server and associ ate
that port with a specific virtual network. Such configuration would
typically be static, since the server is not virtualized, and once
configured, is unlikely to change frequently. Consequently, this
scenari o does not require any protocol or standards work

5.3. Gateways

Gateways on VNs relay traffic onto and off of a virtual network.
Tenant Systens use gateways to reach destinations outside of the

Il ocal VN. Gateways receive encapsulated traffic fromone VN, renove
t he encapsul ati on header, and send the native packet out onto the
data center network for delivery. Qutside traffic enters a VNin a
reverse nanner.

Gat eways can be either virtual (i.e., inplemented as a VM or
physical (i.e., as a standal one physical device). For performance
reasons, standal one hardware gateways may be desirable in sonme cases
Such gat eways could consist of a sinple switch forwarding traffic
froma VN onto the |ocal data center network, or could enbed router
functionality. On such gateways, network interfaces connecting to
virtual networks will (at |east conceptually) enbed NVE (or split-
NVE) functionality within them As in the case with Network Service
Appl i ances, gateways will not support a hypervisor and will need an
appropriate control plane protocol to obtain the information needed
to provide NVO3 service

Gat eways handl e several different use cases. For exanple, a virtua
networ k coul d consist of systens supporting overlays together wth

| egacy Tenant Systens that do not. Gateways could be used to connect
| egacy systens supporting, e.g., L2 VLANs, to specific virtua

net wor ks, effectively making thempart of the sanme virtual network
Gat eways could also forward traffic between a virtual network and
other hosts on the data center network or relay traffic between
different VNs. Finally, gateways can provide external connectivity
such as Internet or VPN access.

5.4. Distributed Gat eways

The relaying of traffic fromone VN to another deserves speci al
consi deration. The previous section described gateways perform ng
this function. |[If such gateways are centralized, traffic between
TSes on different VNs can take suboptimal paths, i.e., triangular
routing results in paths that always traverse the gateway. As an
optim zation, individual NVEs can be part of a distributed gateway
that perforns such rel aying, reducing or conpletely elimnating
triangular routing. In a distributed gateway, each ingress NVE can
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perform such relaying activity directly, so long as it has access to
the policy information needed to determ ne whether cross-VN

communi cation is allowed. Having individual NVEsS be part of a
distributed gateway allows themto tunnel traffic directly to the
destination NVE without the need to take suboptinal paths.

The NVOB architecture should [nmust? or just say it does?] support

di stributed gateways. Such support requires that NVG3 control
protocol s include nmechani sns for the mai ntenance and distribution of
policy information about what type of cross-VN communication is

all oned so that NVEs acting as distributed gateways can tunnel
traffic fromone VN to another as appropriate.

6. Network Virtualization Authority

Bef ore sending to and receiving traffic froma virtual network, an
NVE nust obtain the information needed to build its internal
forwarding tables and state as listed in Section 4.3. An NVE obtains
such information froma Network Virtualization Authority.

The Network Virtualization Authority (NVA) is the entity that

provi des address mapping and other information to NVEs. NVEs
interact with an NVA to obtain any required infornation they need in
order to properly forward traffic on behalf of tenants. The term NVA
refers to the overall system without regards to its scope or how it

i s inplemented.

6.1. How an NVA Obtains Information

There are two primary ways in which an NVA can obtain the address

di ssemination information it manages. The NVA can obtain information
either fromthe VM orchestration system or directly fromthe NVEs

t hensel ves.

On virtualized systens, the NVA may be able to obtain the address
mappi ng i nformati on associated with VMs fromthe VM orchestration
systemitself. |If the VMorchestration system contains a naster
dat abase for all the virtualization information, having the NVA
obtain information directly to the orchestrati on system would be a

nat ural approach. |I|ndeed, the NVA could effectively be co-located
with the VM orchestration systemitself. In such systens, the VM
orchestration system conmuni cates with the NVE indirectly through the
hyper vi sor.

However, as described in Section 4 not all NVEs are associated with
hypervisors. |In such cases, NVAs cannot |everage VM orchestration
protocols to interact with an NVE and will instead need to peer
directly with them By peering directly with an NVE, NVAs can obtain
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i nformati on about the TSes connected to that NVE and can distribute
information to the NVE about the VNs those TSes are associated wth.
For exanpl e, whenever a Tenant System attaches to an NVE, that NVE
woul d notify the NVA that the TS is now associated with that NVE

Li kewi se when a TS detaches froman NVE, that NVE would informthe
NVA. By comunicating directly with NVEs, both the NVA and the NVE
are able to maintain up-to-date information about all active tenants
and the NVEs to which they are attached.

6.2. Internal NVA Architecture

For reliability and fault tol erance reasons, an NVA woul d be
implemented in a distributed or replicated manner w thout single
points of failure. How the NVA is inplenented, however, is not
important to an NVE so long as the NVA provides a consistent and
wel | -defined interface to the NVE. For exanple, an NVA could be

i mpl ement ed vi a dat abase techni ques whereby a server stores address
mappi ng i nformation in a traditional (possibly replicated) database.
Alternatively, an NVA could be inplenented in a distributed fashion
using an existing (or nodified) routing protocol to maintain and
distribute mappings. So long as there is a clear interface between
the NVE and NVA, how an NVA is architected and i npl enmented i s not

i mportant to an NVE

A number of architectural approaches could be used to inplenment NVAs
thensel ves. NVAs manage address bindings and distribute themto
where they need to go. One approach would be to use BGP (possibly
with extensions) and route reflectors. Another approach could use a
transacti on-based database nodel with replicated servers. Because
the inplenentation details are local to an NVA, there is no need to
pi ck exactly one solution technology, so |long as the externa
interfaces to the NVEs (and renpte NVAs) are sufficiently well
defined to achieve interoperability.

6.3. NVA External Interface

[note: the follow ng section discusses various options that the W5
has not yet expressed an opinion on. Discussion is encouraged. ]

Conceptual ly, fromthe perspective of an NVE, an NVA is a single
entity. An NVE interacts with the NVA, and it is the NVA' s
responsibility for ensuring that interactions between the NVE and NVA
result in consistent behavior across the NVA and all other NVEs using
the sane NVA. Because an NVA is built frommultiple interna
components, an NVA will have to ensure that information flows to all

i nternal NVA conponents appropriately.
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One architectural question is how the NVA presents itself to the NVE
For exanple, an NVA could be required to provide access via a single
I P address. If NVEs only have one I P address to interact with, it
woul d be the responsibility of the NVA to handl e NVA conponent
failures, e.g., by using a "floating | P address" that mnigrates anong
NVA conponents to ensure that the NVA can al ways be reached via the
one address. Having all NVA accesses through a single | P address,
however, adds constraints to inplenmenting robust failover, |oad

bal anci ng, etc.

[Note: the following is a strawnran proposal . ]

In the NVO3 architecture, an NVA is accessed through one or nore |IP
addresses (ir | P address/port conbination). |If nultiple |IP addresses
are used, each I P address provides equival ent functionality, neaning
that an NVE can use any of the provided addresses to interact with
the NVA. Shoul d one address stop working, an NVE is expected to
failover to another. While the different addresses result in

equi val ent functionality, one address may be nore respond nore

qui ckly than another, e.g., due to network conditions, |oad on the
server, etc.

[ Note: should we support the following? ] To provide sonme contro
over | oad bal anci ng, NVA addresses may have an associated priority.
Addresses are used in order of priority, with no explicit preference
anong NVA addresses having the same priority. To provide basic |oad-
bal anci ng anong NVAs of equal priorities, NVEs use sonme random zation
i nput to select anpbng equal -priority NVAs. Such a priority schene
facilitates failover and | oad bal ancing, for exanple, allowing a
network operator to specify a set of primary and backup NVAs.

[note: should we support the following? It would presumably add
consi derabl e complexity to the NVE.] It may be desirable to have

i ndi vi dual NVA addresses responsible for a subset of infornmation
about an NV Domain. In such a case, NVEs woul d use different NVA
addresses for obtaining or updating information about particular VNs
or TS bindings. A key question with such an approach is how

i nformati on woul d be partitioned, and how an NVE coul d det ermn ne

whi ch address to use to get the information it needs.
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7

1.

Anot her possibility is to treat the information on which NVA
addresses to use as cached (soft-state) information at the NVEs, so
that any NVA address can be used to obtain any information, but NVEs
are inforned of preferences for which addresses to use for particul ar
i nformati on on VNs or TS bindings. That preference infornmation would
be cached for future use to inprove behavior - e.g., if all requests
for a specific subset of VNs are forwarded to a specific NVA
component, the NVE can optim ze future requests within that subset by
sending themdirectly to that NVA conmponent via its address.

NVE-t o- NVA Pr ot ocol

[Note: this and later sections are a bit sketchy and need work.
Di scussion i s encouraged.]

As outlined in Section 4.3, an NVE needs certain information in order
to performits functions. To obtain such information froman NVA, an
NVE-t o- NVA protocol is needed. The NVE-to-NVA protocol provides two
functions. First it allows an NVE to obtain information about the

| ocation and status of other TSes with which it needs to

communi cati on. Second, the NVE-to-NVA protocol provides a way for
NVEs to provide updates to the NVA about the TSes attached to that
NVE (e.g., when a TS attaches or detaches fromthe NVE), or about
conmmuni cation errors encountered when sending traffic to renmote NVEs.
For exanple, an NVE could indicate that a destination it is trying to
reach at a destination NVE is unreachable for sonme reason

Whi |l e having a direct NVE-to-NVA protocol might seem straightforward
the existence of existing VMorchestration systens conplicates the
choi ces an NVE has for interacting with the NVA

NVE- NVA | nteraction Mdels

An NVE interacts with an NVAin at least two (quite different) ways:
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0 NVEs supporting VMs and hypervi sors can obtai n necessary
information entirely through the hypervisor-facing side of the
NVE. Such an approach is a natural extension to existing VM
orchestration systens supporting server virtualization because an
exi sting protocol between the hypervisor and VM Orchestration
system al ready exists and can be | everaged to obtain any needed
information. Specifically, VMorchestration systens used to
create, terminate and mgrate VMs already use well-defined (though
typically proprietary) protocols to handle the interactions
bet ween the hypervisor and VM orchestration system For such
systens, it is a natural extension to | everage the existing
orchestration protocol as a sort of proxy protocol for handling
the interactions between an NVE and the NVA. |ndeed, existing
i mpl ement ati on al ready do this.

o0 Alternatively, an NVE can obtain needed information by interacting
directly with an NVA via a protocol operating over the data center
underl ay network. Such an approach is needed to support NVEs that
are not associated with systenms perforning server virtualization
(e.g., as in the case of a standal one gateway) or where the NVE
needs to comunicate directly with the NVA for other reasons.

[ Note: The follow ng paragraph is included to stinulate discussion
and the W will need to decide what direction it wants to take.]

The WG The NVO3 architecture should support both of the above nodel s,
as in practice, it is likely that both nodels will coexist in
practice and be used sinultaneously in a deploynment. Existing
virtualization environnents are already using the first nodel. But
they are not sufficient to cover the case of standal one gateways --
such gateways do not support virtualization and do not interface with
exi sting VM orchestration systems. Also, A hybrid approach m ght be
desirable in some cases where the first nodel is used to obtain the
information, but the latter approach is used to validate and further
authenticate the information before using it.

7.2. Direct NVE-NVA Protoco

An NVE can interact directly with an NVA via an NVE-to- NVA protocol
Such a protocol can be either independent of the NVA interna
protocol, or an extension of it. Using a dedicated protocol provides
architectural separation and i ndependence between the NVE and NVA
The NVE and NVA interact in a well-defined way, and changes in the
NVA (or NVE) do not need to inpact each other. Using a dedicated
protocol also ensures that both NVE and NVA inpl enentati ons can

evol ve independently and wi t hout dependencies on each other. Such

i ndependence is inportant because the upgrade path for NVEs and NVAs
is quite different. Upgrading all the NVEs at a site will likely be
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more difficult in practice than upgradi ng NVAs because of their |arge
nunber - one on each end device. |In practice, it is assuned that an
NVE wi Il be inplenented once, and then (hopefully) not again, whereas
an NVA (and its associated protocols) are nore likely to evolve over
tinme as experience is gained from usage.

Requirements for a direct NVE-NVA protocol can be found in
[I-D.ietf-nvo3-nve-nva-cp-req]

7.3. Propagating Information Between NVEs and NVAs

[Note: This section has been conpletely redone to nove away fromthe
push/pull discussion at an abstract |evel.]

Information fl ows between NVEs and NVAs in both directions. The NVA
mai ntai ns i nformati on about all VNs in the NV Domain, so that NVEs do
not need to do so thenselves. NVEs obtain fromthe NVA i nfornation
about where a given renote TS destination resides. NVAs in turn
obtain information from NVEs about the individual TSs attached to

t hose NVEs.

Whil e the NVA coul d push information about every virtual network to
every NVE, such an approach scal es poorly and is unnecessary. In
practice, a given NVE will only need and want to know about VNs to
which it is attached. Thus, an NVE should be able to subscribe to
updates only for the virtual networks it is interested in receiving
updates for. The NVO3 architecture supports a nodel where an NVE is
not required to have full mapping tables for all virtual networks in
an NV Dormai n.

Bef ore sending unicast traffic to a renote TS, an NVE nmust know where
the renote TS currently resides. Wien a TS attaches to a virtua
networ k, the NVE obtains information about that VN fromthe NVA  The
NVA can provide that information to the NVE at the tinme the TS
attaches to the VN, either because the NVE requests the infornation
when the attach operation occurs, or because the VM orchestration
systemhas initiated the attach operation and provi des associ at ed
mappi ng information to the NVE at the sane tinme. A simlar process
can take place with regards to obtaining necessary information needed
for delivery of tenant broadcast or nulticast traffic.

There are scenarios where an NVE may wi sh to query the NVA about

i ndi vi dual mappings within an VN. For exanple, when sending traffic
to a renote TS on a renote NVE, that TS nay becone unavail able (e.qg,
because it has migrated el sewhere or has been shutdown, in which case
the renote NVE nmay return an error indication). |In such situations,
the NVE may need to query the NVA to obtain updated mappi ng
information for a specific TS, or verify that the information is

Bl ack, et al. Expires April 25, 2014 [ Page 19]



Internet-Draft Overlays for Network Virtualization Cct ober 2013

still correct despite the error condition. Note that such a query
could al so be used by the NVA as an indication that there nmay be an

i nconsistency in the network and that it should take steps to verify
that the information it has about the current state and | ocation of a
specific TS is still correct.

For very large virtual networks, the anount of state an NVE needs to
mai ntain for a given virtual network could be significant. Moreover,
an NVE may only be comunicating with a small subset of the TSes on

such a virtual network. 1In such cases, the NVE nay find it desirable
to maintain state only for those destinations it is actively
communi cating with. |In such scenarios, an NVE may not want to

mai ntain full mapping information about all destinations on a VN
Should it then need to communicate with a destination for which it
does not have have mapping information, however, it will need to be
able to query the NVA on demand for the mssing information on a per-
destination basis.

The NVOB architecture will need to support a range of operations
bet ween the NVE and NVA. Requirenents for those operations can be
found in [I-D.ietf-nvo3-nve-nva-cp-req].

8. Federated NVAs

An NVA provides service to the set of NVEs in its NV Domain. Each
NVA manages network virtualization information for the virtua
networks within its NV Domain. An NV dormain is adnministered by a
single entity.

In sone cases, it will be necessary to expand the scope of a specific
VN or even an entire NV domain beyond a single NVA. For exanple,
multiple data centers managed by the same administrator may wish to
operate all of its data centers as a single NV region. Such cases
are handl ed by having different NVAs peer with each other to exchange
mappi ng i nformati on about specific VNs. NVAs operate in a federated
manner with a set of NVAs operating as a | oosel y-coupl ed federation
of individual NVAs. [If a virtual network spans nultiple NVAs (e.g.

|l ocated at different data centers), and an NVE needs to deliver
tenant traffic to an NVE at a renote NVA, it still interacts only
with its NVA, even when obtaining mappings for NVEs associated with
domains at a renote NVA

Fi gure Figure 3 shows a scenario where two separate NV Domains (1 and
2) share information about Virtual Network "1217". VML and VML both
connect to the sane Virtual Network (1217), even though the two VMs
are in separate NV Dormains. There are two cases to consider. |In the
first case, NV Domain B (NVB) does not allow NVE-A to tunnel traffic
directly to NVE-B. There could be a nunber of reasons for this. For
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exanple, NV Donmains 1 and 2 may not share a conmon address space
(i.e., require traversal through a NAT device), or for policy
reasons, a domain might require that all traffic between separate NV
Domai ns be funnel ed through a particular device (e.g., a firewall).
In such cases, NVA-2 will advertise to NVA-1 that VML on virtual
network 1217 is available, and direct that traffic between the two
nodes go through IP-G 1P-G wuld then decapsul ate received traffic
fromone NV Domain, translate it appropriately for the other domain
and re-encapsul ate the packet for delivery.

XXXXXX XXXXXX -
+emmm - + XXXXXXXX XXXXXX XXXXXXX XXXXX | vme
| VML | XX XX XXX XX |----- |
|----- | XX + X XX X | NVE-B
| NVE- A| X X +----+ X X +-----
+--4--+ X NV Domain 1 x |IP-@--x X

Fo---- - X XX- -+ | x XX
X X +----+ X NV Domain 2 X
+---X XX XX X---
| XXXX XX +- >XX XX
| XXXXXXXXXX | XX XX
o -+ [ XX XX
| NVA- 1] +-- -+ XX XXX
o-- - + | NVA- 2| XXXX XXXX
e + XXXXXXX

Figure 3: VML and VM2 are in different NV Domains.

NVAs at one site share information and interact with NVAs at other
sites, but only in a controlled manner. It is expected that policy
and access control will be applied at the boundaries between
different sites (and NVAs) so as to mnimze dependencies on externa
NVAs that could negatively inpact the operation within a site. It is
an architectural principle that operations involving NVAs at one site
not be imediately inpacted by failures or errors at another site.

(O course, comunication between NVEs in different NVG3 donai ns may
be inpacted by such failures or errors.) It is a strong requirenent
that an NVA continue to operate properly for local NVEs even if
external comunication is interrupted (e.g., should conmunication
between a local and renote NVA fail).

At a high level, a federation of interconnected NVAs has sone

anal ogi es to BGP and Aut ononous Systens. Like an Autononous System
NVAs at one site are nmanaged by a single adnministrative entity and do
not interact with external NVAs except as allowed by policy.

Li kewi se, the interface between NVAs at different sites is well
defined, so that the internal details of operations at one site are

|l argely hidden to other sites. Finally, an NVA only peers with other
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NVAs that it has a trusted relationship with, i.e., where a virtua
network is intended to span nultiple NVAs.

[Note: the following are notivations for having a federated NVA nodel
and are intended for discussion. Depending on discussion, these may
be renoved from future versions of this document. ] Reasons for using
a federated nodel include:

0 Provide isolation between NVAs operating at different sites at
di fferent geographic |ocations.

0 Control the quantity and rate of information updates that flow
(and nust be processed) between different NVAs in different data
centers.

0 Control the set of external NVAs (and external sites) a site peers
with. A site will only peer with other sites that are cooperating
in providing an overlay service.

o Alowpolicy to be applied between sites. A site will want to
carefully control what information it exports (and to whom as
well as what information it is willing to inport (and from whom

o Allowdifferent protocols and architectures to be used to for
intra- vs. inter-NVA conmunication. For exanple, within a single
data center, a replicated transaction server using database
techni ques might be an attractive inplenentation option for an
NVA, and protocols optim zed for intra-NVA conmuni cati on woul d
likely be different fromprotocols involving inter-NVA
conmmuni cati on between different sites.

o Allow for optinized protocols, rather than using a one-size-fits
all approach. Wthin a data center, networks tend to have | ower-
| at ency, higher-speed and hi gher redundancy when conpared with WAN
links interconnecting data centers. The design constraints and
tradeoffs for a protocol operating within a data center network
are different fromthose operating over WAN links. Wile a single
protocol could be used for both cases, there could be advant ages
to using different and nore specialized protocols for the intra-
and inter-NVA case.

I nt er- NVA Peering

To support peering between different NVAs, an inter-NVA protocol is
needed. The inter-NVA protocol defines what information is exchanged
between NVAs. It is assuned that the protocol will be used to share
addressing informati on between data centers and nust scale well over
WAN | i nks.
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9.

10.

Control Protocol Wrk Areas

The NVOB architecture consists of two major distinct entities: NVEs
and NVAs. |In order to provide isolation and i ndependence between
these two entities, the NVGB architecture calls for well defined
protocols for interfacing between them For an individual NVA the
architecture calls for a single conceptual entity, that could be
inmplemented in a distributed or replicated fashion. Wile the | ETF
may choose to define one or nore specific architectural approaches to
buil ding individual NVAs, there is little need for it to pick exactly
one approach to the exclusion of others. An NVA for a single donain
will likely be deployed as a single vendor product and thus their is
little benefit in standardizing the internal structure of an NVA

I ndi vi dual NVAs peer with each other in a federated nmanner. The NVO3
architecture calls for a well-defined interface between NVAs.

Finally, a hypervisor-to-NVE protocol is needed to cover the split-
NVE scenario described in Section 4.2.

NVO3 Data Pl ane Encapsul ati on

When tunneling tenant traffic, NVEs add encapsul ati on header to the
original tenant packet. The exact encapsulation to use for NVO3 does
not seemto be critical. The main requirenment is that the
encapsul ati on support a Context ID of sufficient size
[1-D.ietf-nvo3-datapl ane-requirenments]. A nunber of encapsul ations
al ready exist that provide a VN Context of sufficient size for NVG3.
For exanple, VXLAN [I|-D. mahal i ngam dutt-dcops-vxlan] has a 24-bit
VXLAN Network ldentifier (VNI). NVGRE
[1-D.sridharan-virtualization-nvgre] has a 24-bit Tenant Network |ID
(TNI). MPLS-over-GRE provides a 20-bit label field. Wile there is
wi despread recognition that a 12-bit VN Context would be too small
(only 4096 distinct values), it is generally agreed that 20 bits (1
mllion distinct values) and 24 bits (16.8 million distinct val ues)
are sufficient for a wide variety of deploynent scenari os.

[Note: the follow ng paragraph is included for WG di scussion. Future
versions of this docunent may omit this text.]

Whi |l e one might argue that a new encapsul ati on shoul d be defined just
for NVG3, no conpelling requirenments for doing so have been
identified yet. Moreover, optim zed inplenentations for existing
encapsul ations are already starting to becone avail able on the market
(i.e., insilicon). If the |IETF were to define a new encapsul ati on
format, it would take at least 2 (and likely nore) years before
optinized inplenmentations of the new format woul d beconme avail able in
products. |In addition, a new encapsul ation format would not likely

Bl ack, et al. Expires April 25, 2014 [ Page 23]



Internet-Draft Overlays for Network Virtualization Cct ober 2013

11.

12.

13.

14.

15.

16.

di spl ace existing formats, at least not for years. Thus, there seens
little reason to define a new encapsul ation. However, it does make
sense for NVOB to support multiple encapsul ation formats, so as to
all ow NVEs to use their preferred encapsul ati ons when possible. This
implies that the address dissem nation protocols nust al so include an
i ndi cation of supported encapsul ati ons along with the address napping
details.

Oper ati ons and Managenent
The sinplicity of operating and debuggi ng overlay networks will be
critical for successful deploynent. Sone architectural choices can
facilitate or hinder OAM Related OAM drafts include
[I-D. ashwood- nvo3- oper ati onal -requi rement] .

Summary
Thi s docunment provides a start at a general architecture for overlays
in NVOB. The architecture calls for three main areas of protoco
wor K:

1. A hypervisor-to-NVE protocol to support Split NVEs as di scussed
in Section 4. 2.

2. An NVE to NVA protocol for address dissemnination

3.  An NVA-to-NVA protocol for exchange of information about specific
virtual networks between NVAs.

It should be noted that existing protocols or extensions of existing
protocol s are applicable.
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