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Abst ract

Thi s docunment provides framework and requirenments for Network
Virtualization over Layer 3 (NVQ3) Operations, Administration, and
Mai ntenance (OAM. This docunent for the nobst part gathers

requi renents fromexisting | ETF drafts and RFCs whi ch have al ready
extensively studied this subject for different data pl anes and
layering. As a result this draft is high |level and broad. W begin
to ask which are truly required for NVG3 and expect the list to be
narrowed by the working group as subsequent versions of this draft
are created.

Status of This Meno

This Internet-Draft is submtted in full conformance with the
provi sions of BCP 78 and BCP 79.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I ETF). Note that other groups may also distribute

wor ki ng documents as Internet-Drafts. The list of current Internet-
Drafts is at http://datatracker.ietf.org/drafts/current/.

Internet-Drafts are draft documents valid for a maxi num of six nonths
and nay be updated, replaced, or obsoleted by other docunents at any
time. It is inappropriate to use Internet-Drafts as reference
material or to cite themother than as "work in progress.”

This Internet-Draft will expire on January 16, 2014.
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1. I nt roduction

Thi s docunent provides framework and requirenents for Network
virtualization over Layer 3(NVQ3) Operation, Admnistration, and

Mai ntenance (OAM). G ven that this OAM subject is far from new and
has been under extensive investigation by various | ETF working groups
(and several other standards bodies) for nmany years, this docunent
draws fromexisting work, starting with [RFC6136]. As a result,
sections of [RFC6136] have been reused with mnor changes with the
perm ssion of the authors.

NVO3 OAM requirenents are expected to be a subset of |ETF/ | EEE etc.

wor k done so far; however, we begin with a full set of requirenments

and expect to prune themthrough several iterations of this docunent.
1.1. Csl Definitions of OAM

The scope of OAM for any service and/or transport/network

infrastructure technol ogi es can be very broad in nature. OSlI has

defined the followi ng five generic functional areas conmonly

abbrevi ated as "FCAPS' [ NM St andar ds]:

o Fault Managenent,

o Configuration Managenent,

0 Accounting Managenent,

o Perfornmance Managenent, and

0 Security Managenent.

Thi s docunent focuses on the Fault, Performance and to a limted

extent the Configuration Managenent aspects. Oher functional

aspects of FCAPS and their relevance (or not) to NVG3 are for further

st udy.

Faul t Managenent can typically be viewed in terns of the follow ng
cat egori es:

o Fault Detection;
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o Fault Verification;

o Fault Isolation;

o Fault Notification and Al arm Suppressi on
0o Fault Recovery.

Fault detection deals with mechanisnm(s) that can detect both hard
failures such as link and device failures, and soft failures, such as
software failure, nmenory corruption, msconfiguration, etc. Fault
detection relies upon a set of nmechanisns that first allow the
observation of an event, then the use of a protocol to dynanmically
notify a network/system operator (or managenent systemn) about the
event occurrence, then the use of diagnostic tools to assess the
nature and severity of the fault.

After verifying that a fault has occurred along the data path, it is
inmportant to be able to isolate the fault to the |level of a given
device or link. Therefore, a fault isolation nmechanismis needed in
Faul t Managenent. A fault notification mechani smshould be used in
conjunction with a fault detection nechanismto notify the devices
upstream and downstreamto the fault detection point. The fault
notification mechani smshould also notify NMS systens.

The ternms "upstream' and "backward" are used here to denote the
direction(s) fromwhich data traffic is flowng. The terns
"downstreant and "forward" denote the direction(s) to which data
traffic is forwarded.

For exanple, when there is a client/server relationship between two

| ayered networks (e.g., the NVO3 layer is a client of the outer IP
server layer, while the inner IP layer is a client of the NVO3 server
| ayer 2), fault detection at the server layer may result in the
following fault notifications:

0 Sending a forward fault notification fromthe server layer to the
client layer network(s) using the fault notification format
appropriate to the client |ayer.

0 Sending a backward fault notification to the server layer, if
applicable, in the reverse direction

0 Sending a backward fault notification to the client layer, if
applicable, in the reverse direction

Finally, fault recovery deals with recovering fromthe detected
failure by switching to an alternate available data path (depending
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on the nature of the fault) using alternate devices or links. In
fact, the controller can provision another virtual network, thus
automatically resolving the reported probl em

The controller nmay also directly nonitor the status of virtua

net wor k conmponents such as Network Virtualization Edge el ements
(NVEs) [NvV@B-framework] in order to respond to their failures. In
addition to forward and backward fault notifications, the controller
may deliver notifications to a higher |evel orchestration conmponent,
e.g., one responsible for Virtual Machine (VM provisioning and
managemnent .

Note, given that the I P network on which NVO3 resides is usually self
healing, it is expected that recovery by the NVA3 |ayer woul d not
normal |y be required, although there may be a requirenent for that

|l ayer to log that the probl em has been detected and resolved. The
special cases of a static |IP overlay network, or possibly of a
centrally controlled I P overlay network, nay, however, require NVO3

i nvol venent in fault recovery.

Per f ormance Managenent deals with nechani sn(s) that allow deterni ning
and neasuring the performance of the network/services under

consi deration. Perfornance Managenent can be used to verify the
compliance to both the service-1evel and network-1evel netric

obj ectives/specifications. Performance Managenent typically consists
of measuring performance netrics, e.g., Frane Loss, Frane Del ay,
Frame Delay Variation (aka Jitter), Frane throughput, Frane discard,
etc., across nmanaged entities when the nanaged entities are in
avai l abl e state. Performance Managenent is suspended across
unavai | abl e managed entities.

1.2. Requirenents Language
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [ RFC2119].

1.3. Relationship with O her QAM Wbrk

This docunent | everages requirenents that originate with other OAM
work, specifically the foll ow ng:

0 [RFC6136] provides a tenplate and sonme of the high | eve
requi renents and introductory wording.

o [IEEE802.1lag] is expected to provide a subset of the requirenents

for NVOB both at the Tenant level and also within the L3 Overlay
net wor k.
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0 [Y.1731] is expected to provide a subset of the requirenents for
NVO3 at the Tenant |evel.

0 Section 3.8 of [NVO3-DP-Reqs] |ists several requirenents
specifically concerning ECMP/ LAG

2. Term nol ogy

The term nol ogy defined in [ NVOG3-franmework] and [ NVO3-DP-Reqgs] is
used t hroughout this docunent. W introduce no new term nol ogy.

3. NVO3 Reference Model

Figure 1 bel ow reproduces the generic NVO3 reference nodel as per
[ NVQB- f r amewor k] .

Fomme oo + Fomme oo +
| Tenant | | Tenant |
| End +- -+ +- - End |
| System | | | | System |
R + | R +
| +-+- -+ +--+-+ |
[ | NV | | N[ |
+--| Edge| | Edge| - - +
+-+- -+ +--+-+
/. L3 Overl ay o\
+oo- oo + . Net wor k . \ +oo- oo +
| Tenant +--+ . . +----| Tenant |
| End | . . | End |
| System | . +----+ . | System |
R + L. | NV [........ B +
| Edge|
+----+
I
I
Fomee o +
| Tenant |
| End |
| System |
Hom e e oo - +

Figure 1: Generic reference nodel for DC network virtualization over
a Layer3 infrastructure

Figure 2 bel ow, reproduces the CGeneric reference nodel for the NV
Edge (NVE) as per [ NVOB- DP-Reqgs].
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+o--- - L3 Network ------ +
I I
| Tunnel Overl ay |
Fom e e o Fomm e - N+ Hom e e oo - e e e - N+
| e oo o] | oo oo o]
| | Cverlay Mdule | | | | | Cverlay Mdule | | |
IESEEEEEEE oo ] IESEEEEEEE oo ]
[ | VNID | ] [ | VNID | ]
| | OAM | | | OAM |
|4 oo o] |4 oo o]
|| VN . || VN .
NVEL | +-+----------- ++ | ] NVE2 | - ++ |
I | VAPs I | | I | VAPs I | |
B +----- V- + B +----- V- +
| | | |
------- R i i it S
| | Tenant | |
[ Service | F [ [
Tenant End Systemns Tenant End Systens

Figure 2: Ceneric reference nodel for NV Edge
4. OAM Franework for NvVO3

Figure 1 showed the generic reference nodel for a DC network
virtualization over an L3 (or L3VPN) infrastructure while Figure 2
showed the generic reference nodel for the Network Virtualization

(NV) Edge.

L3 network(s) or L3 VPN networks (either 1Pv6 or IPv4, or a

combi nation thereof), provide transport for an enul ated | ayer 2
created by NV Edge devices. Unicast and multicast tunneling nethods
(de-nmul tiplexed by Virtual Network lIdentifier (VNID)) are used to
provi de connectivity between the NV Edge devices. The NV Edge
devices then present an enulated |ayer 2 network to the Tenant End
Systens at a Virtual Network Interface (VNI) through Virtual Access
Points (VAPs). The NV Edge devices map |ayer 2 unicast to |layer 3
uni cast point-to-point tunnels and may either map layer 2 multicast
to layer 3 nulticast tunnels or may replicate packets onto nmultiple
| ayer 3 unicast tunnels.

4.1. OAM Layering
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The emul ated |l ayer 2 network is provided by the NV Edge devices to
whi ch the Tenant End Systens are connected. This network of NV Edges
can be operated by a single service provider or can span across

mul tiple administrative domains. Likewi se, the L3 Overlay Network
can be operated by a single service provider or span across nultiple
admi ni strative domai ns.

Wil e each of the layers is responsible for its own QAM each | ayer
may consi st of several different administrative domains. Figure 3
shows an exanpl e.

OAM
TENANT |- mmmm e e e e e | TENANT {all |P/ETH
NV Edge  [----------mmmmmmmmen - | NV Edge {t.b.d.}
IP(VPN)  |---| IP (VPN) [---] IP(VPN) {1 P(VPN) / ETH}

Figure 3: OAM Il ayers in an NVO3 network

For exanple, at the bottom at the L3 |IP overlay network | ayer

| PCVPN) and/or Ethernet OAM nechani sns are used to probe link by
link, node to node etc. QOAM addressing here neans physi cal node
| oopback or interface addresses.

Further up, at the NV Edge | ayer, NVO3 OAM nessages are used to probe
the NV Edge to NV Edge tunnels and NV Edge entity status. QOAM
addressi ng here likely nmeans the physical node | oopback together with
the VNI (to de-multiplex the tunnels).

Finally, at the Tenant |ayer, the I P and/or Ethernet OAM nechani sns
are again used but here they are operating over the logical L2/L3
provi ded by the Nv-Edge through the VAP. QOAM addressing at this

| ayer deals with the logical interfaces on Vswi tches and Virtual
Machi nes.

4.2. OAM Domai ns
Conpl ex OAM rel ati onshi ps exist as a result of the hierarchical
| ayering of responsibility and of breaking up of end-to-end
responsi bility.

The OAM dormai n above NVQOB, is expected to be supported by existing IP
and L2 OAM net hods and tool s.
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5.

5.

5.

5.

The OAM dormai n bel ow NVQ3, is expected to be supported by existing IP
/L2 and MPLS OAM et hods and tools. \Were this layer is actually
mul ti pl e dormai ns spliced together, the existing methods to deal with
t hese boundari es are unchanged. Note however that exposing LAG ECWVP
detail ed behavior may result in additional requirenments to this
domain, the details of which will be specified in the future versions
of this draft.

When we refer to an OAM domain in this docunent, or just 'domain’, we
therefore refer to a closed set of NV Edges and the tunnels which

i nterconnect them Inter-donmain OAM considerations will be specified
in the future versions of this draft.

NVO3 OAM Requi renent s

The followi ng nunbered requirenments originate from|[RFC6136]. All
are included however where they seem obviously not relevant (to the
present authors) an explanation as to why is included.

1. Discovery

R1) NvVG3 OAM MUST al |l ow an NV Edge device to dynamically discover

other NV Edge devices that share the sane VNI within a given NVO3

domain. This may be based on a discovery nechani smused to set up
data path forwardi ng between NVEs.

2. Connectivity Fault Managenent
2.1. Connectivity Fault Detection

R2) NvVCG3 OAM MUST al | ow proactive connectivity nonitoring between two
or nmore NV Edge devices that support the sane VNIs within a given
NVO3 domain. NVO3 OAM MAY act as a protection trigger. That is,
automatic recovery fromtransmssion facility failure by switchover
to a redundant replacenent facility may be triggered by notifications
from NVG3 OAM

R3) NVOG3 OAM MUST al l ow nmonitoring/tracing of all possible paths in
the underl ay network between a specified set of two or nore NV Edge
devices. Using this feature, equal cost paths that traverse LAG and/
or ECVMP nmay be differentiated.

2.2. Connectivity Fault Verification
R4) NVG3 OAM MUST al l ow connectivity fault verification between two

or nore NV Edge devices that support the sane VNI within a given NVG3
domai n.
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5.2.3. Connectivity Fault localization

R5) NVOG3 OAM MUST al | ow connectivity fault |ocalization between two
or nore NV Edge devices that support the sane VNI within a given N3
domai n.

5.2.4. Connectivity Fault Notification and Al arm Suppressi on

R6) NVO3 OAM MUST support fault notification to be triggered as a
result of the faults occurring in the underneath network
infrastructure. This fault notification SHOULD be used for the
suppressi on of redundant service-I|evel alarns.

5.3. Frame Loss

R7) NVG3 OAM MUST support neasurenent of per VN frane | oss between
two NV Edge devices that support the sane VNI within a given NVG3
domai n.

5.4. Frane Del ay

R8) NVG3 OAM MUST support neasurenment of per VNI two-way frane del ay
bet ween two NV edge devices that support the same VNI within a given
NVO3 domai n.

R9) NVO3 OAM MUST support neasurenment of per VNI one-way frane del ay
between two NV Edge devices that support the same VNI within a given
NVG3 donmai n.

5.5. Franme Delay Variation

R10) NVO3 OAM MUST support measurenent of per VNI frame del ay
vari ation between two NV Edge devices that support the same VN
within a given NVG3 donain.

5.6. Frane Throughput

R11) NVO3 QAM MAY [*** Should this be stronger? ***] support

measur enent of per VNI frame throughput throughput (in frames and

byt es) between two NV Edge devices that support the sanme VNI within a
given NVO3 donmin. This feature could be an effective way to confirm
whet her or not assigned path bandw dth conforns to service |evel
agreenment before providing the path between two NV Edge devi ces.

5.7. Frame D scard

R12) NvVO3 OAM MAY support neasurenent of per VNI frane discard
bet ween two NV Edge devices that support the same VNI within a given
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NVO3 domain. This feature MAY be effective to nonitor bursty traffic
bet ween two NV Edge devi ces.

5.8. Availability

A service may be considered unavailable if the service franes/packets
do not reach their intended destination (e.g., connectivity is down)
or the service is degraded (e.g., frame |oss and/or frame del ay and/
or delay variation threshold is exceeded). Entry and exit conditions
may be defined for the unavailable state. Availability itself nmay be
defined in the context of a service type. Since availability

nmeasur enent may be associated with connectivity, frame |oss, frame
del ay, and frane delay variation nmeasurenents, no additiona
requirenents are specified currently.

5.9. Data Path Forwarding

R13) NVO3 OAM frames MUST be forwarded al ong the same path (i.e.,
l'inks (including LAG nenbers) and nodes) as the NVO3 data franes.

R14) NvVO3 QAM frames MUST provide a nmechanismto exercise/trace all
data paths that result due to ECMP/ LAG hops in the underlay network.

5.10. Scalability

R15) NVO3 OAM MUST be scal abl e such that an NV edge device can
support proactive OQAM for each VNI that is supported by the device.
(Note - Likely very hard to achieve with hash based ECWMP/ LAG) .

5.11. Extensibility

R16) NVO3 OAM shoul d be extensible such that new functionality and
information el enents related to this functionality can be introduced
in the future.

R17) NVO3 OAM MUST be defined such that devices not supporting the
OAM are able to forward the OAMfranes in a sinilar fashion as the
regul ar NVO3 data frames/ packets.

5.12. Security

R18) NVO3 OAM franmes MUST be prevented from | eaking outside their
NVO3 domai n.

R19) NVO3 QAM franmes from outside an NVOG3 domai n MJUST be prevented
fromentering the said NVG3 domai n when such OAM franes belong to the
same level or to a lower-level OAM (Trivially net because

hi erarchi cal donai ns are i ndependent technol ogies.)
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R20) NVO3 OAM frames from outside an NVO3 domain MJUST be transported
transparently inside the NVO8 domai n when such OAM franmes belong to a
hi gher-1evel NVG3 domain. (Trivially net because hierarchical

domai ns are i ndependent technol ogies).

5.13. Transport |ndependence

Simlar to transport requirenment from|[RFC6136], we expect NVO3 OAM
will leverage the OAM capabilities of the transport layer (e.g., IP
under | ay).

R21) NvVO3 OAM MAY al | ow adaptation/interworking with its |IP underlay
OAM functions. For example, this would be useful to allow fault
notifications fromthe IP layer to be sent to the NVG3 | ayer and

i kewi se exposure of LAG/ ECMP will require such non-independence.

5.14. Application I ndependence
R22) NvO3 OAM MUST [*** discuss -- is this too strong? ***] be

i ndependent of the application technol ogies and specific application
OAM capabilities.

[Comment -- ECM Noticed Nicira inplenmentation has a dedi cated NVP
manager node to play the role of FCAPS here. It is both application
| ayer and CAM | ayer. May not neet this requirenent. |In reality, due

to the nature of overlay network, very often, vendors are going to
make everything all together to a dedi cated nmanager node. ]

5.15. Prioritization
R23) NVO3 OAM nessages MUST be preferentially treated in NVE and
bet ween NVEs, since NVO3 OAM MAY be used to trigger protection
swi tching. As noted above (R2), protection switching is the
automatic replacenent of a failed transnmission facility with a
wor ki ng one providing equal or greater capacity, typically within a
fewtens of milliseconds fromfault detection.

[ Corment -- ECM giving NVOB OAM nessages priority treatment may
interfere with neasurenents of frame delay and jitter.]

6. Itens for Further D scussion

This section identifies a set of operational itens which nmay be
el aborated further if these itens fall within the scope of the NVG3.

0 VNI D renunbering support
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* Means to change the VNID assigned to a given instance MJST [***
di scuss: is this too strong? ***] be support ed.
* System convergence subsequent to VNI D renunbering MUST NOT take
| onger than a few seconds, to mninize inpact on the tenant

syst ens.

* A VNE MIUST be able to map a VNID with a virtual network
cont ext .

0o VN mgration and nmanagenent operations
* Means to delete an existing VNI MJUST be support ed.
* Means to add a new VNI MJIST be supported
*  Means to nerge several VNI's MAY be support ed.
* Means to retrieve reporting data per VNI MJST be support ed.

* Means to nmonitor the network resources per VNI MJST be
support ed.

0 Support of planned nai ntenance operations on the NVO3
i nfrastructure

* Gaceful procedure to allow for planned maintenance operation
on NVE MJST be supported. This includes undoi ng any
configuration changes nade for nmintenance purposes after
conpl eti on of the maintenance.

0 Support for conmunication anong virtual networks
* For global reachability purposes, comunication anong virtua
net wor ks MJUST be supported. This can be enforced using a NAT
function.
0 Activation of new network-related services to the NVO3
* Means to assist in activating new network services (e.qg.
mul ticast) w thout inpacting running service should be
support ed.
0 Inter-operator NVO3 considerations
* As NVO3 nay be depl oyed over inter-operator infrastructure,

coordi nating OAM actions in each individual donmain are required
to ensure an end-to-end OAM I n particular, this assunes
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exi stence of agreenents on the nmeasurenent and nonitoring
met hods, fault detection and repair actions, extending QS
cl asses (e.g., DSCP mapping policies), etc.

[[ DI SCUSSI ON NOTE: Shoul d inter-operator issues be declared
out of scope?]]

7. | ANA Consi derations

This meno includes no request to | ANA
8. Security Considerations

TBD
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